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PREFACE

This report is the proceedings of the U.S.-Japan Seminar on Charge
States and Dynamic Screening of Swift Ions in Solids that was held
January 25-29, 1982, at the East-West Center in Honolulu. The Seminar
was modeled on a series of informal workshops held at New York University
over a period of several vears.

Past workshops have included as main topics:

® (ake Phenomena - 1977
® (Current Stopping Power Problems - 1978
® The Penetration of Low-Energv Particles - 1979

® The Penetration of Charged Particles Under Extreme
Conditions - 1980

® The Penectration of Exotic Particles in Matter - 1981.

The U.S.-Japan Seminar and its precursors at NYU were designed to encourage
informality and spontaneitv in the exchange of information and in high-
lighting of kev problems in areas of current importance.

This conference was sponsored bv the U.S. National Science Foundation
and by the Japan Society for the Promotion of Science. Additional support
was provided by New York University and the U.S. Department of Energy.

The organizational effort on the Japanese side was led by Prof. R. Ishiwari,
whom we thank for his tireless efforts in behalf of the meeting. Finally,
we want to thank all the participants for their many formal and informal

contributions toward a very successful conference.

U.S. Organizers

J. C. Ashley
R. H. Ritchie
W. Brandt
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Stopping Powers of Zr, Pd, Cd, In and Pb

for 6.5 MeV Protons and Mean Excitation Energies

R. Ishiwari, N. Shiomi and N. Sakamoto

Department of Physics, Nara Women's University, Nara 630, Japan

Stopping powers of Zr, Pd, Cd, In and Pb have been measured for 6.5
MeV protons. Mean excitation energies have been extracted from the

stopping power data by taking into account Bloch correction and Zl cor-

rection. For the shell correction the Bonderup shell correction has
been used. The results agree fairly well with those of other authors.
1 [ntroduction

. . . 1,2 . .
In the previous experiment™’ ), the stopping powers of 16 kinds me-

tallic elements from Be to Au have been measured for 6.5 MeV protons and

mean oxcltation energies have been obtained from the scopping power cata

. . : . 3,4) L3 . 4,5,6)
by taking into account Bloch correction™ and Z] correction '7’ and
3
. . . ! . el
by using the Bonderup shell correction ). The results agreed fairly

. . . §,9,10
well witn those obtained by other authors *7° ).

In the present experiment, stopping powers of Zr, Pd, Cd, In and Pb
nave been measured tor 605 Mel protons, Mean excitation enereies have

been extracted trom the stopping power data also using Bloch correction,

)
3 . . .
correction and the Bonderup shell correction.

1

11 Experimental Procedure

Fig., 1 shows the experimental set up. Protons of 6.75 MeV from the
cyclotron of Kyoto University were analyzed by the analyzing magnet with
momentum resolution of 0.1%. The magnetic field was kept constant with-
in 0.01% during the measurement. Then, protons entered the scattering
chamber through a double slit system S2 and SB’ the diameter of which
was 1.5mm each and 35 cwm apart.



Protons were scattered by a thin gold foil of 180ug/cm2 at the center of
the scattering chamber. Protons scattered at an angle of 15 degrees
were used for the present measurements. The scattered protons were
collimated by a double slit system S4 and 55’ the diameter of which was
1.5mm each and 7.8cm apart. Then protons passed through the target and
all protons that passed through the target were detected by a surface
barrier silicon detector.

To determine the energy loss of protons in the target, the pulse
height of protons that passed through the target and the pulse height
of protons that did not pass through the target were recorded. In order
Lo measure the above two pulse heights simultaneously in one exposure,
special device was used for target mounting. This device is shown also
in Fig. 1. The part indicated as A is essentially an ammeter. When
A.C. power is supplied, the hand indicated as B makes a pendulum motion.
A double frames indicated as C are fixed to the hand B. To one of the
frames the tavget is fixed and the other frame is left empty. Jhen
A.C. power is supplied and the hand B makes a pendulum motion, the inci-
dent beam traverses the two frames. Therefore, protons that pass
through the target aud protouns that do not pass the target hit the detec-
tor alternatively. Thus, the pulse heights of protons with and without
the target were recorded simultaneously in one exposure. In principle
this method is the same as what we call absorber wheel technique that
was used in the previous experimentl'z), but is much more efficient in
saving the time of data collection than the absorber wheel technique.

The pulses from the silicon detector were amplified by a low noisc
amplifier and fed into a 4096 channel pulse height analyzer. By taking
the average values for both peaks with and without the target, the dif-
ference of the pulse heights has been determined with an uncertainty
of *0.15% irrespective of the averaging range. The energy calibration
of the pulse height spectrum was made with a very high precision pulse
generator (ORTEC 448). The ionization defect of the silicon detector

2)

has been investigated in the previous experiment and has turned out to

be substantially zero for 6.5 MeV protons.

All carget foils used in the present experiment were manufactured by



Goodfellow Metals Ltd. The thickness of the target has been determined
by the weight per area method. Square samples of 2cm by 2cm were cut out
with a razor blade. Each foil was weighed five times on a Metler ME 30/36
electro-michro balance which has an absolute accuracy of 1 ug. The area
of each foil was measured also five times with a Tiyoda LTG bi-AIIl micro-
scope which can read to lum. The repeticion of the whole set of weight
per area measurement for the same sample on different days showed a
standard deviation of 0.1~0.15%. Therefore, the uncertainty of the
foil thickness was assigned to be *0.15% for all samples. The purities
of the foils are 99.8% for Zr, 99.95% for Pd, 99.7%Z for Cd, 99.8% for In
and 99.99% for Pb. No correction was made for impurities. The thick-
ness of the samples are 16.410 mg/cm2 for Zr, 14.443 mg/cmg for Pd,
16.180 mg/cm2 for Cd, 17.016 mg/cm2 for 1In and 21.847 mg/cm2 for Ph.

In the present method, the proton beam traverses the target during
the measurement. So' the possible nonuniformity of tihe target thickness
is automatically averaged and the observed energy loss corresponds to the
average thickness of the target, that is the thickness obtained by the
welght per area method.

In general, the observed energy loss divided by the average path
lenpgth of protons in the target, AE/AX, corresponds, to a good approxi-
mation, Lo the stopping power, -dE/dX, at the 'average energy' defined
by [ = EO - AL/, where EO is the incident energy. The thicknesses of
the sample targets were chosen such that the energy loss of protons
in the target was about 500 keV. Therefore, the average energies were
very close to 6.5 MeV. Yor convenience when comparing the present
results with other experiments, the present results have been reduced to
6.500 MeV by assuming that the stopping power is proportional to
(In vz)/vz in a narrow velocity range.

From the above mentioned uncertaintes of the energy loss and target
thickness, the uncertainty of the stopping power is calculated to be 0.25%.

Making allowarces for unexpected errors, the final uncertainty o

the present results was assigned to be +0.37%,



II1 Results
In table 1 the present results are shown and compared with the data
of H.H Ardersen et al.ll’lz) (below refered to as the Ris¢ data) and
the compilation of H.H. Andersen and J.F. Zieglerg). The Risé value
for Zr is higher than the present value by 1.96% and the difference is
statistically significant. The Risé value for Pb is 0.7% higher than
our value but the difference is not statistically significant. The
trend that the Risg data are higher than our data agrees with the previ-
9

ous experiment. The value for Zr of Andersen and Ziegle: is also

higher than the present value by 2.27 and the difference is also signif-
9 .
icant. Values of Andersen and Ziegler ) for other elements agree with

our values within the statistical errors.

Y Analysis
The mean excitation energies were extracted from the present data by
taking into account Bloch correction and Zf correction. The Bethe-
Bloch formulal3‘14) of the stopping power is writren as
4 2 2
dE 47e 2] 2mvl 1 ) C
- = ———=— N2, (In ——+1In - - 37 - O+ Z L)
dXx mvl“ CT 1 1-:27 Zy

-——(1)
where e is the elementary charge, m is the mass of electron, z) and vy
are the atomic number and the velocity of the incident particle, N, is
the number of the target atoms per cm3, 22 is the atomic number cf the
target atom, I is the mean excitation energv and & is vl/c (c is the
speed of light) and C/Z, is the shell correction. The symbol 2 denotes

3,4

the Bloch correction term which is given by

9 = P(1) + Re Y(1+if), £ = zlvo/v —)

l?
. 2 . .
VO is the Bohr velocity (vO = e [ffi) and y denotes the logarithmic deri-
vative of the [ Function. The term Ll7lis the Zf correcrion teré’S’G),
In the theory of Ashley, Ritchie and Brandt, Ll ic given as a function

2,2
of reduced energy x = vl/vO 22, an adjustable parameter b that is a

scaled lower impact parameter cutoff in the collision of protons with




target atom electrons and a constant, ¥, that appears in tne statistical
model of the atom. In the present analysis, we used the values of b and
X which were determined in the previous workz), that is b = 1.3 and
x = 1.358. For the shell correction we used the Bonderup shell correc-
tion7). The Bonderup shell correction is also a function of ¥. We have
calculated C/Z2 with ¥ = 1.358.

From eq.(l), putting the experimentally determined stopping power
into ~dE/dX, we have extracted the mean excitation energy.

Table 2 shows the results of the present analysis. For the estima-
tion of the uncertainty of the I values, we took b = 1.3+0.2 and the
uncertainty of the Bonderup shell correction to be *10%, although the

shell corrections hLave been calculated to within 0.5% numerically.

Y Discussion

In table 3, the present results of mean excitation energy are com-

8’9’10). For Pb, the present result is slight-

pared with other authors
ly lower than the value of other authors. But the differences are well
within the statistical uncertainty. For Zr the present result is high-
er than the results of other authors. The difference might be statisci-
cally significant, although the uncertainties of the values given by

9 .
) o) are not known. However, if we

9

Andersen and Ziegler and Zieglerl

assume the uncertainty of the values of Andersen and Ziegler and

0)

Zleglerl to be 10 eV, the differences are not statistically signifi~
cant. This difference is certainly due to the difference of the abso-
lute value of the stopping power, The present stopping power value is
significantly lower than the values of Andersen and Ziegler and also the
Ris@d data. Careful remeasurement of Zr is desired.

15)

Recently, Berger has calculated mean excitation energy by using

6)

. 1 . . .
Bichsel's method of calculating shell correction. In Bichsel's methed,

the higher corrections than M shell are assumed to have the same shape

1 )
7,18) [. shell correction. And each correction terr is scaled

as Walskes

by two free perameters multiplied to energy and shell correction value.
Bichsel's shell correction gives almost the same I values as the

Bonderup shell correction for the atomic number up to~50, but gives

svstematically higher I values for heavier elements.



For example, Berger's I value for Pb is 823230. The difference between
our value and Berger's value 1is 77 242 eV, So the difference is not
statistically significant with 57 significant ievel. As noted in the
present experiment as well as the previous experiment ’2), the Risé data

are systematically too high and are not very suited for eaxtracting 1

values from them. More accurate stopping power measurements of Au and
Pb for protons from 3 to 9 MeV are now being planned. Detailed discus-
9

sion of Berger's estimation of I values will be given elsewhere
In table 4, the precent I values and I values of 16 kinds metallic
. . . 2 -
elements obtained in the previous work >are tabulated and r~ompared with
9)

the Ris¢ data and compilations of Turneg), Andersen and Ziegler and

) 1 . PO
Ziegler O). Overall agreements of our data with the values of other

authors are very good.
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Table 1.

10

Present results are compared with the Ris¢ data and

compilation of Andersen and Ziegler.

-dL/dX  (keV/mg cm™?)

Elements

7r

Pd

Cd

In

Pb

Present Risd daté) Anderse%)

data ~Ziegler
32.71:0.10 33 35+(C.10 33.44
30.7440.09 30.78
30.37:0.09 30.13
29,73:0.09 29.88
23.18+0.07 23.3520.14 23.37

1) H.H. Andersen et al., Phys.

B8 (1973) 1854.

Rev., 186 (1969) 372, Phys. Rev.,

in all elements, Hydrogen, Pergamon (1977).

2} H.H. Andersen and J.T. Ziegler, Stopping powers and ranges

Table 2. Analysis of the present data. The svmbol K denotes the
Bloch constant.

22 Elements S(keV/mg caz) dlv,,z.) C,/Z L I(eV) K

- 1°71 2 1

40 Zr 32.71+0.10 ~0.00465 0.262 0.0450+0.0074 401:11 10.0:0.3
46 Pd 30.74+0.09 -0.00465 0.287 0.0479+0.0083 459=14 9.820.3
48 cd 30.3720.09 -0.00465 0.293 0.048820.0086 457:14 9.5%0.3
49 In 29.7320.09 -0.00465 0.297 0.0493+0.0087 485215 9.9%0.3
82 Pb 23.18+0.07 ~0.00465 0.372 0.0598%0.0128 746130 9.1%0.4
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Table 3 Comparison of the present I values with those

of other authors.

Mean Excitation Energy T(eV)

Z2 Elements Present Risél) Turnerz) f;?i;i:?j) Ziegle?)
40 iy 401111 378 362
46 Pd 459214 436 453 456
43 Cd 457214 4612 471 466
49 In 485215 481 480 474
32 Pb 746+30 773220 767 739 761

1) H.H. Andersen et al., Phys. Rev., 180 (1969)37.2, Pavs. Rev.,
B8 (1973) 1854,

2y J.E. Turner db al., Heulth Physizs 18 (1970) i59.

3) .. Andersen and J.F. Ziegler, Hydrogen, Persamon (1977).

4) J.F. Ziegler, Nucl. Inst. Meth., 168 (1980) 17.
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Table 4 Comparison of Nara data of I values for 21 kinds of metallic

elements with T values of other authors.

Mean excitation Encrgy (eV)

) Elements Nara An?;ii;é) Turne%) Anderse%) Ziegleé)
Be 64.021.0 61.7 62.7 63
13 Al 167.6%2.8 163 162 162
2 Ti 232.3%.9 229.8%2.6 224 230 228
3 v 2441.8%5.2 239.222.8 250 239 237
26 Fe 282.526.5  280.6%3.1 277 280 284
27 Co 295.946.9 298.8%3.7 290 296 304
28 Ni 312.7+7.5 303.2£3.7 512 310 314
29 Cu 323.5%7.9 319.843.2 316 322 330
30 Zn 331.328.2 323.1+3.8 319 320 323
0 VA4 401.2#11 378 38z
2 Mo 413 12 422 406 393
45 Rh 445 £14 440 443 436
46 Pd 459  +14 456 458 456
43 Ag 464 z15 469 28 466 466 470
48 Cd 457  *14 462 471 466
49 In 485 215 481 480 479
50 Sn 471  *15 486 487 512
73 Ta 676 26 692 684 682
78 Pt 730 29 711 759 760
79 Av 746  £30 771 20 760 755 742
82 Pb 746  £30 773  *20 767 759 761

1) H.H. Andersen et al., Phys. Rev., 180 (1969) 372, Phys. Rev., B8
(1973) 1854.

2y J.E. Turner et al., Health Physics 18 (1970) 159.

3) H.H. Andersen and J.F., Ziegler, Hydrogen, Pergamon (1977).

4) J.F. Ziegler, Nucl. Inst. Meth., 168 (1980) 17.
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Geometrical Effect on Stopping Power Measurement

(Angle dependent Energy Loss) of 7 MeV Protons

R. Ishiwari, N. Shiomi, and N. Sakamoto

Department of Physics, Nara Women's University, Nara 630, Japan

It was found in our previous experiment, that when extremely sharp-
ly collimated protons pass through a thin target of random matter, the
energy loss of protons neasured witi, extremely high angular resolution
increases by several percent as the emergence angle increases from zero
to 1.78°. In the present experiment, this effect has been investigated
systematically by char, ~uag the target chickness for Be, Al, Cu, Ag, and

Ta.

1. Introduction

When well collimated protons pass through a thin target of random
matter, protons will lose their energy according to the thickness of the
target and the direction of protons will diverge due to multiple scat-
tering with atomic nuclei in tne target.

In the previous experimentl, it was confirmed that if we collimate
thhe proton beam extremely sharply and make the angular resolution of the
detector extremely high, the energy loss of protons “acresses by sever-
al percent as the emergence angle increases. [t has been discussed
that the essence of this phenomenon is very likely the dependence of the
energy loss on the average impact parameter of protons with atomic nuclei.

In the present experiment, in order to investipate the nature of
this effect more systematically, the increase of the energv loss with
increasing emergence angle has been measured with an improved experimen—
tal arrangement and by changing the target thickness for Be, Al, Cu, Ag,

and Ta.
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IT. Experimental Procedure

The shematic diagram of the experimental arrangement is shown in
Fig. 1. The proton beam of 7 MeV from the cyclotron of Kyoto
University was collimated by a douable diaphragm system S; and S2, the
diameter of which was 0.7mm each and 166cm apart. The divergence of
the incident beam was less than 0.05° before hitting the thin target.

In order to prevent the slit scattered protons originated at the dia-
phragnm S, from affecting the energy loss measurement, a baffle S3 of
1.5mm in diameter was placed 15cm behind the diaphragm SZ' The target
was placed 1llmm behind the baffle. The detector system consisted of
the diaphragm S4 of 0.7mm in diameter and a surface barrier silicon
detector, which was placed 16lcm behind the target. The detector sub-
tended a solid angle of l.Sdejsr as seen from the target. The detector
system was movable perpendicurarly to the direction of the incident buem
in a range of 5cm. At the displacement of 5cm, the emergence angle
was 1.78°. In this arrangement, the energy loss measurement was quite
free from the slit scattered protorns at lcm displacement.

The pulses from the detector were amplified with a low wnoise amplifier
and fed into a 4096 channel pulse height analyzer. Another silicon
detector was used to monitor the angular distribution due to multiple
scattering. The energy of the incident proton was measured by the
analyzing magnet with an accuracy of 0.01%.

In order to monitor the gain of the detector-amplifier system,
the pulses of protons which was scattered by a thin Au foil of lSOug/cmZ
were measured. Fig. 2 shows the device for mounting the target and
thin Au foil. The part indicated as A is essentially an ammeter.

When an A.C. power is supplied, the hand indicated as B makes a pendulum
motion. A double frames indicated as C are fixed to the hand B.

To the left side frame the sample target is fixed and to the right side
frame the thin Au foil is fixed. When an A.C. power is supplied and
the hand B makes a pendulum motion, the incident beam traverses the
target and the thin Au foil alternatively. The pulses of protons
which pass through the target and pulses of protons which are

scattered by the thin Au foil hit the detector alter-
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natively. Thus, the two pulse heights are recorded on the 4096 channel
pulse height analyzer simultaneously in one exposure. Because the ener-
gy of the incident protons was very well stabilized, the energy of the
scattered protons by the thin Au foil was also very stable. Thus, we
could monitor the gain of the detector—amblifier system. The svability
of the detector-amplifier system was also crosschecked by a very high
precision pulse generator (ORTEC 443).

The above mentioned pendulum method could not be applied in the
case of zero emergence angle, because the counting rale of protons that
passed through the thin Au feoil was too high. So when the measurement
at zero emergeunce angle was made the sample target was stopped. Because
there would be a nonuniformity of the target thickness, the measurement
was made at the same stopped position for lem displacement. Then, the
pendulum measurements were performed from lecm through 5Scm. The value
of the pulge height for zero emergence angle was normalized by the meas-
urement made at lem displacement.

In principle, in our method the energy loss should be determined by
measuring the ditference between the pulse height of protons that passed
through the target and the pulse height of the incident protons.

Actually, however, in order to avoid the extremely high counting rate of
the iucident | votons, protons scattered at 0.33° have been measured.

The pulse height of the incident protons has been determined from the
pulse height of these scattered protons by the Au foil. The energy loss

of 7 MeV protons in the Au [oil was estimated to be 4 keV by using our

)
previous stopping power data”. The decrease of the energy luss due to
clastic scattering was negligible. The energy calibration of the pulse

height spectrum was performed with the high precision pulse generator.
The ionization defeet of the surface barrier silicon detector has been
investigated in the previous experimeng and has turned out to be sub-

stantially zero.

All targets were commercially obtained. The thicknesses of the
targets were; 2.198mg/Cm2, 4.244mg/cm?, and 6.441mg/cm2 for Be,
2.502mg/cm2, 4.143mg/cm2, and 5.427mg/cm2 for al, 3.743mg/cm2,
7.576mg/cm2, and ll.311mg/cm2 for Cu, 4.333mg/cm2, 8.712mg/cm2, and
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13.027mg/cm? for Ag, 7.291lmg/cm’ and 10.4544mg/cm? for Ta.

The measurements of energy losses and the angular distribution due
to multiple scattering of 7 MeV protons have been repeated four times
for one target at seven energence angles between 0° and 1.78°(5cm per-

pendicular displacement of the detector).

III. Results

The energy loss as a function of emergence angle and the angular
distribution due to multiple scattering are shown in Fig. 3. The
theoretical prediction of the angular distribution is calculated using
Moliére's theory3 and is also shown in Fig. 3.

As seen in the previous experimentl, the agreement of the observed
angular distribution and Moliére's theory is fairly good. The energy
loss is found to increase for all targets with increasing emergence
angles also in the present experiment.

As clearly seen from the figure, the increase of the energy loss
shows a strong dependence on the target thickness. The increase is
larger for thinner target.

It appears that there is a trend that energy loss increases first

gradually and finally saturates.

IV. Discussion

The increase of the energy loss with increasing emergence anglie has
been confirmed again in the present experiment.

As already discussed in detail in the previous paperl,the increase
of the energy loss can not be explained by the following three effects;
(1) The increase of the target thickness with the increase of the emer-
gence angle, i.e. l/cosa where o is the emergence angle. (2) The
increase of the actual path length of protons due to multiple scattering.
(3) The increase of the energy loss due to the energy transfer to the
recoil atom. Also, in the previous paper, it was confirmed that this
effect is not due to target texture.

The essence of this effect is very likely the depencence of the
energy loss on the average impact parameter of protons with atomic nu-~

. 4
cleus. Qur computor simulation shows that this is the case.
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It appears that this effect may have the depencence on the target
atomic number. However, because this effect have strong dependence on
the target thickness, at present stage it is difficult to compare the
strength of the efrect for different target quantitatively.

If we tentatively compare the saturation value of the increase of
the energy loss when thr energy loss is about 120219 keV, it appears

thiat the effect becomes large as the target atomic number increases

from Al through Ta. In the case of Ta, the energy loss is 172 keV
and the increase does not reach the saturation. However, in the case
ol Be, the effect is much larger than the case of Al. So another

eflect might be working for the case of Be.
More systematic experimental study and theoretical explanation are

needed for the proper understanding of this phenomenon.
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Schematic diagram of experimental arrangement.
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Fig. 2. Schematic diagram of the device
for mounting the target and the thin
Au foil.
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Computer Simulation of Geometrical Effects on the Stopping

Power for 7 MeV Protons

N. Sakamoto, N. Shiom. and R. Ishiwari

Department of Physics, Nara Women's University, Nara 630, .Japan

I. Tntroduction

We have recently studied the angle-dependent energy loss of 7 MeV
protons in metallic and organic thin foils.! In this study it has been
found that the energy loss of protons becomes large with increasing
emergence angle in all targets. Since this increase of energy loxs of
protons has been observed iIn organic targets which have turned out to be
perfectly amorphous, it is proved that the increase or energy lcss is
not due to target texture effect. The increase of energy loss could
not be explained also by following three effects; (i) the increase of
the target thickness caused by the deflection ot protons, (ii) the in-
crease of the path length due to multiple scattering and (iii) the en-
erypy transfer to recoil nuclei during multiple scattering process.
Therefore the observed increase of energy loss with increasing emergence
angle is concluded to be due to hitherto unknown new effect. And this
effect is verv likely the dependence of energy loss on the impact param-
cter with the atomic nucleus. At this stage, however, no theoretical
work which deals with multiple scattering and the impact parameter de-
pendeonce of energy lcoce at the same time is known. Hence we decided

to investigate the origin of this effect by a computer simulation.

II. Principle of the Calculation

In this calculation we use a very simple model. Tarpet atoms are
described as spheres of radius R and treated by a statisticval model such
as the Thomas-Fermi model. Hence if protons enter the inside of these
spheres, they are scattered by the target nuclei and lose a part of
their energy. If protons traverse the outside of these snheres, no
scattering and no energy loss take place.

Let us consider the case of emergence at angle u (Figp.l).

As protons undergo « number of small angle scattering within the target,
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it is convenient to use twc projected angles @X and ¢y instead of using
the polar angle 6 and the azimutir angle £ of the track of a scattered
protons (Fig.2). The relation between the projected angles and the

actual scattering angles is given by2

tang, = tanficosA, (D

tancpy = tanfsinf. (2)

Under the small angle approximation tanf can be replaced by 9, and then

tan(bX and tanqay can be also replaced by ¢X and ¢y, respectively.

$x = Ycosf, (3
= Bsinf. 4
¢y (&)
After the n-times collisions the direction of a proton can be given as
n n
) o1 = | 8jcoshy, ()
i=1 i=1
g n
b . =7 0.sind,. (6)
i=1 Pt oasp bt

If protons are detected at deflection angles of o and ¢, where o denotes
the polar angle and ¢ denotes the azimuth angle, after their passage

through the target, the relation between these angles and the projected

angles is expressed by

n
tanocosd = Z o] i (7)
=1 %
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n
tanasing = } ¢ (8)

=1 Vo &

As seen in Eqs.(5)~(8), to decide a pair of detection angles means to
attach a certain boundary condition to the cecllisions which protons un-
dergo within the target. From these relations it i< easily understood
that this boundary condition has a strong effect on the individual col-
lision if the number of collisions is small, in other words if the tar-
get is thin.

Next we consider the relation between a scattering angle and an
impact parameter. Coulomb potential of a nucleus which is partially

screened by atomic electrons is described by
2,Z5e"
V(r) = - =7 u(r), (9)

where Z; and Z, are atomic numbers of an incident proton and a target

atom, respectively. A good analytical approximation of the Thomas-Fermi

3

screenirg function is given by Moliere® and expressed as

a(r) = 0.1e 0/31F + 0 55e7H 2T g 4 g 350703 Agp, (10)
The Thomas-Fermi screening radius App is given by
agp = 0.8853a025" /2, (11)
where a. is the Bohr radius. Supposing a scattering angle is suffi-
ciently small, the scattering angle can be described by
Py
=y (12)
Py

where B, denotes a proton momentum parallel to its initial direction and
p, denotes a momentum transier perpendicular to this direction, Using
Eqs.(9) and (10), we can calculate P and finally find the relation be-
tween 8 and the impact parameter b."

» 2
6 = 27Z1Z2e b (13)
2 g a ) s
M)Vlb TF
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)
B(0) = J costdefu(Eg) - cor v (o) b (14)
0

cosé

where M; and v; are mass and velocity of an incident proton.
Considering the ionization energy loss, Kitagawa and Ohtsuk. have
derived the energy loss formula of ions with the impact parameter b by

one atom.® This formula is shown to give the correct Bethe-Bloch for-

mula. In present calculation we use their expression
'.).Z%(:_’L+ “ 2r “ 2 2
AF(b) = - J dzJ d&J xdxq (Ko(qx) + K%(qx)]p(r), (15)
mv% ~ /() X .
min
where
r=Vz2 + x? + b2 - 2bxcosf (16)
I .
I “n

Functicns Ko (gx) and K;(gx) are the modified Bessel functions, and m is

electron rest mass and I is the mean ionization energy of stopping mate-

rial. The density of the atomic electrons o(r) is given by Moliére
formula?
. 2 — _— —_—
p(r) = f%%{SJQJ 10.35e703/81p 4 g ge 1 2 30p 4 4070 AR}, (18)

TF

Once the impact parameter is given, we can calculate the scattering an-
gle and the energy loss from Egs.(13)-(18). Since the target material
is assumed to be random medium, the impact parameter is considered to be
uniform and determined by psudo-random numbers from a computer. Protons
undergo a number of collisions within the target and then leave the tar-
get with a certain deflection angle and energy loss. In present calcu-
lation we can also compute the average values of the scattering angle 9,
the mean square angle of scattering %2 the azimuth angle 8, the impact

parameter b, the number of collisions N and the actual path length T.

I1I. Results and Discussion

In Fig.3 we show the results of calculation for a copper target of
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perimental results.

3.743 mg/cm® and the incident proton energy of 7.020 MeV together with
our experimental data. The angular distribution due to multiple scat-
tering is shown on the upper half, where solid circles denote experimen-
tal results. The radius R, which is the radius of the target atom, is
used to determine the mein free path and is treated as a free parameter
in present calculation. In order to obtain a good fit to the experi-
mental angular distribution we used the value of R = 2'7aTF' On the
tower half relative values of energy loss are shown as a function of
emergence angle. Solid line shows the results of calculation, which
give a fairly good agreement with experimental results. At this -»int
we will examine the contribution of elastic energy transfer to recvil
atoms. Under the small angle approximation the energy transfer to a

recoil atom due to a single collision is described by

L

I oAz
é Eq0°, (19)

e
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where M, is mass of target atoms and Eg is an incident energy of protons.
Then the total energy Et transfered to recoil atoms in multiple scatter-

ing process is given by

M1z E 2
E =—-—E) 067, (20)
t M, i=1 1
where E is the average energy of protons within the target. Including

the contribution of this effect in our calculation of energy loss, we

obtain slightly larger energy loss, which is shown by a dotted line in

Fig.3. At small emergence angles this line is not shown in the figure,
because this line coincides with a solid line. As seen in Fig.3 the
contributicen of this effect is very small. A dashed line in Fig.3

shows the increase of the actual path length with increasing emergence
angle. This effect is also too small to explain the experimental re-~
sults. Therefore, we can conclude that the observed increase of the
energy loss with increasing emergence angle is not due to the effects of
the increase of the actual path length and the elastic energy transfer
to the recoil atoms but due to the impact parameter dependence of energy
loss in an individual collision.

Fig.4 shows the variation of the average values of the collision
number, the scattering angles and the impact parameters as a function of
emergence angle. The emergence angle becoming large, the number of col-
lisions shows a slight increase, the scattering angle becomes somewhat
quadratically large and the impact parameter shows a slight decrease.
From these results it can be seen that deciding the detection angle does
have an effect on the individual collision which protons undergo within
the target. This is the reason why the energy loss of protons increases
with increasing emergence angle.

Another result of computation is shown in Fig.5. This calculation
is performed in order to examine whether the computer simulation can pre-
dict the target thickness dependence of the geometrical effect with the
same parametzr R or not. The thickness of a copper target is 7.576
mg/cm?, which is about twice as thick as the former taiget. The agree-
ment between calculation and experiment is very good in spite of a poor

statistics of calculation.



29

—
Cu 7576 mgrcm?
. E, 6992 Mev 3 )
= 1_L1“wj AEw 268 keV Fig.5 Calcuiated and measured
ﬁ osb Ly R=27a,, 1 a?gular distribution due to mul-
e tiple scattering and energy loss
e as a function of emergence angle
*t a for 6.992 MeV protons transmit-
- ted through a 7.576 mg/cm? Cu
“F +- ——t———— target. Solid circles indicate
5 | L“— esperimental results. A dotted
[ o line shows the variation of en-
3 . ergy loss which includes the con-
& ¥y tribution from the elastic en-
RN o ¢ 7 ergy transfer to recoil atoms,
e and a dashed line represents the
l s o relative length of actual path.
' L : 1 1 L | 1
3 : 3 PR

emergence angle {rad)

As seen obove, computer simulation is found to give fairly good re-
sults and reproduce the target thickness dependence of the geometrical
effect well. More systematic study of this phenomenon will bring us
more precise Information about an individual collision which ions under-

0 within a target material.

[V, Conclusion

Computer simulation has been performed to investigate the origin of
veometrical effects on the stopping power for 7 MeV protons. An indi-
vidual cellision which pretons undergo within the target foil is found
to be somewhat restricted by the determination of detecting angles.
Iherefore, if Lthe eneryy loss of protons depends on the impact parameter,
this restriction causes the emergence angle dependence of Lhe energy
loss, Using the energy loss formula of Kitagawa and Ohtsuki, which
describes the impact parameter dependence of stopping power, and the
screened Coulomb potential, we can reproduce both the angular distribu-
tions due to multiple scattering and the relative energy losses very
well, The effects of the increase of the actual path length and the
elastic energy transfer to recoil atoms are proved to be too small to

explain experimental results.
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Finally we will mention the relation between usual stopping power
value and the energy loss measured at zero emergence angle. In usual
stopping power measurement, all protons that pass through the target are
measured. Hence, if we measure only protons that emerge at zero angle,
the resultant stopping power will be smaller than that of usual defini-
tion, For example, the deviation is about 1.5% in the case of the
thinner target (3.743 mg/cmz). This kind of deviation is expected to
be larger when the target is thinner. Therefore, it is worthy to note
that the measured stopping power will be systematically small if one de-

tects only ions that emerge at zero angle and uses a very thin target.
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Current Stopping Power Analyses
by
L. E. PORTER
Department of Physics and Astronomy
University of Montana

Missoula, Montana 59812 USA

I. Mean Excitation Energies

A, Overview

Modified Bethe-Bloch stopping power theory permits fairly accurate
calceulation of energy losses over a broad interval of projectile
velocity v=~e insofar as several parameters appearing in the revised
Bethe-Bloch formula have been correctly evaluated, Since the para-
meters cannot in general be ascertained by calculation from first
principles, fits of thecory to measurement remain the best method of
evaluation., The parameters alluded to are, in the notation of
reference 1. {(or 2.) and 3.: The tavget mean excitation energy, I; the
shell correction scaling parametcers, VL and ”L’ VM and ”M‘ Vy and ”N:
the composite single free parameter of the Barkas (projectile-z?) effect
cortection formalism“~®J), b, and the strength of the correcction term, &
the high velocity density effect correction parameter7), §; and the low
velocity charge state purametera), A. Of thesc parameters, all are
presumably independent of the nature of the projectile, and with the
exception of §, of projectile velocity. The shell correction scaling
parameters, used in conjunction with the calculated shell corrections

of Walske®), increasc substantially the multiplicity of parameters to
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be established for all target materials save those of low atomic number,
Z. Moreover, both the shell correction scaling parameters and the
Barkas effect parameters characterize terms which generally make small
contributions to the total stopping number. Unfortunately, the extent,
consistency, and accuracy of existing measurements rarely will support
the simultaneous determination of more than two given parameters.

Several stratagems are consequently adopted in order to reduce the
number of parameters required in fitting a given set of measurements.
The density effect correction is needed only for relativistic pro-
jectile velocities, where a projectile—z3 correctiong) also becomes
necessary. By contrast, shell corrections, the (low velocity) Barkas
effect correction, and the charge state correction all increase mono-
tonically with decreasing projectile velocity. Thus by judicious
selection of the energy interval covered by a set of stopping power
measurements the number of needed parameters can conceivably be reduced
to a tractable few,

Experience in analyzing various sets of stopping power data
indicates that even the most accurate data now available enables the
extraction of at most two parameters of Bethe-Bloch theoryl). The pair
selected in the majority of analyses conducted so far comprises the
mean excitation erergy, 1, and one of the two projectile—z3 effect
parameters, b or £, However, the number of parameters required to
describe the measurements generally consists of this pair plus several
shell correction scaling parameters, despite the selection of projectile
energies high enough to justify neglect of a charge state parameter and

sufficiently low to warrant suppression of any density effect correction.
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Hence the approach used has been to specify the shell correction scaling
parameters, accepting the concomitant uncertainty in this procedure, and
then to search for a minimum error function between thecry and measurec-
ments in the remaining two-parameter spacc. Results of some of the more
rccent such analyses arc reported herein.

The cxistence of two parameters, b and £, associated with the
Barkas ctfect correction reflects a minor controversy over the proper
method of ¢ffecting this correction. Whereas the original projectile-z?
cffect formalism“~%) featurced a single, composite, model-dependent
parameter, initially evaluated through fits to data as b=1.8:0,2,
subsequent resurrection of the Bloch term!®) for inclusion in the

stopping power formula was accompanied by a suggestion that the pro-

jectile-z? term be multiplied by a factor somewhat less than twolll,

An alternative approach to inclusion of the Bloch term!®)

was simply

to re-cvaluate the original composite parameters, resulting in a re-
commcndutionlz) that b-1,420,1, Thus a subsidiary objective of some
recent studies has been to ascertain which of the two approaches might
prove more cffective in fitting data, where effectiveness was judged on
the basis of quality of fit and of plausibility of resulting valucs of
the particular paramcter emploved. The primary purpose of all recent
studies has been to establish as accurately as feasible the mean
excltation energy for cach target material considered.

B. Physical state Effects

Whencver the individual atoms of a target material arc jeoined to
others, the cffects of aggregation on stopping power and on the para-

meters of modified Bethe-Bloch theory must be considered. One aspect
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of this cownlicated subject is the characterization of different
physical states of a substance by means of different values of the mean
excitation energy. Such an analysis of the recently reported stopping
power data for 0.3-5.5 MeV alpha particles traversing liquid water and
water vapor13) has just been completedlu). However, the measurements
for projectile energies below 2.0 MeV were omitted in order to eliminate
a charge state parameter from the formulation, Thus cach of the twe-
parameter searches, for I and b or for I and £, could be carried out.
Results of these searches were surprising in the sense that the
less accurate liquid water data proved amenabie to both approaches,
yielding plausible values of both b and &£, wherecas the water vapor data
provided unacceptable values of these Barkas effect parameters., The
extracted values of I, b, and &, accompanied by the respective values
of o (the root-mean-square relative deviation of calculated from
measured stopping powers), appear in Table 1. The fixed value of b
at 1.90 corresponds to that obtained ir the aforementioned polystyrene
studyl), and the fixed values of £ at 1.0 and 2.0 correspond (at least
approximately) to the two approaches to inclusion of the projectile-z?
effect term'!»12), Another gambit was employed, chicefly because of the
obvious difficulties in fitting the water vapor data, in that the value
of b became fixed at 1,90 while a best-fit value of I was sought for
each of four selected values of £ in the interval from 0.5 to 2.0.
Results of this phase of the study appear in Table 2. llere o achieves
a minimum at & = 0,58 for the liquid watcr data but no minimum for the
water vapor data. The difference between I-values with £ fixed averages

about 8 eV, and increases monotonically with increasing £. A compro-
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mise value of & = 1.0 was selected, partly becausce the value of o for
water vapor decreased steadily with decreasing 4 in the interval

studied and for liquid water achicved a minimum between £ = 0.5 and

[

£ = 1.0, and partly because this sclected valuce conformed to onet?) of
the two approaches to inclusion of the z -cffect term'','?). Morcover,
if the Lindhard approuchll) were literally adopted by fixing £ at
(about) 2.0, resulting values of b would tecome implausibly high. Thus
the mean excitation enerpy of water was taken as 0% ¢V for liquid water
ad 60 eV for water vapor. A Bragg's rule! ) prediction, based on the
constituent I-values of Fano'®) is 67.5 ¢V, The water vaper value lies
far below a recently published theoretical vatue! 7) of 71.6 oV, A
comparison of the measurementst ¥ analyzed hereln with two other scts
of data indicated that a similar analysis of cither of the other sets

would viehd values of mean excitation cnergy coven lower thon those now

reported!

L 2Mepiffects
Lvaluation of the varions parameters of moditicd Bethe-Bloen
theory is complicated by the yuestion of inclusion of higher-order
sHeterms than the previously discussed z2i-term, Vet application of
cven the projectile-z?¥ correction to the Bethe-Bloch rFormula has been
approached In at least two ways'ts1?) 0 Clearly it would be advanta-
geous to hnow at least one parameter very accurately so as to reduce
the number to be extracted from measurements., Attention is often

focussed on the mean cexcitation energy in this connection, since it

presumably depends on neither the identity nor velocity of the
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projectile,
A. Inert Gases

The mean excitation energy of an inert gas should be easily
extracted from stopping power data collected with gas targets, since
no aggregation effects could exist for such cases. Furthermore, the
use of known shell corrections should permit a closer scrutiny of the
projectile-z® correction term*~®) in order to discover the proper form
of its inclusion!!s!2), Hence the Walske shell corrections were
utilized in conjunction with the best available values of scaling
parametersls) while analyzing all reliahle extant stopping power data
for protons and alpha particles traversing Ne, Ar, Kr, and Xe gas
targetslg). Results of the I and b, and of the I and &, searches are
shown in Tables 3., and 4., respectively. Chiefly because of consider-
able dispersion in extant measurements at low projectile velocities,
where the projectile-z3 effect is most important, the question as to
the proper method of ircluding that correction could not be clearly
resolved, However, although some revision of the form of the pro-
jectile-z?® correction“~%) may be in order, there appeared to be little
reason for the literal adoption of the Lindhard suggestionll).

Recommended values of I and b, with £ fixed at 1.0, for the inert
gases studied are displayed in Table 5,
B. Metals

Tai1get elements which have been extensively studied for the
purpose of determining mean excitation energies include Al, Cu, Ag,
and Au. The existence of one set of very accurate measurementszo),

corroborated by the Nara group?!), suggested the possibiiity of
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ascertaining three or more parameters of modified Bethe-Bloch theoryzz).

This belief proved fatuous, however, so that instead an attempt was
made to evaluate I and b, or I and &, with shell corrections
specified?>%:18), When formerly used shell corrections?s®) were
empioyed, the resulting values of I and b, and of I and &, are shown
respectively in Tables 6 and 7. (The charge state parameter, , was
set at 0.95 for analysis of the Li-projectile data.) Both b- and
§-values evinced remarkable dependences on z and Z. This situation
was considerably improved by shifting tc a more recent set of shell
corrections®:1 %) for Al, Cu, and Ag in the I and b searches with &
fixed at 1.0, as shown in Takle 8. The resulting values of b were
essentially the same as those previously foundz) for Al, Ni, and
Ag, and the I-values for different projectiles manifested sufficient
consistency to warrant recommendations that for b = 1,35 the mean
cxcitation energies of Al, Cu, and Ag are 165 eV, 329 eV, and 480 eV,
respectively.,
C. Gascs of Low Atomic Mumber

A recent study of low-Z target gases provided a state-of-the-art
analysis of extant stopping power daia for proton and alpha particle
projectilesza). In this case reliable calculated values of I were
usced, with £ fixed at 1.0, and a value of b was recommended on the
basis of visual best fits to the data., However, although some of the
measurements analyzed were at projectile energies requiring a charge
state correction, none was emplcyed. The suggested values of b were

0.6 for H, and He and 1.8 for N,, 02 and CHuu
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Target Phase I(eV) b & o
H,0 Liquid 63.4 1.90 0.58 0.27
04.7 2,32 1.00 0.27

11,0 vapor 49.8 1.90 -0.29 0.60
52.0 19.4 1.00 0.62

52.6 8.30 2.00 0.62

Table 1., Results of two-parameter searches, I and b or I and &, for

both phases of the water target, 1 represents the mean excitation energy,
b the free parameter of the z’-correction formalism, & the amplitude of
the z?-correction term, and o the root-mean-square relative deviation of
calculated from measurcd stopping powers. (The underlined quantity is

that one fixed for a particular search.)

Target Phase £ I(eV) g
0 Liquid 0.5 63 0,28
1.0 68 0.29
1.5 74 0.38
2.0 80 0.49
HzO Vapor 0.5 56 0,92
1.0 00 1.38
1.5 65 1.85
2.0 70 2.35

Table 2, Results of one-paramcter searches, with b (the free parameter
of the z3-correction formalism) fixed at 1.90., 1 represents the mean
excitation energy, & the amplitude of the z3-correction term, and o the

root-mean-square relative deviation of calculations from measurements.



Targg£

Ne

Ar

Kr

Xe

Projectile

proton
a-particle
both
proton
a-particle
both
proton
o-particle
both

a-particle
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1201 (eV),
141.9£5.2
129,420,5
129,9+0.7
190.1+2.1
182,4+0.8

184.4%1.4

500.3%2.1

b*Ab

1,45#0.19
1.65%0,01
1.64%0.03
5.30%0,32
2.15x0,04
2,1020.05

4,11%0.29

0.86

2.34

both (+ protons) 505.0£1.9
Table 3. Results of two-parameter searches with % fixed at 1,0. I
represents the mean excitation energy, b and £ the free parameter and
amplitude, respectively, of the z’-correction term, and ¢ the rms

relative deviation of calculations from measurements.

Target Projectile 1+AT (eV) £2AE g
Ne proton 142,1£6.6 1,47x0,41 0.80
a~particle 131,2%0.7 1.24%0,03 0.84
Ar proton 160,15.2 -1.60%0, 35 1,13
a-particle 176,4+1.0 0.49%0.04 1,42
Kr proton 281.9£17.1 -2,26x0,72 1.20
a-particle 296.5%+2,3 0.16%5.05 0.80
Xe a-particle 647 3.8 1.98

Table 4. Results of searches for I and &, including the rms relative

deviation of calculations from measurements, o.
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Target I(eV) b
Ne 130 1.64
Ar 181 2014
Kr 3528 2.02
Xe 505 1.506

Table 5, Recommended values of the two parameters cstablished, where
I represents the mean excitation cnergy and b the free parameter of

the z’-correction term.

Target Projectile 1{eV) AT (eV) b Ab g
Al nroton 170.2 0.8 2,20 0.21 0.27
alpha 166.3 1.1 1.106 0.06  0.11

Li 163.8 1.5 0.77 0.04 0.36

Cu proton 329.6 2.5 3.29 1.02  0.22
alpha 325.8 3.9 1.49 0.17 0.41

L1 339.2 7.4 1.00 0.07 Q.18

Ag proton 525.7 1.2 5.22 0.21 3,14
alpha 188.2 0.7 5.52 0,47 1,60

Li 525.6 1.5 1.37 0.02 0.94

Au proton 839.2 1.6 4,10 0.05 3.44
alpha 809.0 10.0 2.20 0.25 0.73

Li 845.8 11.5 1,39 0.05  0.49

Table 6. Results of the searches for I (mean excitation cnergy) and b
(free parameter of the z3-correction term) for metals, with o rms

relative deviation of calculations from measurements).
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Target Projectile I 41
Al proton 169.2 0.9
alpha 170.5 1.4
Li 180.3 2.4
Cu proton 327.2 2.2
alpha 330.0 5.5
Li 385.1 5.6
Ag proton 462,8 1.7
alpha 572.8 4.9
Li 475.0 5.1
Au proton 712.4 2.2
alpha 793.5 7.0
Li 8§98.4 3.6

Table 7.

(amplitude of z3-correction term) for metals, with o {rms relative

deviation of calculations from measurements).

0.58

1.67

1.90

0.08
0.00
0.08
0.06
0.07

0.00

Results of the searches for I (mean excitation energyv) and &
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Target Projectile I(cV) AT (eV) b
Al proton 166.5 1.0 1.37
alpha 165.2 0.9 1.36
Li 162.7 2,2 0.98
Li* 161.2 - 1,37
Cu proton 329.0 1.4 1.30
alpha 329.0 2.7 1.40
Li 329.0 5.9 1,26
Ag proton 183.2 2.2 1.24
alpha 480.0 1.7 1.40
Li 467.1 10.4 1.35
(* => A=1,24 rather than 0,95)
Table 8, Results of searches for I (mean excitation energy) and b

(free parameter of the z3-correction term) for metals, with o(rms

relative deviation of calculations from measurements).
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Stcpping Power of Ki, Ag, Au and Pb for ~7 MeV/n
a-particles and Carbon Ions
(Zi proportional deviation from the Bethe formula)

* *k
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Science and Engineering Research Laboratory, Waseda University,

Kikuicho-17, Shinjuku-ku, Tokyo, Japan

*k
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2. Introduction

In the end of the 1960's, Andersen, Simonsen and S¢rensenl)carried
out the measurements of stopping powers of & number of elements for pro-
tons, deuterons, and o-particles using the calorimetric-compensation tech-
nique and showed some Zi proportionalg?eviations from the Bethe formula.
Recently, Andersen and his co-workers ‘again made the measurements of
stopping power of several elements for protons, a-particles and lithium
ions in order to perform a more detailed investigation on the deviation

from the Bethe formula.

To ascertain the Z3 deviation of stopring power for heavier ions,

1
it is desirable to make precise experiments using projectiles more massive

than lithium ions, which are almost completely ionized. Until now, however,

no experiment using such projectiles was made, except the experiment

3)

by Kelley, Sellers and Hanser. They measured the energies deposited in
a silicon detector of 94.6 pum in thickness but could not directly show
the Zi deviation from the Bethe formula because the thickness of silicon

detector was too thick, although their data were compared with theoretical

estimations of the deposited energies.

Recently, we attempted to measure the stopping powers of several
metals for ~7 MeV/n a-particles and carbon ions, although thus obtained

data need a small correction for effective charge. In this paper, our
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results obtained until now are presented and shown the analytical results.

2. Experimental Procedure

The experimental arrangement for measuring stopping powers of metals
is shown in Fig. 1. The ion beams of o-particles and 12C+6—particles were
obtained from variable energy heavy ion cyclotron at the Institute of
Physical and Chemical Research(IPCR). The energies of ion beams used in
the present experiment are ~7 MeV/n and the extracted beam was passed
through a beam analysing magnet, by which the beam energy defined, and
after passing through a clearing magnet and a quadrupole-pair magnet,
focused on the target foil put at the center of 75 cm target chamber
without a beam collimation. The size of target foils was about 20 mm x 20
mm, The foil was removed when the spectrum of the beam was measured. The
imagnetic field in the beam analysing magnet was measured by the proton
MR frequency of the beam ana _. . The relation between the magnetic
field and the particle energy was calibrated by using o-particles of
3.766 MeV emitted from ThC" and by using the resonance elastic scattering
2f protons on 120 at proton energy of 1L.255 MeV. The accuracy of the
energy determination is estimated to be witain +0.3 %. After passing
through the foll, the beam was collimated by a collimator with three
avertures as shown in Fig. 1. The silicon surface barrier detector with
an active area of 130 mm2 and a depletion layer of 0.8 mm was placed to
analyse the energy of beam from the collimator about . cm from the third
arerture in the collimator.

‘he encrgy resolution of 27 keV(fwhm) was achieved for 5.L36 MeV

2ul . - I N . . .
Am a~particles. The relation of pulse height versus ion energy is

calibrated by aid of the analysing magnet without target foil. The count-
ing rate was kept to be about 200 cps to prevent piling up of pulses
from detector. In Fig. 2 and 3, the energy spectra for a-particles and
carbon ions with and without target foil are shown for Ni and Pb, respec-
tively. The beam spectra with target foil are shifted tn low energy side
and broadened and showed nearly Gaussian distributions.

Under the condition that the energy loss at target to the incident

energy of ion, AE/Ei, is equal to or less than one tenth of Ei, che netal
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folls were selected as targets from the metal foils supplied from Good-~
fell>w Co. Ltd.. The tnickness of the target foll was determirned by measur-
ing the weight and area. The results are as follows: Ni{i2.0k + 0.05
mg/cmz), Ag(13.41 + 0.06), Au(19.29 + 0.07) and Pb{(25.11 + 0.21) for o~
particle experiments and Ni(5.158 + 0.023 mg/cm2), 5g(5.196 + C.0bL5),
4u(12.03 + 0.05) and Pb(5.334 + 0.022) for carbon ion experiments.

The energy loss at target foil, AE, was nobtained by subtracting the

ion energy E. after passing through the target, which was given as & mean

energy of thg spectrum measured by the silicon detector, from E. and the
stopping power of the target material was obtained by dividing AE by the
thickness of the target. Here, we can consider that the ion energy corre-~
sponding to thus obtalned stepvring power 1s given by Ei - AE/2 withcut
introducing a large error. The energies of a-particles and carbon ions
shown in Fig. 2 and Fig. 3 are givea as Ei - AE/2. The experimental error
in our stopping power measuremen: consisted of peak fitting error(+0.5%),
energy calibration error(+0.3%) and the error in determination of target
thickness(+0.4~ 0.8%) and the over-all error was ranged from +0.7% to

+1.2%.

3. Results and Discussion

In order to analyse our rescults, we use a seaiempirical expression
for the stopping power of a projectile at velocity v and charge Zle in a
target with atomic number 22 and mass number A2 as
k4
Yl e 2
0 2
Iy

ax 0 v2A2 1

i,

>
777,
o ¥ Bly * 29550, (1)

where NO is Avogadro's number, m and e are the eleccronic mass and charge,

respectively, L, is the Bethe stopping number per target electron, Ll is

0

the Zi term which expresses the Zi deviation from the Bethe formula and
)

L. is the Bloch term which is given by

]

L, = (1) - Rep(l + L&) (2)

where £ is (Zleg)/(hv) and Y is the logarithmic derivative of the gamma-
function. When the projectile has a possibility of electron capture, in

the expression (1), Zl should be replaced by the so-called effective
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h Z*
charge Z, .

From the expression (1), Ly *+ Z,L, is given by

o
~
mv A

4F > 3 \
Lo+ 2.1 = = (- == - Z7L..
ot iy = b= ) 2 172 (3)

i
.J b
thOe Z2Z1

For both czses of 2-particles and carbon ions, Lg i5 commorn i the sane
target is used for each case and the velocity the projectile is equal.

of
Accordir L. is ziven by the following (ormuls
= D s 3

whers L and L are L for carbon ion and su-particle, respectively, and

ive charge of carboun ion and Z% is the net nuclear charge

L can be determined from the experimental stopping

power, we cun obtain L, from formula (4}, i the stoppinz powers of the

Ity carbon ions and d-par " the g=me velocity are

a—-particles

T, Lhim average ennrs
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agreement with those of Ishiwari et al. rather than those of Andersen et

al. or the lines obtained from Ziegle:'s formula.

0)

i/2
5 for

tried to plot the wvalues of L.7
1/2)/X3/2
11)

Ashley, Ritchie and Brandt by adjusting the parameter b. ¥-value was

Recently, Ishiwari'’s groupl
obtained by

x = (V/VO)2/Z2 and compare with the function F(b/x
chosen to be 1.29. The results are shown in Fig. 5 as well as cur results.
The effective charge correction of the data in the figure was made by
using Pierce and Blann's formula. It seems that the points plotted in the
figure except for Ni are on the line of b = 1.4 although Ishiwari's data
are in favor of the line of b = 1.1. If we use Ziegler's formula for
effective charge correction, however, our data will show the same tendenzy
as that of Ishiwari's data. The best fit values of b for ocur data is
ranging from 1.3 to 1.4 for effective charge correction due to Pierce and
Blann's formula and from 1.2 to 1.3 for Ziegler's effective charge correc-

tion, except for the data of Ni, which gives 0.3 to 0.9.

Lk, Conclusion

The stopping powers of Ni, Ag, Au and Pb for 7 MeV/n a-particles and
carbon ions have been measured and the Zf term, showing Zi deviation from
the Bethe formula, Ll was derived. These results are in fairly good agree-
ment with the function of Ashley, Ritchi and Brandt when b was chosen to
be about 1.3, except for the data of Ni, which is in favor of b ~ 0.9,

although the experimental error is considerably large.
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Table 1 Stopping power values for ~ 7 MeV/n a-particles and I-iorns, aun.

their Zf deviation term Ll'

Stopping Energy Stopping power Stopping power
Material (MeV/n) for C-ion for a-partigle %

(MeV/mg.cm™) (MeV/mg.cm™) (1) (2) (5,
N3 7.039  1.3L720.016 0.1502+0.0011 0.C270 0.0L27+0.01% 0.0LEL
Ag T.097 1.069x0.010 0.1190+0.0008 0.0286 0.0Lk2kxp.012 0.0L58
Au £.908  0.839+0.008 0.0928£0.0007 0.0339 0.0Lk53%0.01C 0.CLTS
b 7.143  0.81L#3.02¢C 0,080520.0008 .07 choixn, il 2.IF1C

#* No effective charge correction.

*% corrected by using Pierce and Blann's effective charge Zorrmla.

#%% corrected by Ziegler's effective charge formula.

Target zherier

Aregto,

Fig. 1 Experimental arrangement fo© measuring stopping powers
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%
MEAN EXCITATION ENERGIES FOR USE IN BETHE'S STOPPING~POWER FORMULA T
M. J. Berger and S. M. Seltzer
Center for Radiation Research
National Bureau of Standards
Washington, D.C. 20234

A review has been made of the mean excitation energies that can bc
derived from the analysis of stopping-power and range measurements, and
from semi-empirical dipole oscillator-strength distributions for gases
and dielectric-response functions for solids. On the basis of this
review, mean excitation encrgics have been selected for 43 elemental
substances and 54 compounds. Additivity rules have also been considered
which allow one to estimate the mean excitation encrgies for compounds
for which no direct data are available. These additivity rules are
based on the use of mean excitation cnergies for atomic consticuents
which, to a certain extent, take into account thc effects of chemical
binding and physical aggregation.

1. Introduction
In the course of preparing new stopping—-power tables, we have
reviewed the information on the mean excitation energics (l-values)
required as input for the Bethe stopping-power formula. We have attempted
to sclect the best l-values for elements and compounds, on the basis of
the guidance provided by earlier critical data analyses,t_ll/ by analyzing
old and recent stopping-power and range data, and by taking into account

l-values derived from dipole oscillater-strength distributions and

diclectric—response functions.
2. Mean Excitation Energies [for LElements

For the gases H,, le, Ny, 0,, Ne, and Ar reliable mean excitation

energics are now available which have been derived from experimental
: . . . . 12~17/ . .
dipole oscillator-strength distributions. For aluminum, a partic-

8/

ularly accurate l-value has been obtained by Shiles ¢t ai. from a

dielectric-response function constructed from optical data. We have

NTo be published in the Proceedings of the Seminar on Charge States and
Dynamic Screening of Swift lons in Solids, East-West Center, Honolulu,
Hawaii, January 25~29, 1982.

TThis work was supported by the Department of Energy (Office of Health
and Environmental Research) and by the Office of Naval Research.
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given great weight to these results when selecting I-values. For other
elements we have relied on the customary analysis of stopping-power and

range measurements.

In order to be able to extract accurate I-values from stopping-power
measurements with use of the Bethe stopping-power formula, one must have
adequate knowledge of several corrections: (a) the shell correction,
important when the velocity of some of the electrons in the target atoms
is comparable to the velocity of the incident projectile; (b) the 23 and
z4 correction, which represent departures from Born approximation; and

(¢) the density-effect correction which becomes non-negligible for protons
at energies greater than a few hundred MeV.
We have followed the method developed by H. Bichsel for the analysis

of stopping-power data, and have adopted his recommended I-values for

. 4 . .
many elements. Bichsel evaluates the z correction from the stopping-

0
power theorv of Bloch,l’/ and the z3 correction from the theory of Ashley,
Ritchie, and Brandt.zo’Zl/ The shell correction is evaluated according
to Walske22’23/ for the K and L shells. The corrections for the

higher shells are treated as scaled L-shell corrections, with two free
scaling parameters for each shell. TFor a few key elements (including

A%, Cu, Ag, and Au) the shell-correction scaling parameters, a dimension-
less impact parameter in the Ashley-Ritchie-Brandt expression for the 23
correction, and the mean excitation energy 1 are all chosen so as to
give the best possible agreement between measured and calculated stopping-
powers or ranges. The scaling parameters for the key elements are fitted
by semi-empirical functions of the atomic number Z. The set of sem.-
empirical shell corrections thus obtained, anchored for low Z-values by

the Walske theory, is then available for the extraction of I-values from

stopping-power or range data for any element.

As an alternative to the semi-empirical shell corrections of Bichsel,
. , 24 .
one has available the theoretical shell corrections of Bonderup, / derived

25/

on the basis of Lindhard's statistical stopping-power theory. It
turns out that the Bonderup shell corrections are rather close to those
of Bichsel for atomic numbers up to ~ 47, but are larger for very high Z.

This is illustrated in Table 1 with data for copper, silver, and lead.
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Table 2 gives the results of an analysis employing the two types of
shell corrections applied to two high-quality experiments: (a) medium
2nergy (3 to 18 MeV) stopping-power measurements by S¢rensen and Andersen; 6/
and (b) high-energy (750 MeV) proton range measurements by Barkas and

27/

von Friesen.L It can be seen from Table 2 that for copper the same
I-value is obtained regardless of the type of shell correction. For lead
and uranium, however, the use of the Bonderup shell corrections leads to
estimated I-values that are signifi-antly lower for the medium-energy
experiment than for the high-energy experiment, whereas with Bichsel's
shell corrections more or less the same I-value is obtained regardless

of the energy. Inasmuch as one expects the mean excitation energy to be
an encrgy-independent material constant, this indicates that the Bonderup
theory, while applicable for moderately large atomic numbers, needs
modification for high atomic numbers; as suggested by Andersen and

. 28 . o ]
Nielson, / this may be du~ to the non-relativistic treatment of inner-

shell electrons in Bonderup's theory.

With the use of Bichsel's empirical shell corrections we have
extracted l-values from most of the proton stopping-power measurements
in the 1 to 20-MeV region previously analyzed by Andersen and Ziegler.8/
We have also re-analyzed the older high-energy data of Bakker and Segre,zg/
Thompsonao/ and Barkas and von Friesen,Z)/ including in the analysis also
a small density-effect correction evaluated according to Sternheimer.3l/
We have also derived I-values from the more recent stopping-power experi-

. 2 3 . 4
ments of lshiwari ot al.,j / Nordin and Henkelman, 3/ Andersen ¢t al.,3 /

Besenbacher ¢ al.,35/ and Andersen and Nielson.zg/ Taking into account
the results thus obtained, and the I-values from oscillator-strength and
dielectric data, we have arrived at the choice of I-values for elements
listed in Table 3. Values are given only for those elements for which
there are experimental data. The indicated uncertainties are intended
ro include not only the experimental uncertainties but also the uncer-
tainties inherent in the data analysis. Our adopted set of I-values is
only the latest in a long series of recommendations. To put them in

context, we show in Table 4 a comparison with mean excitation energies

recommended in the past.
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3. Mean Excitation Energies for Compounds
For a considerable number of compounds, experimental data are now
available from which reliable I-values can be extracted. In Table 5
such I-values are listed for 13 gases, 27 liquids, and 14 solids. The
indicated uncertainties of the I-values again include not only :iic cxpo
mental errors but also the uncertainties inherent in the data analysis.

The I-values for gases in Table 5A are (with one exception) results

14/ 36/

derived by Zeiss et al., by Thomas and Meath, and by Jhanwar el

37/

al. from experimental dipole oscillator-strength distributions. The

data for liquids in Table 5B are based on an accurate experiment by
Thompson30/ who measured partial ranges, relative to those in copper,

for protons slowing down from 340 MeV to 200 MeV in many organic liquids,
in water, and in a few solids. These data can be interpreted as stopping-
power ratios at an intermediate energy of 267.5 MeV. We have re—-analyzed
Thompson's data, using small multiple-scattering and shell corrections

as suggested by Bichsel.38/ This analysis was done relative to copper
(assuming Icu = 322 eV) and relative to water {(assuming IHZO = 75 eV);
the two sets of I-values thus obtained differed by only 0.6 percent, and
an average value has been taken. The I-values for solids in Table 5C
include several derived from dielectric-response functions by Painter

39/ 4o/

et al. and by Ashley (also private communication).

Even though the number of compounds for which I-values are directly
available is large and growing, one would like to be able to estimate
I-values for many other compounds. The usual approach to this problem
is to assume the validity of a Bragg additivity rule,41/ i.e., to assume
that the stopping power of a compounds is the weighted sum of the
stopping powers of the atomic constituents. This in turn implies that
logI for the compound is a weighted sum of the logl-values for the
constituents. Of course such an additivity rule is not strictly correct,
because the binding of the electrons, and therefore the I-value for the
compounds, depends on the chemical structure, the types of bond involved,
etc. Furthermore the mean excitation energy also depends on the phase

of the medium. The accuracy of the additivity rule can be improved by
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assigning I-values to the atomic constituents which can take one of

several values depending on the chemical environment and the phese.

A simple assignment rule, specifying I-values for the constituents
H, C, N, and O in gaseous compounds is given in Table 6 (Assignment
Rule 1). This rule was cobtained by trial and error. As shown in Table 5,
the experimental I-values can be represented rather accurately in this
way. The departures from additivity are in almost all cases smaller than
the uncertainties of the experimental I-values. Another assignment rule
specifying I-values for atomic constituents in liquids and solids is
also given in Table 6 (Assignment Rule 2). This rule, also obtained by
trial and c¢rror, represents the experimental l-values well in most

casevs, with two exceptions (dichloroethane and paraffin wax).

Rules 1 and 2 are successful on a strictly empirical basis, without
providing an understanding of the underlying chemical physics. A some-
what deeper analysis of his data was performed by Thompson' who compared
the relative stopping powers of groups of compounds to obtain the relative

stopping powers for atomic constituents in different chemical environments.

2/

- . 4 .
Thompson's results were interpreted by Westermark in terms of molccular

polarizabilities, and this approach was further developed by Brandt43/

into a theory for predicting I~values for compounds from molar refractivity
data and the low-enerpy density effect. We have repeated and up-dated
Thompson's analysis to obtain Assignment Rule 3 given in Table 6. This
rule is applicable to the liquids in Table 5B and the solids in froup 1
in Table 5C. TFor liquids, Assigment Rule 3 works somewhat better than

Rule 2, but still fails in the case of dichloroethane. For the solids

ikl

in Group 1, Rule 3 is not quite as good as Rule 2, and also fails to

work for paraffin wax.

The phase dependence of the I-values for several elements and

compounds is indicated in Table 7. The quoted I-values for "atomic
44/

. 5 . L 42
rwses' are theoretical results of Dehmer et al. and of Inokuti ¢t agi. /

=]

obtained from Hartree-Slater oscillator-strength distributions. The

14/ 36/

I-values for mulecular pgases are from Zeiss et al., Thomas and Meath,

37/

and Jhanwar et al., and are based on experimental dipole oscillator-

strength distributions. The 1-values for liquids are from the experiment



62

of Thompson30/ (and for hydrogen also from the stopping-power measurements
of Garbincius and Hyman46/). The I-values for solids are from Table 3.
The phase eff=cts, as indicated by the I-value ratios in Table 7, are

plausible, but a quantitative explanation is lacking.

4, Concluding Remarks

The available information on mean excitation energies is on the
whole, satisfactory. There is of course room for improvement, e.g., in
regard to materials commonly used ir radiation detectors. For example,
the experimental data base is rather limited for graphite and for A-150
tissue-equivalent plastic, and cven more inadequate for thermoluminscence
detectors such as LiF and CaFZ. In the absence of improvements in the
theory of shell corrections, it appears that the most reliable new
information on mean excitation energies is likely to come either from
stopping-power or range experiments at energies of several hundred MeV
(which have been rare in recent years) and from the use of the steadily
growing body of semi-empirical oscillator-strength and dielectric-response
function data. In regard to Bragg additivity rules to obtain I-values
for compounds, the situation seems to be satisfactory for compounds
containing only the constituents H, C, N, and O, but in need of improve-

ment for compounds containing other constituents of higher atomic number.
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TABLE 1. Shell coirections for protons.

T Copper Silver Lead
(MeV) Bichsel® Bonderupb Bichsel® Bonderupb Bichsela Bonderupb
3 0.255 0.273 0.320 0.325 0.243 0.336
6 0. 206 0,215 0.286 0.292 0.267 0.368
9 0.172 0.176 0.251 0.252 0.254 0.347
12 0.149 0.148 0.223 0.222 0.238 0.321
15 0.132 0.129 0.200 0.198 0.223 0.296
18 0.119 0.114 0.182 0.176 0.208 0.275
50 0.060 0.054 0.098 0.092 0.131 0.160
100 0.035 0.032 0.062 0.056 0.090 0.103
200 0.021 0.019 0.039 0.035 0.061 0.066
500 0.012 0.011 0.023 0.021 0.039 0.040

aCalculated wizh a computer program of Bichsel.

Calculated with a computer program of Bonderup.

TABLE 2. Comparison on mean excitation energies extracted from proton
stopping-power and range measurements with the use of Bichsel's
and Bonderup's shell corrections.

*
I< (eV), derived with use of

Bichsel's Bonderup's

Shell Corrections Shell Corrections
Cu Pb U Cu Pb U
;tOPPi“g‘Power 3 Mey 316 818 910 310 745 805
easurements 6 317 814 898 314 736 790
S¢rensen and 9 319 810 886 318 738 785
Andersen, Ref. 26 12 319 806 881 319 742 794
15 319 803 878 320 746 799
18 318 800 877 320 747 806

Range
Measurements 749 » 0 MeV 314 821 889 315 818 885

Barkas and
von Friesen, Ref. 27

* 0] 3
The uncertainties of the I-values resulting from experimental
uncertainties are estimated to be 2-3 percent,
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Mean excitation energies for elemental substances. The
indicated uncertainies attempt to take into account the
uncertainties of the underlying measurements, the errors in
the analysis of the measurements, and the dispersion of the
I-values derived from various sources.

1 (eV) 1/2 (eV) YA I (eV) 1/2 (eV)
19.2 - 0.4 19.2 30 330 - 10 11.0
41.8 © 0.8 20.9 32 350 - 11 10.4
40.0 : 4.0 13.3 36 gas 352 :+ 25 9.8
63.7 + 3.0 15.9 40 380 1 15 9.5
76 8 15.2 41 417 ¢+ 15 10.2
78 v 7 13.0 42 424 * 15 10.1
82 + 2 11.7 45 449 - 20 10.0
95 + 2 11.9 46 470 + 20 10.2

137 +o4 13.7 47 470 + 10 10.0
166 L2 12.8 48 469 + 20 9.8
173 3 12.4 49 488 + 20 10.0
188 =+ 10 10.4 50 488 + 15 9.8
191+ 8 9.6 54 gas 497 + 30 9.2
216 1+ 8 10.3 b 591 + 20 9.2
233 + 5 10.6 73 718 + 30 9.8
245+ 7 10.7 74 727 + 30 9.8
257 + 10 10.7 77 757 1 35 9.8
272 - 10 10.9 78 790 : 35 10.2
286 + 9 11.0 79 790 + 35 10.0
297 + 9 11.0 82 8§23 + 30 10.0
311 - 10 11.1 92 890 - 30 9.7
322+ 10 11.1



TABLE 4. Comparison of mean excitation energies for elements recommended in various publications.

Values are given in units of eV.

H, C N, 0, AR Cu Ag Pb
(gas) (graphite) (gas) (gas)
Nerp (1961) Y - 78.4 - - 164 306 462 812
Fano (1964)2/ 18.3 81 88 101 163 315 478 820
NAS-NRC (1964)°/ 18.7 78 85 89 163 312 480 795
Janni (1966)% 18.3 77.3 87.5 88.9 163 318 459 779
Bichsel (1968)°/ 18 78 78 100 164 322 475 820
Turner et al. (1970)° 18.2 81.2 89.6 101 163 316 466 767
Bichsel (1972)/ 19.2 78 78 93 166 319 475 813
Andersen & Ziegler a977)®  18.8 77.3 86.7 97.7 162 322 466 759
Ahlen (1980)°7 18.5 79.0 82 98.5 164 317 469 793
ziegler (1980)1%/ 19 79 86 99 162 330 470 761
Janni (1980)11/ 20.4 73.8 97.8 116 160 321 462 788
Average (References 1-11) 18.7%0.7 78.3%2 85.616 98.1+8  163:1.4  318* 6 470% 7 792+22
Values adopted here 19.2%#0.4 78 = 7 82 £ 2 95 + 2 1662 322+10 470%10 823+30

89
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TABLE 5. DMean excitation energies for compounds

I
expt

"1
expt

fit

Compound

ammonia, NH3
butane, CAHIO
carbon dioxide, CO,
cthane, CZHG
heptane, C7H16
hexane, Cb“lQ
wethane, CH,

4
nitric oxide, NO
nitrous oxide, N,0
octane, C8H18
pentanc, CS“lZ
propane, (:JHS

water, 1,0

iuxpt

value deduced from experiment

percent uncertainty, estimated from the uncertainty
vf the measurements and from the errors inherent in
the data analysis

percentage amount by which calculated I-values deviate
from Igype. The headings BRAGG(1), BRAGG(2), and
BRAGG(3) indicate results obtained with assignment
rules 1, 2, or 3 for I-values of atomic constituents.

A, Gas Compounds

Footnote Iexpt* Bl e S S
(eV) BRAGG(1)
a 53.7 o 2% - 1.3%
I 48.3 + 2 - 1.0
< 88.7 : 8 0.0
g 45,4 + 2 0.2
Iz 49.2 _ 2 - 0.4
e 49.1 + 2 - 0.8
5 41.7 12 0.0
a 87.8 v 2 2.2
a 84.9 2 2.7
! 49.5 = 2 - 0.6
48.2 - 2 0.4%
& 47.1 - 2 - 0.2
3 71.6 2 - 2.0

was derived from semi-empirical dipole oscillator-strength discri-

but fvns, except for CO,.

iy, .
‘From Zeiss ¢t al.

O
From Jhanwar et al

“From stopping-power results of Bader et al.,

14/

.37/
47/

for protons with

energies between 300 and 400 keV.

aFrom Thomas and Meath.

36/
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TABLE 5. Continued

%
B. Liquild Compounds

Compound Iexpt AIexpt Alfit
(ev) BRAGG(2) BRAGG (3

acetone, C3H6O 64.2 * 2.9 % 3.0 % - V.4 .
aniline, C6H5NH2 66.2 *+ 3.0 - 0.5 0.1
benzene, C6H6 63.4 t 2.8 4.0 0.1
n-butyl alcohol, CAH90H 59.9 * 3.2 1.0 0.6
carbon tetrachloride, CCR4 166.3 t 2.5 1.5 0.1
chlorobenzene, C6H5CR 89.1 2.7 1.5 - 1.0
chloroform, CHCSL3 156.0 * 2.5 2.2 0.5
cyclohexane, C6H12 56.4 * 2.9 0.2 0.0
1,2-dichlorobenzene, C6HACQZ 106.5 + 2.8 1.6 - 0.2
dichlorodiethyl ether, C4022H80 103.3 £ 4.1 - 0.3 - 0.5
1,2-dichloroethane, CZCQZHA 111.9 * 4.1 11.0 6.8
diethyl ether, (CZHS)ZO 60.0 * 2.9 0.9 0.4
ethyl alcohol, C2H50H 62.9 2.7 0.4 - 0.3
glycerol, C3H5(0H)3 72.6 £ 2.9 0.8 0.1
n-heptane, C7Hl6 54.4 + 2.9 0.1 - 0.1
n—-hexane, C6H14 54.0 * 3.1 0.2 0.0
methanol, CH3OH 67.6 * 3.2 - 1.9 - 2.7
nitrobenzene, C6H5N02 75.8 2.7 1.7 4.8
n-pentane, C5H12 53.6 + 3.0 0.2 - 0.1
n-propyl alcohol, C3H7OH 61.1 + 3.0 0.7 0.2
pyridine, CSHSN 66.2 2.9 2.4 0.0
styrene, CBHB 64.0 + 3.0 3.0 - 0.9
tetrachloroethylene, C2C24 159.2 £ 2.5 0.3 - 2.1
toluene, C7H8 62.5 + 3.2 2.9 - 0.1
trichloroethylene, 02C23H 148.1 £ 2.6 1.0 - 0.9
water, H,0 75.0% £ 3.2 0.4 - 0.9

+ 2,7 2.3 0.6

xylene, C8H10 61.8
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TABLL 5. Continued

Footnotes for Table 5B

K
7

Experimental I-value was obtained in our analysis of Thompson's
measurement of partial proton ranges.

“a compromise among the followin% experimental results: 75.4 £ 1.9 eV

from our analysis of Thompson's 0/ measurements relative to Cu, assuming
Iy = 322 eVy 74,6 2 2.7 eV from an analysis of the 61-1teV pion stopping-
power measurements of Nordin and Henkelman;33/ 75 eV from Ritchie

1 uZ.48/ and 75.4 eV from J. Ashley (private communication), both values
derived from empirically-based models of the dielectric-response

function for liquid water.

TABLLE 5. Continued

C. Solid Compounds

Compound Footnote L LT 1o,
expt expt fie
BRAGG(2) BRAGG(3)

Group 1

adenine, C N, . 71.4 v 5 7 0.4 7 4.1 7
57575
quanine, C.H N_O . 75.0 5 - 0.4 2.8
5575
Narlo e B g J K g 2
sNvlon, type 6 (LhﬂllNO)n 63.9 6 1.3 2.9
paral rin wax, C)SHS” ; 48.73 7 15.7 15.6
polvethyvlene, (C“H’)n . 57.4 + 8 - 1.6 - 1.7
—
pulvmethv]l methacrylate, (CBHgov) . 74.0 g - 4.2 - 6.3
- - [e Q]
pulystvrene, (CRHB)H . 68.7 4 4.1 - 6.5
Grovp 2
A=150 tissuce-cquivalent plastic h 65.1 16 v = 1.7
aluminum oxide, A‘703 n 145.2 3 - 1.8
calcium fluoride, CaF, . 166 8 - 4.7
Lithium {luoride, LiF ) 94 -8 - 4.2
photographic emulsion 5 331 ©3 - 1.5
polvtoetrafluoroethylene, "Teflon," ! 99.1 6 4.2
(C.17,)
24
? 3 1.3

silicon dioxide, Sio, 139.2
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TABLE 5. Continued

Footnotes for Table 5C

a ; . : . . .
From dielectric-response function, J. Ashley (private communication).

bFrom 61-MeV pion stopping~power measurements relative to H,0 of Nordin
3 . _ 2
and Henkelman, assuming IH 0= 75.0 eV.

2
®Painter et aZ.39/ give a value 62.2 eV from their dielectric-response

function measurements. Thompson's30/ 267.5-MeV proton stopping-power
measurements lead to a value of 52,5 * 1.5 eV. The adopted value 57.4 eV
is an average.

dBichsel (private communication) has revised the Tschalér—BichselSO/ value
for PMMA (see footnote f) from 74.2 to 73.5 eV by applying 23 and 24
corrections. Our analysis of the Nordin-Henkelman data (see footnote k)
gives a value 74.4 % 4,7 eV, The adopted value, 74.0 eV, is an average.
measurement of the dielectric-

®The value 68.7 eV is from Ashley'sAO/
response function. This value is close to the average of 71 % 2 eV
derived by Porter et aZ.Ag/ from proton stopping-power measurements
at 2.2 - 5.9 MeV, and of 65.2 £ 1.9 eV derived from Thompson's

measurements at 267.5 MeV.

f%rom range measurements of Tschalar and Bichselso/ with 3- to 30-MeV
protons.

47/

IFrom stopping~power results of Bader et al. for protons with

energies between 300 and 400 keV.

hFrom range measurements of Barkas et aZ.Sl/ using various charged
particles with equivalent proton energies up to 700 MeV.
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TABLE 6, Mean excitation energies for atomic constituents of compounds.

ASSIGNMENT RULE 1 (gas) ASSIGNMENT RULE 2 (Condensed phase)
Constituent I (eV) Constituent I (eV)
H 16.2 H 19.2
C 70 C 81
N 32 N 78
0 g7 0 106
F 112
ch 180

Others 1.13 x Lions where TI.., is
the I-value for the element
in the condensed phase given
in Table 3.

ASSIGNMENT RULE 3 (condensed phase)

(From the analysis of Thompson's data)

Constituent Type of Bonding 1 (eV)
. saturated 19.0 ¢ 0.8
unsaturated 16.0 ¢+ 0.8
saturated 81.1 = 2.5
C unsaturated 79.8 = 2.3
highly chlorinated 69.0 + 3.7
N amines, nitrates, etc. 105.7 110.6
in ring 81.9 + 7.0
0 -0- 104.6 - 9.2
0= 94.4 0 4.9

C all 179.7 =11.9
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TABLE 7. Dependence of the mean excitation energy on the phase of the

medium.

Substance Mean Excitation Energy I (eV)

Atomic Molecular Ratios

gas gas Liquid Solid
(a) (b) (c) (d) (b)/(a) (e)/(b) (d)/(a)

Ly 15.0  19.2 21.8 1.28  1.14
6C 62.0 78 1.26
N 75.9  82.0 90.5 1,07 1.10
% 93.5  95.0 104.3 1.02 1.10
134z 124 166 1.34
14Si 132 173 1.32
22Ti 182 233 1.28
26pe 226 286 1.26
29cu 274 322 1.18
3ce 292 350 1.20
HQO 71.6 75.0 1.05
C3H8’ propane 47.1 52.0 1.10
C5H12’ pentane 48,2 53.6 1.11
C6H14’ hexane 49.1 54,0 1.10
C7Hl6’ heptane 49.2 54.4 1.11
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Inner-Shell Tonization and Stopping Power

K. Komaki
College of General Education, University of Tckyo

3-8-1 Komaba, Meguro-ku, Tokyo 153, Japan

For better understanding of various aspects in stopping phenomena
such as Zi-dependence, shell correction, geometrical effect, direction
dependence etc., it seems to be helpful to examine theoretically and
experimentally the elementary processes which include plasmon excitation,
single electron excitation and inner-shell excitation/ionization. 1In the
present, impact-paramecer dependent stopping power will be discussed in
connection with inner-shell ionization.

As long as the motion of the projectile can be treated by the
classical theory, that is, the de Broglie wavelength is much smaller than
the collision diameter, the notion of impact-parameter dependent stopping
power is valid. 1In the field of the inner-sl.cll ionization, many theories
have been developed which give the impact-parameter dependent probability,
P(h), of the inner-shell ionization., Among them, perturbed-~stationary-
state (PSS) treatment is a comprehernsive theory which :.ncludes the effects
of projectile deflection due to Coulomb field of the target atom, the
polarization of the target atom and change in the binding energy due to
the projectile ion and the formation of molecular crbitals during the
collision, According to the PSS theoryl, the probability with which the
projectile moving along the trajectory, ﬁ(t), vith impact parameter, b,

excite the target atom from i- to f-state is given by,

7

24
277
la. 1% = — L s lu]i>)? (1)
fi ﬁZVZ(O)‘
1
and
N L
M = Z eXP[-iqfi(b)zj]Ko(qfi(b)]rlj—Rl(O)I) (2)
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where vl(O) is the projectile velocity at the clesest approach and K (x)
is the modified Bessel function of the second kind, li> and lf> are the
eigenstates of the electrons in the target atom at the time of the closest

approach, t=0, .nd are described by a fixed-time Schrddinger equation,
(H V() (£) = W (u (t) (3)

where Ha is N-electron Hamiltonian of the target atom and V(t) is the
interaction between the projectile and electrons. ﬁqfi(b) is the

minimum momentum transfer,
Gp; (B) = (W, (0)-W,(0)) fHiv, (0). (%)
The energy loss suffered by the projectile is given by,
RE(b) = § (W_(«)=W, (~)) |a_|? (5)
Lon 0* n0' °
If we assume a scaling low,
. _ - _ 6)
Wn(m) wO( ) f(Zl,ZZ,b)(wn(O) wo(o)), (6)
and replace the minimum momentum transfer, ﬁqnn(b), by an «-erage one,
fig(b) = I(b)/v1 s WA

introducing an impact-parameter dependent mean ionization potential, T(h),

then we have

2 4
ZZle 2 > 2 -
AE(b) = -__2—_-—f (Zl,zz,b) fdrq (b)po(r)
mvl(O)
< kG (a(o) 7, =R, 0) T cath) [F,-K (0 D1 )

2 Y
using a similar derivation by Kitagawa and Ohtsuki~, Here, po(r) is the
ground-state electron density of the target atom in the presence of the
projectile at the closest approach, This result is formally very clecse

to that obtained by Kitagawa and Ohtsuki for a channeled ion moving along
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a straight line, R, (t) = b,

Values of AE(b) and P(b) have been experimentally determined by
measuring channeling stopping powers and by coincidence measurement of
inner-shell X-rayvs and deflected projectiles. Comparison of these values
with the theory will give detailed informations of stoppins as well as

inner-shell ionization mechanism.

I. . Bashas, W. Brandt and R.,H. Ritchie, "Perturbed-Stationary-State
Theory of Atomic Inner-Shell Ionization by Heavy Charged Particles',
Phvse Reve A7 1971-1976 (1973).,

2. M, Kitagawa and Y.H. Ohtsuki, "Quantum-Mechanical Treatment of the
Abnormal Stopping Power for Channeling', Phys. Rev. BS 3418~3421
(1972).
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PERTURBED STATIONARY-STATE DESCRIPTION OF THE

POLARIZATION EFFECT IN INNERSHELL IONIZATION

George Basbas
Physical Review Letters
Post Office Box 1000
Ridge, N,Y, 11961

and

David J. Land
Naval Surface Weapons Center
White Oak, Silver Spring, Maryland 20910

Abstract

A one-parameter trial initial~state
wavefunction correlated to a projectile (po-
larized) is described and used to <calculate
innershell ionization cross sections for col-
lisions with heavy charged particles. The
variational principle is used to determine
the parameter, The minimized &evnergy gives
the binding effect as a function of projec-—
tile position, Existing codes can be readily
adapted to incorporate the trial wavefunc-
tior, Comparison with the previous theory of
the polarization effect is made. Results for
K-shell ionizatien eof titamium by protons in
the 0,3 - 2.4 Mev energy range agree with
measured values,

I. INTRODUCTION,

Over the past three decades the description of inner-
shell ionization by heavy <charged particles has advanced
from the plane wave Born approximation [1], valid at projec-
tile velocities greater than the mean orbital velocity of
the target electron, to theoretical descriptions [2-61,
valid at lower projectile velocities, which include the mu-

tual perturbations between target and projectile which the
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Born approximation omits.

We report a development in the treatment ot ih~ pertur-
bation of the projectile upon the target state from whicn
the iomnizing transition takes place, Previous discussions
of this influence have organized it into two effects [3].
One is the increase of the binding energy of the target
electron which occurs when a slowly mo.ing projectile is in
the region of the innershell, and which reduces the Cross
section for iomization, The ocher effect 1s the distortion,
or polarization, of the target—electron wavefunction by the
field of the slowly moving projectile. This effect increases

the c¢cross section.

The effect of Coulomb repulsion [3,4), and the question
of the importance of the description of the farget atomic
states {(relativistaic [4,7] or many-body wavefunctions [8] in
place of the screened hydrogenic states used here), will not
be treated here. Neithber will the failure of the semiclas-

sical descriptiou f(or "'energy loss'’' effect) [9] be con-

sidered.

The previous development of the polerization etffect in
innershell ionization [3] arose from the derivation of the
Zi—cubed or Barkas effect in the stopping of heavy charged

particles in matter [10]. We apply perturbed stationary-

state theory to innershell iomization to obtain cross sec—
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tions influenced by the perturhation of the projectile on
the wavefunction of the target electron [11), The descrip-
tion of K-shell iomization by protons ana alpha particles in
this theoretical framework has already been reported by Land
¢t al, [5], The effect of binding and of Coulomb repulsion

are included. The ’'’'energy loss’'’ and relativistic etfects

are also taken into account.

This paper introduces a polarized we efunctiom to
describe the initial target state, and discusses its proper-—
ties. We calculate K-shell icnization cross sections to
compare with those ocbtained from the original theory of the

polarization effect [3], and to <compare with experiment

[121.

II. PERTURBED STATIONARY-STATE THECRY.

In the theory of perturbed stationary states [11) the
expression for the probability for a transition from state i
to state f, when the the atom is initially in unperturbed
state u;[R(-00 )], is

t
g .
® Y | dg WU‘,)
[1p oo B oV(E)
PF - .er: e <u{[R(t)]{ e [, (Re)] Y

£~
) (1)

Wy (4)

where W‘i(t) = E;[R(t)] - Ei[R(t)J is the energy separation
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between the %o states, The interaction between the projec-~

tile, with atomic number Z,, and the target electron is

z
_ZZ e
Ve = = )
[Ry-r}
The states ui[R(t)) and u IR(t)), with eigenvalues E [R(t)]

and E{_[R(t)], are eigenfuncticons of the total Namilionian
H(t) = H, + V(t), (3)

The Hamiltonian for the unperturbed atom is denoted Ha and

has eigenfunctions u;[R(¥* 00 )] and u¥[R(! oo )|,

In this basis the projectile is a static charge fixed
at position R = R(t) for the purpose of defining adiabati-
cally perturbed atomic states, The electron <coordinate is
L. The dynamics of the transit:on induced by the collision
are contained in the expression for the transition probabil-
ity, Eg. (1). 1In the calculation the projectile coordinate
R(t) varies with time according to a prescribed trajectory,
and the atomic basis states are changed adiabatically to ad-

just to each mew projectile position,

For the sake of illustration we consider K-shell ioni-
zation amnd represent the ur-erturbed atomic states by
screened-hydrogenic wavefunctions for comnvenience, The form
of the polarized wavefunction introduced beiow makes it easy

to adapt existing codes to include polarization regardless
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of the choice of unperturbed atomic wavefunctions. As in
all past approaches, the final atomic state is Trepresented

by an unperturbed wavefunction,

ITi, POLARIZATION,

A trial polarized wavefunction is introduced for the

ground state u;[R] —> trial’q’( = wPOL(E)&) , where

q'( (€3R)

-2, IRy
b N(R)[e ’+¥<R)] 7’)5‘( (22) (4)

and

%K(Z—Z)

3/2 - 27_

r
Z, € /m , (s)

The target atomic number is ZZ’ the unit of length is the
Bohr radius (1 a,u,) and u;(R(T00 j| = 1#;K(Zz). The vari-
etional parameter f(R) is determined by minimizing the ex-
pectation value of the total Hamiltonian for each value of
R, The normalizing factor N(R) is chosen to give the wusual
unit normalization. The following properties of this trial

wavefunction are noteworthy:

. %{)L(fﬂ)) = y{x (Zp‘?.z),

The form of the trial wavefunction gunarantees it to

be an exact eigenfunction of the totel Hamiltcmnian in
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the united—atom limit. This feature is not containea
in the description obtained from a two—center limear

combination of atomic orbitals.

o %oL(Y:"w): 17‘52»((21)

The trial wavefunctiom is guaranteed to be amn exact
eigenfunction of the total Hamiltonian in the
separated—-atom limit., In this limit the probability
of finding the electron in the vicinity of the pro-
jectile is zero. The ckosen form describes a per-
turbed adiabatic ground state which relaxes to the

initially unperturbed state whzn the projectile is

removed.

3). Explicit correlation with the projectile is made
-2k~ x| . L.
via the polarization term € which is in the

form of a hydrogenic wavefunction for the electron

centered on the projectile,

4) . If the ©perturbation is removed (Z1 = Q) the un-

perturbed atomic state, 1¥%élq), is recovered.
[

The variational principle guarantees the proper behavior of

the parameter f(R) in the l1imiting cases given in 1), 2) and

4) above.
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Iv., EFFECT OF POLARIZATION ON WAVEFUNCT1UN AND ENERGY.

We discuss the influence of the projectile on the K-
shell wavefunction. Its presence causes a slight asymmetry
of the expomential hydrogenic wavefunction along the refer-
ence line joining projectile and target nucleus. Values of
the wavefunction are increased along the rererence line, and
decreased along the line 180 degrees fron it, A peaking re-

lative to the exponential decline occurs and is centered on

the position of the projectile.

The influence of the projectile on the binding energy
of the target electron (binding effect) is containeg in the
variation of the expectation value of the total Hamil tonian
with projectile positiom R. A smooth transition from the
united—atom value to the separated-atom value occurs in a
way reminiscent of molecular-orbital energy diagrams. Ident-
ical values of the binding energy shift are obtained for a
trial wavefunction in the form ot the hydrogenic wavefunc-—
tion by varying the charge (Zp in ﬂ%% (Z,), Eq. (5)). This

K
trial wavefunction also has correct united—- and separated-
atom forms, but not the ssymmetry of the polarized wavefunc-—
tion, The asymmetry does not affect the binding energy, ap-—
parently because both the united- and separated-stom limits
are correct. The minimization principie varies the parame-

ter in each wavefunction to give essentislly the same ener-

gy . In this sense the influence of polarization
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(the asymmetry) on the ionization process, to be

described below, is separate from the binding effect,

V. IONIZATION CROSS SECTION,.

The previous theory of the polarization effect [3]  has
bpeen evaluated for K-shell ionization of titanium by protons
in order to mak~: a comparisom with the present theory. Our
evaluation uses a computer code [5] adapted to include the
polarization phenomena. Both theories include Coulomb de-
flection and binding effects, The influence of the rela-
tivistic and ’'’'energy loss’' effects on the «cross sections
are negligible for this system at the energies over which
comparison is made, The agreement between the theories con-—
firms the approach used previously [3] which was derived
outside of a formal scattering theoretic framework, The de-
tails of how and why polarization diminishes at low veloci-

ties in our approach has yet to be studied.

VI. POLARIZATION 1IN MEASUREMENTS OF K-SHELL 1ONIZATION,

Comparison of calculat:ons of the ©polarization eftect
on K-shell ionization can be made witih the data cf Brown et
wse [1Z2) for 0,3 to 2.4 MeV protons bombarding titanium,
Calculations with and without polarization show that where

the results differ, the measurements are consistcut with the

existence of a polarizationm effect. When the polarization
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effect diminishes, the data depart from theoretical preaic-—
tions in ways which are not now understood. Both calcula-
tions include binding, Coulomb deflection, relativistic, and

'’energy loss’’ effects.

VII. SUMMARY AND CONCLUSION,

The polarization effect in the =excitation of inner-—
shells by heavy charged particles can be described by & tri-
al wavefunction for the initial state, The asymmetry induced
in the wavefunction by the correlation with the projectile
increases the ionization cross section. The magnitude of
this effect on the cross section is identical to the preaic-
tion of the previous treatment of the polarization effect.
Incorporation of this polarization etfect into recent calcu-
ations for K—-shell ionization of titanium by protons correct
the cross sections to produce agreement with recemt measure-—
ments in the incident velocity regime where the effect of
polarization is significant, We conclude that the descrip-
tion of the perturbing influence of the projectile of the
target state is accurately and conveniently described by a

trisl polarized wavefunction.
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Empirical Stopping Powers for Jons in Solids
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ABSTRACT
The work of Brandt and collabtorators on low encrgy ion stopping powers
has been extended to create an empirical formulation for the stopping of
ions in solids. The result is a simple conputer program (about 60 lines of
code) which calculates stopping powers from zero to 100 MeV/amu for all
ions in all elemental solids. This code has been compared to the data n
about 2000 papers, and has a standard error of 4% for encrgies abnve 1

keV/amu.

This approach includes high energy relativistic effects and
shell-corrections. In the medium energy range it uses stopping theory
based on the local-density approximation and Lindhard stopping in a free
electron gas. This is applied to realistic Hartree-Fock charge
distributions for crystalline solids. In the low energy range it uses the
Brandt concepts of ion stripping relative to the Fermi velocity of solids,
and also his formalism for the relation of projectile ionization to its
effective charge.

The details of the calculation will be presented, and a broad comparison
will be shown with experiment. Special comparative examples will be shown
of both the low energy stopping power oscillations which depend cn the
atomic number of the ion, and also of the target.

This paper will review the three primary subjects which have led to a
simple accurate code for the stopping of ions in solids at all energies.
First there will be a review of the development of a universal nuclear
stopping calculation based on the work of Wedepoh167a and the enhancements
introduced by Wilson,Haggmark and Biersack’ 2. Then a review will be made
of a universal low energy electronic stopping calculation based on the

ideas of Lindhardsaa, and Brandt and cnllaborators7ba’816—d4 Finally

these two stopping powers are combined and compared with the experimental
results of 900 papers, including those showing the pronounced Z1 (ion) and

Z2 (target) oscillations in stnpping power at constant ion velocity.
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Nuclear Stopping Powers

About 1960 there was extensive theoretical work on the energy loss of
an energetic ion to  target atoms based on the work of

Firsov57a-b’5°a_b’sga and Lindhard et al.éBa. These works laid the ground

work for most later nuclear stopping calculations. These original studies
were based on the Thomas-Fermi model of the atom, which led to erroneous
results for collisions in solids between widely separated atoms since the
Thomas-Fermi model has an unrealistic long tail of charge. This leads to
the calculation too great of stopping powers, and too shallow of ion
ranges in solids. A more realistic diatomic potential in a solid would
drop to zero rather sharply for atomic separations much greater than about
one Angstrom, thus reducing atomic scattering at larger impact
parameters.

Extensive work has been done in the last ten vyears on realistic
Hartree-Fock atomic distributions and we have used those calculated by

; 78a , . .
Moruzzi et al. . In this book the authors treat only 26 sclids and we

have wused their approach to create charge-distributions for all 92
elements in their normal crystallographic form. For normal gases, we have
used their most thermodynamically stable solid structure, for these
shapes will be useful as a first approximation in calculating the stopying

power of compounds, such as A1203. This prucedure has been described in

Ref. 80a.

For the charge distribution of the ions, it was decided to use the same
charge distribution as for its elemental solid. This was done because (a)
target polarization by the ion reduces cthe effective spatial charge
distribution of the ion, and this is bhetter accounted for by solid state
distributions than isolated atom distributions, and (b) this makes the
calculation reversible and , for example, the interatomic potential of Ni
on Ag is the same as Ag on Ni.

The interaction between atoms can be evaluated reasonably well by
introducing corrections based on physical data such as phonen
distribution curves, elastic constants, compressibility, etc. as reviewed

by Johnson/Ba. This appreach is not universally applicable, in part
because of lack of data, and further it is not very accurate for rather
hard collisions. On the other hand, there is the quite complex approach
which is known as the multiconfigurational self-consistent-ficld method
which is quite accurate, but which consumes so much cemputer power that it

. e . .. . 77a
is prohibitively expensive. However, Wilson et al. showed ttat an
accurate approximation to this elaborate calculation is the method of

. 67a . . \ . .
Wedepohl which is called the free-electron method of dinterdtomic
potentials. This corsists of first calculating the Coulomb interaction

cnergy, Vk, of the collisicn for any impact parameter (allowing no change
in the electron spatial distribution during the collision). Then, in the
volume of space in which the two atom's electron distributions overlap,
the electrons are allowed to absorb energy, Vk, in excitation. This is

done by considering this volume to be a free electron gas, and calculating
the difference in energy between the two isolated overlap distributions,
and the same number of electrons compressed together into the overlap
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volume. For this overlap region, the free electron gas energy must be
decreased because of exchange energy, Va, because the electrons are not

randomly distributed, since their density is affected by the exclusion
principle regarding spin.

The results of this type aof calculation of interatomic potentials are

shown in Figure 1, for the case of U92 and ng. In the upper left are shown

the values of the various potentials for increasing nuclear separation
distances, Tios in units of Angstroms. The varicus potentials are

described in the text and are known as VC, the Coulomb interaction; \’k,
the electron excitation energy; Va’ the exchange energy between
electrons; and V, the total interaction, vc+vk+va, in units of eV. The

next column labeled "Phi" is called the screening function, and is the
summed potential divided by the potential of the two bare nuclei at the
same separation without any electron screening. This screenring function
goes from unity (at zero separation) to zerc at the point where both atoms
are totally separate and completely screened from each other. The final
column of tabulated numbers is labeled rlZ/aTF’ which is the atom

separation, Tygs reduced after the manner of LSS theory by the

Thomas-rermi screening distance of the two atoms. This fipal unit is
useful in comparing these results with traditional potentials based upon
statistical models of the atoms such as the Thomas-Fermi atom.
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The lower left plot shows the four potentials tabulated above. Of
particular interest is how the Coulomb energy goes from repulsive to
attractive as a function of interatomic separation. Note further that the
total potential, V, shown as a solid curve, is greater than any of its
ceparations, but once the Coulomb potential goes

components for small
This pleot also shows the relative

negative is becomes less than VC.

magnitudes of the various contributions, and how they all dre significant.
The upper right figure shows the final interatomic potential in the
physical units of eV versus Angslroms. The lower right figure compares
this calculation with those using traditional models such as the
Thomas -Fermi, the Moliere, the Lenz-Jensen and the Bohr. The radial
separation units ave the reduced units based on LSS theory as described
above, and it can be seen that the U-U atom potential lres about half-way
between the Thomas-Fermi and the Moliere potentials. Uther potentisls are
usually less thaen this, and they range all the way dawn to lying between
the Bohr and Lenz1/Pb/en potentials for He on He.

The calculation of interatomic potentials was completed for about 300 of
the possible 8100 ion-target combinations, chosen st random. The purpose
of our interatomic potential calculations was to try to attemplt to find a
new, more accurate way, to calculate interatomic potentials in a simple
algorithm, since each of these individual calculations consumed
significant computer time, and it would be prohibitively expensive ta
repeat the calculation every time it was needed. Merely doing them once
for all ion-target combinations, and fitting the resultant potentials,
would yield an unwieldily database of about 50,000 numbers. Attempts were
made te fit the individual interatomic potential components as suggested
by Biersack, but since we were using Hartree-Fock atoms the potentials c:d
not fit any systematic description which we could find. Firally, we hit

Nar. 23. i1081
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upon a surprisingly accurate method based on the Bohr concept of
introducing a reduced radius. This is shown in Figure 2, where all 500
interatomic screening functions are plotted in the reduced radial
coordinates shown. The rms average of these potentials can be fitted by
the equation:

3.2x

-3. -.942° - -2
$ =0.1818e +.50990 " 9423x, o 14029x 0l6x

+.02817e

Where the reduced radial coordinate, x, is defined as

3,, 0.23

54 2,0z
x = .B85 ao / ( 2 9 }.

where ag is the Bohr radius, .529 Angstroms. This algorithm has an rms

accuracy of about 16% for all potentials above 2 eV.

This universal interatomic potential can now be used to evaluate the
nuclear stopping power of an ion in a solid. The potential is integrated
over all impact parameters, and the result is shown in Figure 3 using LSS
reduced coordinates of energy los~ versus ion energy. The result is

somewhat similar to that of Wilson et al.'7a which they identified as the

result of the collision of the carbon-krypton system. In the upper part of
the figure 1is shown the form of the screening potential used in the
calcuiation. The nuclear stopping results sre shown as small dots on the
figure. Through these values a curve was fitted, and it is shown as the
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The Eiectronic Stopping of lons in Solids

Our approach for the electronic stopping of ions in solids is based
fundamentally on the Lindhard formalism of the stopping of a particle by

free electron gassaa. This approach then must be modified by the screening
of the ion by its electrons and by its ionization into large charge states
by the interaction of the solid on the ions's electrons. Bohr suggested
that this stripping of the projectile's electrons could be approximated by
assuming that all electrons with classical velocities below the ion's
velocity would be stripped. Lindhard suggested that the shielding of the
ion by its electrons could be resolved in the Thomas-Fermi model using the

TF screening distance.

Recently, Brandt has suggested that the Bohr concept should be revised
to include the fact that the electron gas of the solid has itself an
intrinsic velocity, and that the electrons which are stripped should be
relative to the Fermi velocity of the solid. He has detailed this concept

is a series of paperssla_d. Ferrell and Ritchie have recently considered

the screened potential of an ion and its effect on the ion-solid
interaction. They have developed a formalism which is more general than
the previous Lindhard approach in that it is not as specific to a given
atomic model, such as the Thomas-Fermi in the Lindhard case. This new
approach allows for the screening to be used on more general electron

distributions, especially that of the shape of e—r/r.

Brandt has also proposed the new concept that the charge-~fraction of an
ion is dependent only on the ion's reduced velocity, and not on its atomic
number. That is, the fraction of the charge }left on a Ne ion is the same as
that on a Pb ion at the same reduced velocity in the same target. Although
this is hard to swallow as a prime condition, i* then allows the
development of a new formalism which is very powerful in predicting the
electronic stopping powers. For Brandt has pointed out that this
"charge-fraction” of an ion is not physically important, what is important
is the screening of the ion. And each ion will be screened differently by
its electrons even at the same velocity. And so it is the screened ion
which gives the concept of "effective charge'”, not the charge fraction.

To clarify these points, consider a large ion penetrating through a
target. It has been stripped of some of its ions, and those remaining ere
distributed in space, screening the nuclear charge. However, the theorist
is most comfortable with a point charge, penetrating through a
free-electron gas medium. To go from the pure point charge to the
lumbering broad partially stripped ion we need a formalism of an effective
charge. This effective charge concept is developed so that we may use this
charge as an equivalent point charge in the well developed point-charge
approach to get stopping powers. So the effective charge includes in it
both the ionization level of the ion and the screening of the nucleus by

the electrons.

The effective charge as developed by Brandt first assumes that all ions
are ionized to the came fraction at the same reduced velocity. Then
approximating the ion by an exponential screening function, he can extract
a screening length. From this, the effective charge is determined by
considering the effect of the screening on the energy loss to the
electron-sea of the solid.
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[nopractice, a tactor must be adinsted for the innizatien level of the
projectyie gen. This tactor 1s smali, and does not change much in nearby
atomic numbers, and ranges from about 1 to 1.5. Since this is the only
free parameter in the caleulation of clectronic stoppiug powers, it

heroicaily must swallow o1l the ether approximations also.

Emp:irie o1 Ton St ppng Powers

The wuclear stopping power of fons in solids is taken directly from the
preceiing discussion of wiiversal interatomic potestials. There are no
free parareters 1n these vilues,

The electrorac stsppang powers are deveisped using the framework of
Bohr, Lindhard, hrundt and kitchie ds discussed before. The main steps are

Jh
shown in Figures 5 - 70 First, it was necessary e develop a merhord of
calculating the Fermi velocities of all solids. This is not rigorously

possihle, since cither real or Hartree-Fock solids do not have a single
well defined Fermi-velocity, and tnis ceoncept is most useful only in
statistical models of the atom PRut one may redefine the Fermi velocity
both theoretically and experimentally. T one Jooks at the transmission of
electrons through a thin foil, the energy loss of the beam will have a
large peak at certain electron energies. One may define the Fermi velocity
of the solid as thai corresponding to a free electron gas which has its
maximum interacticn at that energy. This approach was used by Isaacscn and

943 . . .
Brandt to deduce Fermi velocities of many solids from photon
electron absorption experiments. From a theoretical view, one may take a
Hartrec-Fock solid and :1solate the interstitial electrons, 1.e. those
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outside the muffin-tin spherically symmetric distributiens. Then it can
be hypothesized that these electrons constitute the free electrons of the
solid, and by considering their local density, the Fermi-velocity of the
solid can be determined. Both of these approaches are shown in Figure 5.

The Ferm: velocities of all elemental solids are shown in Figure 5 in
units of the Bohr velccity. The solid dots are the values derived by

Isaacson ard Brandt79a from photon and electron transmission experiments
(see text). The solid line indicates the values we have calculated from
Hartree-Fock solids considering only the interstitial electrons. The two
results are remarkable consistent, with a mean deviation of 9%. In our
work we have used the experimental numbers where they are available, and
the theoretical numbers elsewhere.

Figure 6 shows the ionization fraction of ions in solids as suggested
by Brandt et al. vs. the reduced ion velocity. Using the Brandt approach
it is possible to go from experimental stopping powers to the ionization
fraction of the ions, which he states is independent of ion. He has
published similar curves, but this figure contains many more data points.
The solid line is Brandt's suggested curve.

For ions lighter than Ne (excluded from this plot) the tight bunching
of the data points disappears. For ions of atomic number of 10-92, there
is a tight bunching which reasonably follows Brandt's curve above about
0.7. Below this there is a small divergence. The divergence can be
accounted for by adjustments of the ion screening length, which is called
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Lambda in Brandt's papers. In order to adjust this screening length, it is
first necessary to obtain a new lonization fraction curve which goes

through the data points. Unce this is
ion screening length.

done it is possible to adjust the

the

In Figure 7

is

shown

the

ionization

fraction

for

inns

screening
of oxvgen

length, Lambda versus
8 s

in all solids.

The data show

various soiids by plotting the:r atomic number divided by ten for the data

point. The sclid line
factor of

1s thoe Brande sercening factor, multiplied by the
3 as noted on the figure's left margin. The bump in the solid

line is the addit:onal screening die to inier shell electrons.

A comment is necessary on Figures 6 and 7. The parameter

which is found

is the screening length of the jon, which is independent of the target
However, this length comes from an assuaption of the ionization fraction
vs. velocity as shown in Figure 6. These two things circle each other, and

either can be varied and accounted for by the other.

Thus,

the data can be

brought up to the original Brandt curve by suitable adjustment of the
correction factor on the screening length. Or the reverse can be adjusted:
the ionization versus velocity curve could be adjusted to reduce the

magnitude of the screening correction factor.

The final empirical stopping powers of ions in solids are now possible
to assemble from the various components. First one starts with a data-base
of proton stopping powers in all elements. These have been assembled over

1981

19,

1 - Dec.



s

Stopping Theory / Experiment

98

1.6

Total Stopping of lons in Solids

l—['IIIFTI ¥ lTlT]lTT B “lfll'jll' T 1 LR LR

0.1 1
lon Energy ( MeV / amu )

Figure 8

severalyears by techniques outlined in Ref. 77¢c, where the data-base of
hydrogen and helium experimental stopping powers has been combined with
calculations based on the Lindhard stopping in a free-electron gas to get
stopping powers accurate to about 10% above the energy of 80 keV/amu.
These were then extended to 20 keV/amu by using values predicted by the

ENR theoryala and any experimental data. Below 20 keV/amu the stopping

.45 .
powers were assumed to go as E as suggested by an analysis of a great

. 77b,c
number of stopping measurements .

The second item which is calculated is the effective charge of the ion,
which is calculated using the Brandt approach, modified as shown in
Figures 6 and 7. Finally, the nuclear stopping power is calculated.

Typical results are shown in Figure 8, which shows the ratio of the
predicted stopping power to the experimental stopping power for all icns
in carbon. A carbon target is shown because there is more data for ion
stopping in carbon than in any other material because thin target foils of
carbon are readily obtainable in accelerator laboratories. Plotted are
the ion names. The accuracy of the predicted stopping powers is about 10%,
whick is remarkable since this is about the variation of stopping in
carbon just due to its method of fabrication. And this source of error is
combined with the fact that carbon greatly absorbs gases, especially water
vapor, which can cause erroneocus stopping power measurements.
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Finally, in Figure 9, is shown the stopping of various ions in Ag at the
Bohr ve]ocityﬂe. The predicted values are shown as letters identifying

the ions. The values of Ward et al. are shown as dots. The agreement is

good. The work on stopping power oscilldations of ions in solids appears Lo
be a measurement of the screening function of the ion. Similarly, the
change of the degree of oscillation from target to ta: ‘get 1s a measure of
how much interaction there is between the condu: 0y 0 electrons cf the
selid on the degree of foniaation af the rous

In conclusfon, a simple accurate algorithm has been developed to
calculate the stopping powers of ions in solids. Tt is most 1y derived from
theory, with the following major exceptions: (a) the proton stepping
powers are a mix of theoretical values with shout 12,u00 experimental data
points; (b) the Fermi-velocity of a solid 1s assumed to be that of the
interstitial electrons; (c¢) the screening function of the ion by the solid
is adjusted by a single constant which depends only on the ion and not on
the solid. This constant ranges from 1 to 1.5, and enters into the
calculation only as the argument of a logarithm, so 1t is not vory
important.

The final accuracy of the stopping powers have a standard error of 2%
for energies above 1 MeV/amu, 4% for energies above 80 keV,/amu, and 9% for
energies below 80 keV/amu.

A copy of the stopping power program may be obtained from the author
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The stopping cross sections of argon, krypton and xenon inside
amorphous silicon for m~-particle, in which the concentrations of argon,
krypton and xernon were 8,7, and 4 at %, respectively, were measured by
the RBS method in the incident energy range from 1.0 to 2.6 MeV for argon
and 1.0 to 1.6 MeV for krypton and xenon, If we use the stopping cross
section of silicon given by Ziegler and assume Bragg's rule, the obtained
values of each rare gas were about 30% lower than those for gaseous state

given by Ziegler in the energy region near to 1 MeV,

1. Introducticn

The stopping powers of matters for energetic ions play important
roles in the ion besm analvsis, and were measured by many workers,

Ziegler and Andersen collected these observed values of the stopping cross
sections and predicted the most probable ones of all elements in solid and
gas states for protonl) and helium ion.z) According to their results, the
stopping cross sections vary with the physical state and are independent
of the chemical state.

The stopping cross sections of compounds and mixtures can be calcu-
lated by the Bragg's rule by using those of constituent elements. However
the validity of the rule are not always consistent and the chemical effect
could contributes to the stopping cross section in some cases.3 °)

Atoms of rare gases have no valence electrons. Therefore it is
considered that there are no chemicel effects cu the stopping power, evsen

if the atoms are located inside a solid, The stopping powers of argon gas



102

an solid for helium ions have been measured by Chu and Powers6>, Chu et

alz), and recently by Besenbacher et al.8) and Besenbacher et al.9>.

The values of gaseous and solid states observed by Besenbacher8’9> agreed

. . , 2
well with those for gaseous state predicted by Ziegler ).

In the present paper, we study the stopping cross section of rare
gas atoms inside amorphous silicon for helium ions with the energy from

1.0 to 2.6 MeV, using the RBS method similar to that done by Feng et al.3>

§2. Experiment and data treatment

To avoid the channeling effect, an amorphous silicon layer was, at

first, deposited on a slice of silicon crystal by electron bombardment.

1 nd 2x 1077

The base and cperating pressures of the chamber were 3 X 10°
Torr, respectively. The rate of deposition was about 1 &/sec and a high
purity silicon crystal made by the FZ method was used as the deposition
material, The thickness of the layer was about 2000 L. on the amorphous
silicon layer the amorphous silicon layer including argon, krypton or
xenon was deposited by the sputtering inargon, krypton or xenon gas which
was purified from 5 nines one bv using porous titanium heated up tc about
1000°C. The ba-~ pressure of chamber was 2 X lO—7 Torr and the operating
one was 7.5X 1077 Torr. The rate of the deposition was about 3 K/sec and
substrates were kept without heating., Three samples with argon were made
and their thickness was about 1600, 2900 and 4700 &, The thickness of
samples with krypton and xenon was approximately 3800 and 2700 ﬁ,
respectively.

A helium ion beam from 2 MV or 5 MV VdG accelerator of JAERI was
incident on samples perpendicular to their surfaces and its diameter was
0.8 mm. A silicon surface bharrier detector with the acceptance angle 2,87
at lower energy than 1,8 MeV and 1.4° at higher one than 2 MeV was set up
at the scattering angle of 150°. The vacuum of the scattering chamber was
1x 10—'7 Torr and the sample was covered by a liquid nitrogen trap.

An example of the backscattering spectrum for 1.8 MeV helium ions on a
sample including about 8 at % argon. This spectrum shows that the argon
concentration in the sample is quite uniform.

When the scattering yields from argon and silicon at the surface are

Y, and Y, respectively, as shown in Fig.l, the ratio of the concentrations
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|
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of argon and silicon in the sample, cr/cq, is given by

E£.= krs(EO) + us(krEO) GSYr 0
< kss(EO) + Ws(kSEO) UrYS

where k and 0 are the kinematic factor for the scattering and the

Rutherford scattering cross section, respectively, which are indexed by

r and s for argon and silicon, respectively, s(E) is the stopping cross

scetion of the sample at the energy B and o is the ratio of outgoing and

incoming path lengths. EO 1s the incident energy. The ratio ¢ /cg was
s

obtained using the stopping cross sections of silicon given by Ziepler for

sUiVO)/s(IO The crror of cr/cs caused by such a treatment for the
stopping power is estimated smaller than 1%,
The ratio of stopping crnss sections of the sample and the base was

deduced from the ratio of the scattering vields [rom silicon ctows at the

interface using the relation,

Y . ks (E) + asg(k E) .
}1 s kSS(Ej) + s (qui>

where Y, and Y, are the vield from the base and the sample, respectively,
BN <

s, the stopping cross section of the base and Ei is the energy of the

G
incident ion at the interface. Obtained value of kss(Ei) + ns(szi) is

consist of stopping cross sections at different energies. Using a similar

procedure used by Besenbacher et alp) we get

kos(F) + as(k_E) = (ks+ae)s('f?-) (N
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and _
E = ksEi(1+a)/(kS+a). (4)

The ion energy at the interface was calculated from the higher and lower

Te 2t <s>, <sg>
edges, krE and Er’ of the argon spectrum Letting <s in and <s out the

0
mean stopping cross sections on incoming and outgoing paths, we get

<s>, E + o<s> E
inr out 0O (5)

E, =
i k <s>, + 0<g>
i in out

Assuming that s(E)/sO(E) is independent of energy, <S>in and <s>0ut were

replaced by <s

>, and <s.> , respectively, and were evaluated bv
in 0 out - :

0

<s,>.
0 in

1

(s(Eg) + s(E)/2 .

<g. > = + /
°0”out (SO(krEi) SO(Er)) 2
which were solved together with eq.(5) by iteration.
Using (2){6) and values given LY Ziegler for sO(E), we obtained s(E).
If we assume Bragg's rule and the stopping cross section of silicon inside
the sample is same as that in the base, the stopping cross section of rare

gas is given
s(E) = e So(E) + c s (E) (7)

The results are represented by sr(E)/sO(E)

sr(E) g Y kSsO(Ei) + aso(ksEi) -
AN

— ( =
so(E) e Y, (kM) 54 (E)
in the following section,

§3. Results and Discussions

The concentrations of rare gases in samples obtained from (1), with

10)

the screening correction for ithe Rutherford cross section which is only

1.7% in the xenon case and is almost 0 in the argon one, are tabulated in

Table T
Ar Kr Xe
Thickness(&) 1600 2900 4700 3800 2700

Concentration(at %) 7.9 8.1 7.6 7.2 4.4
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Table I, where the error of the concentration is 5%. The ratios of the
stopping cross sections sr/sSiareshown in Figs.2,3 and 4 for argon,
krypton and »enon, respectively. The error arises mainly from Yl/YZ-—l in
(8). Procedure, with which s(E) is adopted instead of s(Ei) and s(kEi) is
valid, when s(E) in the energy region from kEi to Ei is linear with E. 1In
the case of low energy for argon, the value obtained from (8) must be
shifted upward by 37%.

Results shown in Figs.2,3 and 4 indicate that experimental values are

2)

about 30% lower than those for gaseous state given by Ziegler ' and, in
argon case, seem to tend to those with increasing of energyv.

Besenbacher et al.g) pointed out that the difference of stopping cross
sections for gaseous and solid states can be explained by those of the mean
excitation energies., 1In the present case, however, the mean excitation
energies for rare gases do not likely change, even if rare gas atoms are
inside silicon.

In order to check whether the stopping cross section of silicen ators
in amorphous silicon is the same as that given by Ziegler, we measured the
RBS spectra from pure amorphous silicon layer on polycrystalline aluminum.
The result is shown in Fig.5. The observed values of SAR/SSi is about 67
Sa

A ]

141

1.2t

0 Fig.3. Ratio of the stopping cross

o . . Py .
o"izﬂiﬂgi_,.ﬂ———- sections of aluminum and silicon
08t

+
for He ions. Solid line is the

06r value given by Ziegler.
0.4f
—— Ziegler
02r
0 05 10

ENERGY (MeV)
larger than those given by Ziegler and error is nearly the same,

Possible explanation of above results is that, in the present method,
stopping cross section of heavier elements or of the surface layer is

somehow underestimated or that stopping cross section of silicon atoms in
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amorphous silicon including rare gas atoms is larger than that for pure

silicon. The further investigations on this problem seem to be necessary.
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THE STOPPING POWER OF AN ELECTRON GAS FOR SLOW IONS*

R. H. Ritchie
Health and Safety Research Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, USA

The electron gas model has been exploited extensively in sclid-state
physics and in radiation physics. Recent activity in inertial confinement
fusion research and in studies of inner-wall damage in the controlled
thermonuclear reactor has lent importance tc theoretical questions about
the penetration of ions in media at velocities below that corresponding
to the Bragg maximum in the energy-loss function. Semi-empirical formulas
that involve the effective-charge concept have been used widely in recent
years to describe the stopping power of matter for swift ions with atomic
number appreciably greater than unity. The complexity of energy loss
processes in this regime makes it important to study limiting cases in
which accurate results may be obtained.

The stopping power of an electron gas for an ion moving at speed v,
much less than the Fermi speed Ve has been ¢of interest for many decades.
Fermi and Tellerl were apparently the first to give a specific theory for
the slowing-down of a low-velocity meson in matter. Arguing that the
degeneracy of the electron gas restricts participation of struck electrons

to those within a range v of v they found that the stopping power of

F’
the medium for the meson may be written

b _ v h(——'——) (L

I,x- = acjh' \XQ-

*

Research sponsored by the Office of Health a~d Environmental Research,
U.L. Department of Enerqgy, under contragt W-7405-eng-26 with Union
Carbide Corporation.



109

where r , the onc-electron radius in an electron gas with density D is
s .

. ) ) 1/3 . . .
defined by r. = (l/au)(3/4ﬂn0) / and is expressed in units of the Bohr

o]
. 2 2 13
radius a. = i /me . The constant x = (4/97) . For the case of an ion
L 2 .
with charge 2c¢, Eyg. (1) should be multiplied by Z27. Although containing

the essential physics of the interaction process, Eg. (1) goes to zero,

unreal-stically, when r o= 1/

]

b

N

A more reasonable result from linear diclectric theory s
‘V L -—
W ARy Lo/ T {
R Ul Il (v L
x &, A0 (4 &Y /T
Thls cquation has abr aceeptable form for all possible r .
w
[t 1» well appreclated that linear responsc theory 1s suspect at

real metallso densities (rg 2 2 to b), narticularly if 2>>1. An improve-

ment may b wftected by expressing dw/dx in terms of the transport cross

secetion fo: cattering of an clectron at the Fermi surface on the screened
. 3 .
lounoat reot inothe clectron gas. One finds
&!r\l - ~ (3)
EAL AT mLxFﬂLJtr
»
and
X
Sty . 47 , L1
T = L\J‘(\—ugr\ = (,\,1»-) Sin (S- 51_‘.3 )
tr g ks * (4)
€

where 0 1s the scattering angle of an electron relative to its original
. . . . . . . th . N
direction and § 1s the phase shift in the - partial wave. The ¢. may
be determined numerically, given the screened potential of the ion. The
la‘ Ler may bo determined conveniently using linear dielectric theory.
Figure 1 shows 1/v times the stopping power of the medium for a proton

. . - 4 _
in clectron gases of various densities as computed from Egs. (1)-(3).

Atomic units (¢ =h = m = 1) are used in specifying all guantities here.
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Although the phase shift method codified in Eq. (3) is expected to
represent an improvement over linear-response theory {Eg. (2)], it is not
self-consistent. The calculation of -dE/dx through determination of the
phase shifts 62 should be guite accurate if the potential is determined
self-consistently with the scattering of all the electrons in the electron
gas on the ion and with any electrons that may be bound to the ion. The
density~-functional approach does just this.

Recent years have seen many applications of this method.5 Echenique,
Nieminen, and Ritchie6 have recently used the density-functional formu-
lation of Hohenberg and Kohn and Kohn and Sham7 to calculate the self-
consistent potential due to a static proton and a Ve nucleus submerged
in electron gases corresponding to metallic densities. The local density
approximation for exchange and correlation was used with the parametri-
zation given by Gunnarsson and Lundquist.8 The scattering phase shifts
at the Fermi level were found to satisfy the Friedel sum rule to good
approximation. Scme of the results found are shown in Fig. 2, where the
quantity (1/v)dw/dx is plotted as a function of r_.

Curve A was calculated from linear response theory [Eq. (2] for z =
1, while Curve B was computed from the same equation for Z = 2. The
stopping power for a slow, singly ionized He atom calculated from linear-
response theory using a wave function for the bound electron that was
determined self-consistently in the electron gas (ref. 4) is shown as
Curve C. Curves D and E were computed from the density-functional
approach for a proton and a He nucleus, respectively. As ry -+ 0 the

density~functional results tend toward agreement with linear theory, as

they shnuld. For increasing rs the energy loss for both projectiles



111

decreases more rapidly than predicted by linear theory, because bound
states of atomic character tend to develop, thereby screening out inter-
actions with the electron gas.

. 9 .

More recently, experimental data  on the energy loss of protons in
various solids have been found to agree well with the density-functional
calculaticns of reference 5 for protons (Curve D in Fig. 2). The latter
appear to agree better with experiment than the phase shift results
which are, in turn, better than the results of linear-response theory.

Extension of the density-functional approach to treat low-velocity
ions naving a wide range of nuclear charge has also been made by Echenique,

. . . . 1o C. . .
Nieminen, and Ritchie. Pronounced, periodic fluctuation in the energy

. . L . . 1
loss 1s found, which is in general agreement with experiment. A fuller
account of this calculation will be published elscwhere.

In conclusion, it appears that the density-functional method, which
has proved to be very important in solid-state theory, 1s capable of
giving aseful results in the theory of charged-particle cnergy losses in
s011dn.

Ruferences

1. . Fermi and E. Teller, Phys. Rov. 72, 399 (1947).

ro

R. H. Ritchie, Phys. Rev. 114, 644 (1959

3. J. Finneman, Dissertation (The Institute of Physics, Aarhus Univ.,
1908) (unpublished) .

4. T. L. Ferrell and R. H. Ritchie, Phys. Rev. Bl6, 115 (1977).

5. See, e.g., N. D. Lang in Theory of the Inhomogeneous Electron Gas,
Eds., S. Lundquist and N. H. March (Plenum, New York, 1981).

6. P. M, Echenique, R. M. Nieminen, and R. H. Ritchie, Solid State
Commun. 37, 773 (1981).



10.

11.

112

P. Hohenberg and W. Kohn, Phys. Rev. Bl36.
L. J. Sham, Phys. Rev. Al40, 1133 (1965).

0. Gunnarsson and B. Lundquist, Phys. Rev.
W. Brandt and M. Kitigawa, Phys. Rev. B25,
P, M. Echenique, R. M. Niemir=n, and R. H.

F. H. Eisen, Can. J. Phys. 46, 570 (1968);
Radiat. Eff. 2, 105 (1969).

964 (1964); W. Kohn and

Bl3, 4274 (1976).
5631 (1982).
Ritchie, to be published.

J. Bottiger and F. Bason,



113

ORNL-DWG 76-7739

T T 171

LINEAR
RESPONSE

TT 1]

3 THEORY
=
Q-
3 o4l LINEAR RESPONSE
Wy - THEORY 7
> —  -EXP. SCREENING - -
FERMI-TELL_ER/V\ B
- THEORY \
0.0 L1 vy Lol
Ot 1 10
rs—ONE~ELECTRON RADIUS IN ELECTRON GAS
Fig. 1. The stopping power of an electron gas for a low-velocity

proton versus the one-electron radius ry- These values
were computed from linear response theory.



114

ORNL-DWG 79~20543

10 T T I | T
- _
0 —
10 -
p—
. -
5 ~ .
) ~
E 4[4 [re—
olo - —
~
~|>
'1 F po—
10 - -
— —
: a
- —
10'2 1 | 1 1 1
1 2 3 4 5 6
rs —

Fig. 2. The stopping power of an electron gas for a proton and for a
He' ion at low velocities versus the one-electron radius r .
s



115

Ton-Channelling Fffects in Scanning Ion Microscopy with a Gat Probe
R. Levi-Setti
The Enrico Fermi Tnstitute and Department of Physics
The University of Chicago

Chicago, Illinois 60637, U.S.A.
I. INTRODUCTION

The scanning ion microscope (SIM) can be applied to the study of several
aspects ¢f the ion-solid interaction in conditions which are seldom acces-
sible to conventional accelerator experiments. Its ability to image the
target waterial and the practicality of directing the ion beam to inter-
cept preselected microscopic ateas of the target make it possible to probe
local interaction properties in a comparative manner. The recent develop-—
ment ot liquid metal ion sources has made it feasible to follow this ap-~
proach using intense, finely focused beams of heavy ions. Such beams can
be used as scanning probes for imaging purposes, as milling devices (direct
ion beam writing) in electronic microfabrication, and for microanalysis by
secondary ion mass spectrometry. Imaging of buik specimens in the SIM
takes advantage of the contrast arising from several ion-solid interaction
processes such as secondary clectron (SE) and secondary “on (SI) emission,
the latter related to sputtering of the target material. These processes
are stiongly affected by ion-channelling penetration phenomena in crystal-
linc materials. This report describes preliminary observation of such phe-
nomena carried out with a 60 keV Ga¥t SIM, which provides a focused probe

100 nm wide.
I1. THE SCANNING ION MICROSCOPE

The instrument used in these experiments was originally developed as a
scanning transmission ion microscope1 (STIM) and used a field ionization
source of hydrogen ions. This ion source was recently replaced by a Gal-
lium liquid metal ion 50urce,2 consisting of a Ga-wetted W tip. This pre-
serves the point-like configuration of the field ion source, thus providing
the source brightness needed for high resolution scanning ion microscupy
using heavy metal ions. The optical column (see Fig. 1) which contains a

two-electrode accelerating and focusing lens, deflection and stigmator
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electrodes, forms a probe 100 nm wide. The probe semi-angle is 1.5 x
10-4 r at the target and the probe current is 80 pA for a typical source
current of 4 UA. This operating source current represents an optimum to

minimize chromatic aberration while maximizingthecollectedprobecurrent.3

A chainel multiplier detector collects the SE signal with a bias of
+45 V or the SI signal with a bias 0f~3000 V with respect to the grounded
target. The SE signal is usually displayed on the CRT through an analog
amplifier. For lower detected currents (<2 MHz count rate), such as those
collected in SI emission, th: individual counts are displayed as pulses on
the CRT screen. A record of the signal intensities observed, e.g., in a
line scan with either signal, can be obtained with a multichamnel pulse-

height analyzer.
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Fig. 1. Schematics of the University of Chicago 60 kV Ga+ scanning

ion microscope.
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The entire SIM is designed as an ultra-high vacuum system ( 10-9 Torr)
and is free of hydrocarbon contaminants. In these conditions, the ion
beam effectively cleans the specimen surfaces by sputtering away abserbed

or oxydation layers in a few minulLes scans.
ITII. TIMAGE CONTRAST IN THE SIM

Several physical processes may contribute to originate image contrast
in the SIM. Much as in the SEM, the SE signal is modulated by the surface
topography of three dimensional objects, yielding iopographic contrast.
Although this aspect is not dealt with here in any detail, two micrographs

of a biological specimen are shown in Fig. 2a), b).

Another source of contrast is the Z-dependence of the SE emission yields.
This differs considerably for primary electrons vs. primary ions, as sum-

marily shown in Fig. 3).

Of particular interest in the SIM are the contrast phenomena originating
in the interaction of the incident ion beam with the bulk structure of the
target material. While in the SEM it is only the backscattered electrons
which may carry information about subsurface structure, in the SIM, as will
be shown, also the copious SE signal carries such information. Such a
property must be attributed to the mechanism of energy transfer to the
solid, which differs for 10-20 keV primary electrons in a typical SEM as
compared with, e.g., that of 60 keV Gat in our SIM. In fact, while the
deposition of electron excitation by primary electrons near the surface is
primarily determined by electronic stopping, for heavy ions in our velocity
range, nuclear stopping also contributes significantly., The latter ini-~
tiates an atcmic collisional cascade which is responsible for sputtering,
51 emission and also recoil-induced SE emission.4 As a result, the SE sig-
nal in the SIM is modulated not only by the surface topography, but also
by processes taking place beneath the shallow SE escape depth. Both the
SE and SI yields under ion bombardment depend strongly on the physical and
chemical bulk properties of the target, in addition to surface effects.
Such dependence originates ccatrast even in smooth samples, as long as they
are structurally or chemically differentiated. Further insight into the

ion-solid interaction can be gained in the SIM by the direct correlation
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Fig. 2. a), b): Two views of the eye of Drosophila melanogaster,
obtained in the SIM with the SE signal. Uncoated, 72 um f.s.

Fig. 3. Z-contrast in the SIM (top) vs. SEM (bottom}. Patternm obtained
by evaporation of Ag (left), Au (center), Pt (right) on Fe
substrate through 200 mesh mask. SEM micrographs obtained with
10 kV Coates and Welter.
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of local image contrast from SE and SI emission, as well as by sputtering

tests {ion-beam writing) performed on the particular structures being imaged.

IV. 1ION CHANNELLING AND CRYSTALLOGRAPHIC CONTRAST:
PHYSICAL CCNSIDERATIONS

Ion-channelling in crystalline materials strongly affects the secondary
yields. Here both the sputtering yieldss’6 (and consequently also the SI
yields) and the SE yields7’8 depend critically on lattice orientation with
respect to the incident “eam direction. The anisotropy of the SE yields
under noble gas ion bombardment of crystals has been previously exploited9
to obtain crystallographic contrast in the emission electron microscope
(EEM). In this instrument, the secondary electrons are accelerated and
focused by an optical column which projects an image of the emitting sur-

face on a photographic plate.

We have chosen to examine in the SIM samples of recrystallized oa-brass.
This alloy, containing 70% Cu, 30% Zn, is a solid solution, with lattice
structure isomorph with f.c.c. Cu. It should be noted that for Gat ions
of energy E on either Cu or Zn, elements which are contiguous in the peri-

odic table, the efficiency Y for energy transfer T, in a head-on collision

Tn 4M My
'Y = — = -—————————-——-—‘/ (1)
E (Ml + Mz)h

is very close to unity. Thils maximjzes the secondary effects resulting

from nuclear stopping. For 60 keV Gat ions on Cu, the Thomas-Fermi energy
parameter
amM
TF2
21250 (My + M)

equals 0.21, and the nuclear stopping cross section is near its maximum.1

To obtain an estimate of the rontrast effects to be expected, it is rele-

vant to consider a calculatinn11 of the rates of energy loss for channelled
and unchannelled Cu atoms in a Cu lattice. This is reproduced in Fig. 4a), c¢).
For Cu atoms channelled along the <110> directicn in Cu, dE/dx is primarily
1/2

due to electronic stopping. Extrapolating the E dependence from 25 to

60 keV, one obtains a loss rate (V75 eV/Z) for channelled ions which is
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1/4 of the overall dE/dx for unchannelled ions. For the latter case "2/5

of the energy loss is due to nuclear stopping.

Such

a difference in the rate of energy deposition is reflected, al-

though not necessarily in a proporticvnal manner, in the yields of SE emis-

sion and sputtering. Data on such yields in the literature, approaching

the case of Cu+ on Cu at 60 keV as relevant here, exist for krt on Cu.

These are reproduced in Fig. 4b), d). For SE emission,8 the yield for

<110> Cu relative to random Cu is ~1/3.2. A similar ratio is found for

the sputtering yields.5
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60 Ye
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a), c). Comparison of the rates of energy loss for <110>-chan-

nelled Cu atoms in Cu, with those for unchammelled atoms. Adap-

ted from Ref. 11.

b). Secondary electron emission coefficient Yo for Kr+ icns dnci-
dent on a Cu lattice, as a function of primary energy. Adapted
from Ref. 8.

d). Sputtering yields Yg for Krt fons incident on a Cu lattice, as

a function of primary emergy. Adapted from Ref. 5.
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Also relevant to the experimental observation of channelling effects in

the SIM are the critical channelling angles. For 60 keV Gat ions incident

on a Cu lattice, the axial channelling condition is expressed, in the nota-

Lindhard,12 in terms of the critical angle

tion of
{332 Z.Z e2 174
TF 172
LTl e w— 3
E d

is the ion energy, d the atom spacing along the string direction,

where E
app = ag- 0.8853 (212/3 + 222/3)_1/2 is the Thomas-Fermi screening radius
and ag is the Bohr radius.
For planar channelling, the corresponding critical angle as formulated
by Francken and Onderdelinden13 is
I 3
Yap = Rl (%)

where N is the atomic number density and dp the relevant interplarar dis-

tance.

For the lowest indices, such critical angles are in our case

" <110> <100> <111> ]
2 8.3° 6.4° 4.2°
| (110) (100) (111)
2p 5.4° 6.4° 6.9°

These values for ¥y wive an approximate measure of the half-width of the
channelling dips which one should expect to observe in, e.g., SE emission,

as a result of primary ion channelling in our experiment on brass.
V. OBSERVATION OF CRYSTALLOCRAPHIC CONTRAST IN THE SIM

. 14 . . . .
We have obtained extensive evidence c¢f crystallographic contrast in

the SIM on samples of metals and alioys. Samples of recrystallized o-
brass were polished and lightly etched with HNOj to expose the crystalline

structure smeared by the polishing process. Fig. 5a), c) shows two views

of a brass specimen thus prepared, as observed at normal incidence in the SIM,

with the SE signal. The contrast between pairs of crystallites, which are
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Comparison of crystallographic contrast due to SE emission in

the SIM, a),c), and in the SEM, b),d).

a) SIM micrograph of a sample of recrystallized, polished,
HNO3-etched brass. 60 kV Gat UC-SIM, 160 um £.s.

b) Same view as in a), obtained with a 10 kV Coates and Welter
SEM.

c¢) Detail of a) in the SIM, 64 pm f.s.

d) Magnified detail of b) in the SEM, 13 um f.s.
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randomly oriented, and twin structures is very pronounced. For comparison,
Fig. 5b), d) shows the same area and a magnified detail as seen in a 10 kV
SEM, also collecting the SE signal. Although the crystallite structure is
clearly visible also in the SEM images, the contrast in these is due to

the variations in the surface topography of the sample. Evidence that the
high contrast in the SIM micrographs is due to primary ion channelling is
obtained by romparing images of the same sample area for different primary
beam incidence angles. This is shown in Fig. 6. The image in Fig. 6a) is
taken at normal incidence, that in ¥Fig. 6b) after a rotation by 10° around
a horizontal axis. Such tilt angle is larger than the critical channelling
angles discussed in Part IV for this experiment and is sufficient to close
particular channelling directions in the sample and to open new ones. This
results in contrast reversals, dramatically evident in the above comparison
for the two orientations. The actual crystallographic orientation of indi-~
vidual crystallites could be obtained, as done in the EEM,9 by mapping the

SE emission signal in ¢ and 0.

The magnitude of the maximum contrast observed between channelled (dark
areas) and unchannelled (bright areas) conditions is obtained by measuring
the intensity of the SE signal when the probe is directed sequentially on
a pair of such preselected areas. The yield ratio observed is 1:3.2, in-
deed the same value as obtained by the Toulouse group8 for <110> Cu rela-
tive to random Cu under 60 keV Krt fon bombardment. By ramping a retarding
potential applied to the SE detector, we have also obtained integral energy

spectra of the SE emitted in channelled and unchannelled conditions respec-

tively. These spectra are shown in Fig. 7.

Although these spectra originate from a rather primitive method of ana-
lysis, inadequate to reveal pcssible discrete features, the spectrum from
channelled ions does fall off somewhat more rapidly than that from unchan-
nelled ions. This difference could be related to the lattice orientation
of the depth distribution of primary energy dep ition, in turn affecting

the energy lost by the emitted electrons.

Imaging with the overall SI signal also reveals crystallographic con-

trast. Figs. 6¢c) and d) compare the same sample as imaged by the SE and SI
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c)

d)
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SEM image of recrystallized, polished, HNO3-etched brass,
obtained at normal incidence in the SIM. 64 um f.s.

Same specimen region as in a), after rotation of the sample
by 10° around a horizontal axis. Contrast reversals when
compared to a) are attributed to primary ion channelling.
Another region of the same brass specimen, seen at normal
incidence in the SE mode. 72 pm f.s.

Secondary ion image of the same specimen area as in ¢),
200,000 counts displayed.
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signals respectively at normal incidence. For the latter, due to the much

lower SI yield, the micrograph is obtained by the pulse-mode type of dis-

play. For most crystallites, a direct correlation is observed for SE and

SI emission.
entation dependence of the SE and sputtering yields, illustrated in Fig.

This is anticipated from the correlation in the lattice ori-

4b), d). There are, however, some exceptions. Already the crystallites in
the lower right hand corner of Fig. 6c) exhibit anticorrelation between the
two emission processes. This is further demonstrated in the comparison of

Fig. 8a) and b), also obtained at normal incidence. The existence of occa-~
sional anticorrelation between SE and SI emission suggests that S{ emission
is not always proportional to the rates of neutral atom sputtering. Clearly
other effects intervene which affect the ionization probabilities of the

sputtered atoms in some as yet undetermined relationship with primary ion

chaunelling. A more detailed study of the dependence of SI[ emission on

primary ion channelling and
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Fig. 8. a),b) Another comparison of SE,a), and S5I,b), emission from the
same brass specimen area. 64 pm f.s.
¢) SE image of crystallites in brass specimen. ;2 pm f.s.
d) Magnified detail of c¢), after Gat ion-beam writing in line
scans, observed with 10 kV Coates and Welter SEM,
Beam doses are, for top line : 7.1x1017 ions/cmz; middle
line: 2.4x1018 ions/em?; bottom line: 2.4x1017 ions/cwZ.

13 pum f.s.
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cess of 8 x 1016 ions/cmz. Evidence that the SE signal in the SIM carries
information from the bulk is provided by the fact that even after surface
amorphization has occurred, crystallographic contrast persists unchanged

in the SE images.

Direct information on the lattice orientations dependence of the sput-
tering yields can be obtained by writing on a particular surface structure
with the ion beam in a line scan. An example of this procedure is shown
in Fig. 8c¢) and d). 1In Fig. 8c) the sample is characterized by SE imaging.
Then lines are written on the structure. The result is examined at high
magnification in che SEM micrograph of Fig. 8d). For <100> channelling
[dark crystallite in Fig. 8c)] writing requires a higher dose than for un-
channelled ioms [bright area in Fig. 8c)]. Specifically, a doses)f71{1017
ions/cm2 is required for a visible etching in channelling conditions, while

a dose of 2 x 1017 ions/cm2 produces comparable damage in the region where

channelling does not occur.

VI. DISCUSSION AND CONCLUSIONS

The observation of crystalline structures with the SIM has been shown
to give information con the ion-channelling dependence of kinetic SE emis-
sion, SI emission and sputtering. Of course, the results of these preli-
minary observations agree in general with the results of previous system-—
atic measurements on monocrystals, already available in the literature.
From this standpoint, the use of the SIM to visualize such effects is to
be regarded as a practical application of ion channelling which may be
valuable in the study of materials. In particular, the large contrast
effects intrinsic to the method have obvious potential for the sensitive
detection of defects and impurities in crystals, in particular at better

spatial resolution than presented in this pilot study.

There are, however, several unique aspects of the present approach as
a method to investigate the ion-solid interaction proper. These originate
in the capability to correlate directly on a local scale, different secon-
dary processes. Thus far, we learned, as yet in a qualitative manner,
relevant new information on two aspects of these processes. The observa-

tion of persistent crystsllographic content in SE emission even after dis-
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appearance of such contrast in SI emission favors a kinetic electron emis-
sion model where primary ion channelling information is transvorted to the
surface irrespective of the conditions at the surface. A likely candidate
for such energy transport is recoil-induced SE emission.“’15 Another im-
portant new aspect is the discovery of the occ:zsional anticorrelation be-
tween SE and SI emission, at variance with the known correlation between

SE and sputtering yields in crystals.16 Clearly this calls for a detailed
investigation of the lattice orientation dependence of the secondary ion
ylelds, as an issue separate from sputtering. The simultaneous observation
of SE emission in the SIM should be valuable in separating primary ion
channelling effects from, e.g., the possible effects of focusirg collision

sequences.
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ANOMALIES IN THE THICKNESS DEPENDENCE OF THE ENERGY LOSS OF
HELIUM AND NITROGEN IONS IN VERY THIN CARBON FOILS

J. P. Biersack and P. Mertens

Hahn-Meitner-1nstitute, Glienicker Str. 100
1000 Berlin 39.W.-Germany

Energy losses of 300 and 610 keV He* and of 300 keV N7 ions were measured in
transmission experiments using carbon foils of 100 to 700 A thickness. This range of
thicknesses is well below that of W. Lennard et al. (1), who studied energy losses of Na™
in carbon foils of up to about 3500 A thickness. The energy losses were determined either
by a magnetic spectrometer calibrated by proton resonance or by an electrostatic analyzer.
The targets were kept at 4+ 107" torr during beam exposures of less than 20 nC. The good

vacuum and low ion dose helped to keep the targets vnaffected during repeated measure-

ments.

The carbon foils were prepared by vapor deposition in ultra-high vacuum using a quartz
oscillator for relative thickness measurements. Independent thickness calibrations ard
purity tests were performed by Rutherford backscatiering with the 300 keV H™ beam in
the final target chamber. In addition, down to thicknesses of about 80 A, proton energy
losses were found to be well proportional to the thickness as determined by the two
previous methods, so that they may serve for thickness measurements as well. More details

of tne experimental work may be found in ref. (2).

The resalts of energy loss measurements of helium and nitrogen jons in dependence of the
foil thickness are compiled in Figs. 1. 2 and 3. The ion energies are indicated on each
graph. The dashed lines are leasi square fits to the experimental data points. In all cases
they intersect the AE axis at positive values of about 2 to 3 keV (or correspondingly the Ax
axis at —40 to —70 A). This indicates - beyond statistical errors - that the initiai stopping
power, immediately after the ion enters the target, is higher than the equilibrium value
which is observed as a constant slope of the dashed line which connects all daia points
between 100 and 800 A foil thickness. In other words, in the region between the origin
and an unknown thickness of less than 150 A - which is not accessible by experiments - a
step or steeper slope occurs (tentatively depicted by a dotted line in the figures). This

enhancement of clectronic stopping near the surface cannot be undersiood by the time
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retardation in building up the wake configuration oi free electrons, nor by a time delay in
reaching the equilibrium state in excitation and ionization of the ion, as both effects would
act in the opposite direction. For example, the initial charge state +1 of the helium
projectiles will increase to its equilibrium value of +1.2 within about 1072 sec or roughly
60 A at the present energy (300 keV He). The higher (average) excitation and charge
state would naturally increase - not decrease - the stopping over the first 60 A flight path.
Also, any additional stopping by adsorbed surface impurities on the foils, can be ruled out
according to the Rutherford backscattering spectra. Energy loss processes which occur at
or near the surface, such as collective excitations (surface plasmons, surface phonons,

surface excitons), are estimated to cause energy losses well below 100 eV and can not

account for the observed 2 to 3 keV.

In conclusion, our experimental data indicate an additional or enhanced electronic stopping
near the surface which decreases tc "normal' values at the experimentally accessible depths

(2 100 ,&). The physical reasons are not yet understood.
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ENERGY LOSS OF HEAVY IONS AS A FUNCTION OF TARGET THICKNESS: Ne -~ C

W.N. Lennard, H.R. Andrews, [.V. Mitchell, D. Phillips and D. Ward
Atomic Energy of Canada Limited Research Company
Chalk River Nuclear Laboratories
Chalk River, Ontario, Canada KOJ 1J0

Abstract

We report on extensive measurements to determine the target
thickness dependence of heavy ion energy loss {dE/dx) for the Ne - C
system. For ions transmitted with zero net deflection at velocities
0.75 < v/vg < 1.05, a significant dependence of dE/dx on foil thick-
ness has been observed which, parametrized through the Meyer-Klein-
Wedell theory, identifies an inelastic component in the energy loss for
scattered particles. A discussion is given of some of the precautions
that have proved necessary in applying time-of-flight techniques to
these energy l1oss measurements.

1. INTRODUCTION

When energetic heavy ions pass through a solid thay lose energy by
a variety of complex processes. Generally it is supposed that the
specific energy loss, (dE/dx), comprises an electronic part arising from
collisions with zero deflection, (dE/dx)e, and a part which originates
in atomic collisions with deflection, {dE/dx)., usually identified
with the nuclear energy loss, (dE/dx),. Provided the multiple scat-
tering process can be taken into account, it should be possible to
separate experimentally (dE/dx)e and {dE/dx). by measuring stopping
powers either as a function of angle or of foil thickness. The impor-
tance of multiple scattering in treating these effects is very clear;
for example, it is multiple scattering that, through the collision term,
introduces a dependence of (dE/dx)} on foil thickness.

The most comprehensive study of the dependence of (dE/dx) on
foil thickness has been performed by Hbgberg (1), who found that
(dE/dx) for heavy ions in carbon decreased strongly with decreasing foil
thickness. It was argued that because of the small acceptance angle of

g
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the detector set at zero degrees there could be no contribution from
(dE/dx)p for a foil of zero thickness; hence the extrapolated (dE/dx)
should be identified with (dE/dx)e and the excess for foils of finite

thickness be identified with (d&/dx})y.

A new treatment of the stopping problem has been given by Meyer,
Klein and Wedell (2) (MKW} in which they developed approximate proced-
ures to calculate the full energy-angle distribution, taking into
account multiple scattering. In their treatment, the term (dE/dx). is
not taken to be (dE/dx), Since they wish to allow explicity for in-

elastic atomic collisions, (dE/dx)i, i.e. they set

(dt/dx) = (dE/dx)e + (dE/dx)j + (dE/dx)y (1]

In their work they consider that the electronic stopping power should be
the sum of the first two terms; hence, they regard the interpretation
given by H8gberg as incorrect in that (dE/dx)j was not allowed to
contribute to the electranic stopping in a foil of zero thickness. To
some extent this is a matter of definition for it is equally useful to
associate (dE/dx); with (dE/dx), and refer to a collisional stopping
power, (dE/dx)c, particularly since in MKW theory these terms are

assumed to have the same angle dependerce.

To date MKW theory has been applied to measurements made on car-
bon foils in the velccity range 0.2 <v/vg <0.5 by Hbgberg (1),
Ormrod and Duckworth (3) and by Beauchemin and Drouin (4) (vq is the
Bohr velocity). The magnitude of (dE/dx); was generally found to be
comparable to (dE/dx),. That is, treatments including only elastic
scattering effects, (dE/dx),, considerably underestimate the observed
angle and thickness variation. At higher velocities v/vg 1, we con-
cluded from a MKW analysis {5) of our previous sparse data on thickness
dependence of (dE/dx) for Ne ions in nickel, silver and gold foils (6)
that (dE/dx)j must be ~5-10 times greater than (dE/dx)p.

The present experiments were undertaken to examine in a system-

atic and more detailed way the dependence of (dE/dx) on foil thickness



138

in the velocity range 0.75 <v/vg=<1l.l. Measurements were carried out

for 20Ne ions stopping in carbon foils.

2. EXPERIMENTAL

The CRNL High Voltage Mass Separator provided primary beams of
20Ne and 4He for these experiments. These beams were then scat-
tered by a thin gold foil (~ 70 ng cm'z) to provide a low intensity
flux into the time-of-flight apparatus aligned at 32° to the incident
separator beam. An advantage of this setup was that beam induced damage
and contamination of the samples were avoided. Energy losses were mea-
sured in transmission geometry by interposing thin sample foils of car-
bon into the scattered beam. The energy loss was determined by measur-
ing the ion velocities with and without the samples in position.

Energies were deduced by timing the passage of the ions between
two carbon foiis, Cy and Tp, separated by a flight path of 0.940 m.
Electrons 1iberated at these foils, due to the passage of an ion, were
accelerated through ~1 kV into microchannel plates from which timing
signals were derived. Several improvements have been incorporated since
the apparatus was described in ref. 6, see ref. 7: (i) the start and
stop detectors were mounted perpendicular to the ion trajectories
(cylindrical symmetry) rather than at 45°, which considerably reduced
the dispersion in flight times arising from different trajectories, and
(i) the polarity of the microchannel plates was reversed making the
front face positive with the carbon foil at ground potential. This
latter step was taken to avoid possibie systematic effects inherent in
the previous electrical configurations in which the carbon foils were
biassed at ~-4 kV., With that configuration it was possible to change
the energy of ions traversing the first foil C; if there were a shift
in the mean charge state of the ions on passing through the foil. From
charge state measurements by Lennard and Phillips (8), we could conclude
that this systematic effect in our previous data (6) translated to an
uncertainty ~ 2% in the derived stopping powers. Nevertheless, we felt
it was worthwhile to eliminate the effect entirely.
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3. EXPERIMENTAL PROCEDURES
Procedures for calibrating the time-of-flight system and for tak-

ing data are described in ref. 7, The sample holder held five foils
with an additional blank position. The thicknesses of the foils were
determined by measuring the energy loss of 4He ions at ~ 700 keV inci-
dent energy and assuming the stopping power values recommended by
Ziegler (9).

The energy loss measurements for 20Ne ions were performed at
several incident energies, varied according to the foil thicknesses, in
order that the final results could be interpolated to common velocities,

v/vg = 0.75, 0.85, 0.95 and 1.05.

4, ANALYSIS

We have chosen to define energy losses in terms of their most
probable values. Since the observed peaks were not symmetric but
skewed to larger energy loss, this did not correspond with anaiysis in
terms of mean energy losses. However, in those cases where we have
compared with a centroid analysis of the obvious peak region, the
differences in the final stopping powers between most probable and
centroid analyses were found to be less than 1%. In a true centroid
analysis it would be necessary to include events down to zero energy.

Such an analysis was considered impractical for our purposes.

The most probable channel numbers were determined by a computer
pi-ogram which fitted a Gaussian shape to the peak. The channel limits
for the fit were determined through an iterative procedure, setting the
1imit on the 'Gaussian side' (shorter times) of the peak to twice the
fitted standard deviation {2¢) from the fitted mean and on the 'skewed
side' (longer times) to lo from the mean. This procedure was convenient
for determining peak shifts in a consistent and objective way. A typi-

cal example is shown in Figure 1.

The beam velocity was defined by a 'sample out' time-of-flight
measurement and no direct use has been made of the accelerator energy
calibration. A small correction to the observed velocity was made for
the energy loss in the ~7 ug cm-2 carbon foil at the first channel
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plate. (The stopping powers for 20Ne in C reported in ref. 6 were
used for this purpose.) An additional correction was introduced to
derive the most probable energy from the measured most probable flight
time. This was a very small effect (<1%) and was calculated with good
precision taking the width parameter of the Gaussian derived from the
fit to the raw data.

To interpolate the (dE/dx) values to common velocities for all
foil thicknesses, a computer code was developed which fitted by least
squares a polynomial of arbitrary order tu the velocity dependent mea-
surements. In all cases the data were found to be roughly linear over
the range 0.7 <v/vg <1.1 (but with intercepts not generally zero);
however, examination of the chi-squared values showed that the addition
of a small quadratic term generally gave a significantly better fit.

Since we were concerned with the dependence of (dE/dx) on foil
thickness, it was essential to give careful consideration to the treat-
ment of the finite energy loss. The data showed that (dE/dx) was nearly
linear in velocity; therefore we have used the following definitions:

(dE/dx}y = (Ein - Eoug)/t [2]
with
v = (vin *+ vout )/2 [3]

Ein (vip) is the most probable incident energy (velocity),

Eout (vout) is the most probable exit energy (velocity), and t

is the target thickness. Results of this treatment were compared with
more elaborate procedures involving integration through the foil
thickness taking into account the quadratic parameterization of (dE/dx)
versus velocity. The results were found to agree with equations [2] and
[3] at the level of <1% even for the thickest foils.
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The final values for (dE/dx)} as a function of foil thickness are
shown in Figure 2. The statistical uncertainties in the thickness
determinations are included. There is a further uncertainty (. 4%) in
the absolute values arising from the assumed #He stopping powers (9)
but this has not been included since it represents an overall scaling of

the thickness dependence.

5. COMPARISON WITH MKW THEORY
A full description of MKW theory may be found in the original
paper (ref. 2); a convenient summary of the main results has been given

by Beauchemin and Drouin (4). For a single collision MKW write the

energy loss as:
q(n) = co *+ (€2 + cpln 2 (4]

where n is a reduced scattering angle, c2 and cp are coefficients
describing the inelastic and elastic energy losses respectively and cq
is the energy loss associated with zero angular deviation. For passage
through a foil of thickness t, the most probable energy loss at zero

degrees has a simiiar form:
I (0) = nco + (e + cp) Un(0) (5]

where n is the number of collisions, assumed to be equal toc the number

of atomic layers in the foil through the relation

‘ﬂ
n =4’N1/3% [6]

Here N is the number of atoms per em3, p is the density {g cm-3)
and t is the target thickness (g cm=2). For carbon n = 16.87 when

p = 2.25 g cm=3. The quantity T,(0) in equation [5] is the most
probable reduced energy loss for observation at zero
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degrees. It is tabulated by MKW as a function of the reduced foil

thickness, v, where

T = ﬂazNg. (73

Here, a is the usual screening parameter given by a = 0.8853 ag

[Z§/3 + 22/3]'1/2. For Ne in carbon, T = 0.435 t (t in ug cm'Z).

It can be seen that the form of equation [5] corresponds exactly
with that of equation [1]. The quantity ncy is the electronic energy
loss and {cp + cp) 65(0) is the collisional energy loss made up of
elastic {nuclear) and inelastic components. These same parameters in
MKW theory also give the energy loss in a single atomic collision by eq.
(4].

To analyze the thickness dependence, the data were least squares
fitted to equation [5] with ¢, and {cp + c,) as free parameters.

The results are shown in Figure 2. Unfortunately MkW tabulate T,(0)
only to T =15 so that only data for thicknesses <35 ug cn~2 were

used to obtain the fitted values. Extrapolated values of Yy(0) were
used to extend the fitted curves to larger thicknesses; these are the
dashed portions of fig. 2. Qverall the fits were good with normalized
chi-squared values ~2-6. This indicates that the uncertainties (calcu-
lated from the statistical errors of the peak fitting) correspond to a
scatter in the data of ahout half that observed. The quantity c, is

calculated from

22
_ 4 M1 (2122 e

<, i S
E'ME a

[4]

Results for cy, C2 and cp are shown in Table 1.
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6. DISCUSSION
Stopping powers for the Ne = C system show marked thickness depend-

ence. In all caces the MKW fits reproduce the shape of this depend-
ence reasonably well. The extracted MKW parameters in carbon show that
the contribution of inelastic collisions, c2, to the total energy loss
exceeds that of the nuclear scattering, cn, by a factor of 3-4. There
are no points of energy overlap where we might compare our data with
that of other workers. The values obtained by Beauchemin and Drouin (4)
for Ne and Ar in carbon were obtained at a smaller velocity. If the
experiments may be compared, then apparently the coefficient ¢y must
remain constant between their highest velocity, v/vqg = 0.47 up to

v/vg = 0.75, where our data begin,

We observed that the values of cqy appear to increase roughly
linearlv **th velocity. According to the theory of Lindhard, Scharff
and Schiott {LSS) (11), the electronic stopping power should have the
form S = k(v/vy) where k = 3.78 (keV cm? ug=l). In general,
our values for ncg, which is to be identified with S, are 17% lower
than the LSS prediction although they have approximately the same velo-
city dependence. Our cq value for 20Ne > C at v/vg = 0.85 is
v 11% lower than extracted from ref. 4 extrapolated to the same

velocity.

A further test of MKW theory would be to measure baoth the angle
and thickness dependence for the same system. To date this has been
done only by HBgberg (1). The MKW parameters derived from the angular
dependence for 14N+ at 32.5 keV agreed roughly with those derived
from the thickncss dependence (2); however, as noted above, the fit to
the thickness dependence was unsatisfactory. It would be desirable to
examine whether or not the angle dependence for the Ne »C system studied

here could be reproduced with the present parameter values.

Mertens and Krist (12) have recently measured energy losses (AE)
for 300 keV 4He, 14N in C. They find a linear dependence of AE on
the foil thickness for both projectiles, where the target thicknesses
were obtained from, separately, quartz microbalance measurements, proton
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energy loss data, and Rutherford backscattering data, the latter two us-
ing 300 keV lH particles. They hypothesized that particles heavier

than protons and penetrating a solid experienced increased "pre-equili-
brium" stopping. They conclude that dE/dx for 14N - C is larger for

the first few atomic layers than throughout most of the foil, since the
AE{14N) versus target thickness {t) straight line plot has a posi-
tive intercept for t = 0. A straight line extrapolation of our

20Ne > C data to t = 0 yields a negative intercept, in disagreement

with their result. Further measurements are in progress to determine
our target thickness using the energy loss of protons.

7. SUMMARY

We have measured the thickness dependence of the most praobable
eneray loss for Ne ions in carbon in the velocity range 0.75 <v/vqg <
1.05. Our data have been analyzed within the framework of the MKW
theory, and show that there is indeed a thickness dependence that is too
large to be explained by elastic (nuclear) energy loss alone. We find
that we need a term that is 3-4 times larger than the elastic term to
explain the data. Our data are consistent with another recent experi-
ment on the same system that measured the energy loss as a function of
angle at lower velocities (ref. 4). Our results are not in agreement
with those of Mertens and Krist (12) for a similar system. Further
careful experiments are necessary to resolve the disagreement.
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FIGURE CAPTIONS

Figure 1 - Gaussian fits to typical data tc determine the peak (most

probable) position.

Figure 2 - Results for the thickness dependence of stopping powers.
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solid lines are fits to MKW theory.
are calculated with the fitted parameters and extrapolated values fronm

the Mk tables (cf. text).

Summary of the

extracted from

v/vg

0.75
0.85
0.95
1.05

Co

0.138
0.156
0.182
0.210

TABLE 1

coefficients ¢y, €2 and cp

The

The dashed extensions of the curves

the present work using MKW theory

(units are keV).

* 0.001
0.001
+ 0,001
+ 0.001

4+

+

c2

1.64 + 0.20
2.00 * 0.12
1.68 % 0.13
1.38 * 0,14

0.65
0.50
0.40
0.33



400

1000

COUNTS

500

b .

t=534.52*+0.13

“
l -'..‘db.~'-.pr_'-...\.-.“ }#'.‘.-.....
I

{

. u_.’.’ LR

.’y
D e 1

G

t=516.35*0.08 ns
'N',..-r’"." ‘e
P T ccstutiad L 1 | e T e
575 550 525 500 475
TIME-OF-FLIGHT (ns)

Figure 1



STOPPING POWER (keV cm? ug™')

148

3.0 ——————— "

2.8

> V. g.75
v,
2.4 1,

{
i
t
t
!
-
I S S R

1
30l ‘//////4//4/""””* ____________ |
. Y 2085
2.8 4 v, |
3
2.6L |
3.8 }
3.4}-— -o—-—-‘ “““““““““ = i
&2i4:iy/////‘/f"-%é= 0.95
3.0
mo( ]
3,8 B Shalandehinnits |
Vv
e AR 0 |
|
340 |
I 1 ; | —J
25 50 75
TARGET THICKNESS (ug cm?)

Figure 2




149
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1. Introduction

"Restricted Energy Loss (REL)" is defined as an energy loss
[(dE/dX)F wJ that produced the 6-rays of energies less than some specified

energy w and is often used ws a simple measure of track structure. For
example, REL is a measure of track formation threshold in plastic track
detector and the growth rate of track in chemical etching solution is
considered to depend only on REL given along the track. Using a stack of
plastic sheets, recently, it became possible to identify isotopes of
incident particles. In that case, the limit of mass resolution is
determined by fluctuation of REL in the length of etch pit produced along
the path of particle.

1
In the middle of the 1970's, Badhwar ) and Adams, Silberberg and

Badhwarg) a computer program to calculate the probability distributicn for
energy deposition in absorber allowing for electron escape. In this
calculation, it is assumed that all electrons with energies greater than

a certain value Ed escape. This means that this calculation directly gives

the fluctuation of REL. Therefore, we tried to use the computer program
developed by Adams et al.(ASB) to estimation of the ultimate mass
resolution in plastic detector as mentioned above. In this paper, we show
firstly the comparison of ASB's calculation with the experimental results
obtained by a gas counter and next the results of estimation of ultimate
mass resolution in plastic detectors.

2. Comparison of ASB's calcuiation with experimental results

[N

Most resently, Nagata, Kikuchi, Doke and Gruhn measured the energy
deposition in a gas proportional. counter of effective length of 10 cm,
filled with Ar + CHM(7 %) gas mixture of various gas pressure, for high

energy helium, carbon, neon, argon and iron ions3’ 4) and found that their
deposited energy distribution are in good agreement with those calculated
by ASB's computer program. Table 1 shows the experimental conditions in
these measurements. In this table, K = g/enax’ where

£ = ETTZ?eth/mvg (zl
particle, e and m ; charge and mass of electron, N and x ; volume density
of electrons in absorber and thickness of absorben and Emax is the maximum

e and v ; nuclear charge and velocity of incident

enerygy transferred to electron in absorberby an incident particle. The
comparisons between fwhm-values o: the deposited energy distributions
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obtained by the calculation and by the experiment are shown in Fig. 1. Namely,
Fig. 1 shows the variation of fwhm-value of deposited energy distribution
as a function of the atomic number of the particle Zl’ measured for

rarticles heavier than carbon ions under the condition « < 0.01, as well
as the theoritical curves for Ed = 10, 15 and 20 keV obtained by ASB's

calculation, where Ed is the deposited energy of escaping electrons from

absorber and is an adjustable parameter for fitting the calculated
distributiorn to the experimental one. As seen in the figure, the
expermental results shows the same tedency as those obtained by calculation

and, except argon data , are on the calculated lines for Ed = 10 and 15 keV,

which correspond to the electron (extrapolated) ranges of 1/4 and 1/8 of
the counter thickness. Fig. 2 also shows the variation of the fwhm-value
of deposited energy distribution as a function of the counter gas pressure

for helium(sHe) ions under the Vavirov region{ x= 0.03 ~ 0.3). The black
squaures represent the experimental data and the open circles represent
the fwhm-values obtained from ASB's computer program assuming that Ed

equal to the energy corresponding to the electron range of 1/8 of the
counter thickness . The agreement between the experimental value and the
calculated ones is very good. As seen from the inserted figure, * =
depesited energy spectrum calculated for the low pressure counter has a
bump in the high energy side. In this region, however, we do not yet

ascertain whether the calculated spectrum is correct or not.

3. Application of ASB's calculation to estimation of fluctuation in REL

Here, let us apply ASB's calculation to estimation of REL
fluctuation, which is required from a view-point of isotope-identification
by a stack of plastic sheets. Firstly, we explain the outline of the
isotope-identification Mmethod.

i) Outline of isotope-identification method

To identify the mass of heavy particles, a stack of plastic sheets
as shown in Fig. 3 is used. After irradiation of heavy particles, the plastic
sheets are etched in NaOH solution under the same condition. Then, the
etch pits as shown in Fig. 3 appear on both side of each plastic sheet,
excepting a final sheet, in which the particle stopped. If the cone
length of etch pit L are plotted as a function of residual range R, we
find a curve, which corresponds to a certain isotope, 2s shown in Fig. 4.
Such a curve shifts toward the right-side with increase of mass and charge
of particle., If the fluctuation of L is smaller than the gar between two
adjacent curves, thegfore, we can identify their two particles. For

example, the vertical separation between 55Fe and 56Fe is about 2 % and

therefore, if the fluctuation{(r.m.s.) cf length of etch pit, including

measurement error, is less than 1 %, 55Fe can be identified from 2 Fe.

Recently, we found that the fluctuation of the track length{ = 200 um) of

etch pit in CR-39 plastic produced by Fe ion of 100 MeV/n is roughly 1 %5).

Next, we will estimate the fluctuation of L caused by the fluctuation of



REL under the same condition.
ii) Estimation of fluctuation of L

We can estimate the fluctuation of REL over a certain length by
putting that Ed = w, where w depends upon the kind of plastic film, for

example, w = 200 eV for CR-39 plastico). To obtain the fluctuation of L
from the fluctuation of REL, we must know the relation between L and REL.
If all plastic sheets in a stack are etched under the same condition, L is
propertional to the growth rate of etch pit VT' In general, VT is a

function of only REL and is given the followiug formula,
vy (L) =a(REL;".

For CR-39 plastic, n is given to be 2.2 in the present region. Therefore,
we can estimate AL/L from A(REL)/REL using the relation of AL/L =
2.2A(REL)/REL, where A means the r.m.s. value of the fluctuation. Thus,
we estimated £A7./L for the etch pit length of 200 ym in CR-39 plastic
irradiated by 100 MeV/n iron-ions. The results for the cases of w = 100,
200, 300, 500 and 1000 eV are shown as a functicu of the energy of iron-
ions. From the figure, we can obtain AL/L = 0.143 %. However, the actual
fluctuation of L was 1%. The difference between the calculation and the
experiment can not be explained even if the measurement error of + 0.5 %
is taken into consideration. Now, we consider that the main part of the
fluctuation of L comes from the inhomogneity of sensitivity in plastic.

If so and the inhomogeneityin CR-39 plastic is reduced to half, it is
cxpected that the mass resolution of CR-39 plastic becomes comparablc to
ti:at of semiconductor detector telescope.
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Table 1
N
Projectile 3He 3He 3He 12C 2ONe OAr 56Fe
Energy(MeV/n) kO Lo Lo 450 670 1800 1870
Gas pressure .4 521 0.49  0.10  0.10 0.10 0.10

{atm.)
K 0.06k4 0.13 0.31 0.0061 0.0085 0.0053 0.0105
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INERTIAL~CONFINEMENT FUSION APPLICATIONS OF ION STOPPING THEORY
Richard M. More, Yim T. Lee, and David S. Bailey
University of California, Lawrence Livermore National Laboratory

Livermore, California 94550

Inertial-confinement fusion research has recently raised a
variety of novel questions about range and energy~loss of fast ions in
hot matter.

In part, our interest in ion energy-loss is stimulated by propo-
sals for a hypothetical future accelerator which would have suffi-
ciently intense beams for use as a target irradiation facility. This
approach is regarded as promising since accelerators offer efficient
beam generation and appear to have good coupling of beam energy into a
fusion target. For this application, the main scientific questions
concern energy-deposition in hot targets.

Existing range-energy data refers to solid or low-temperature gas
targets composed of neutral atoms or molecules; however, inertial
fusion plasmas will have temperatures up to 1 keV resulting in highly-
charged target ions. Theoretical calculations performed by Nardi,
Peleg and Zinnamonl predict a significant shortening of ion ranges
in heated targets. This effect is caused by thermal ionization; free
electrons are better able to accept small energy-transfers. The cal-
culated range-shortening would substantially improve the performance
of certain concepts for heavy-ion fusion targets.

Even in current laser-fusion experiments we are strongly inter-
ested in the thermalization of charged particles resulting from therm-
onuclear reactions. The basic guestion here is whether the thermo-
nuclear reaction will be self-sustaining; as the deuterium-tritium
fuel reacts it must heat itself sufficiently to make up for various
cooling mechanisms. The physics question thus concerns the range and
stopping of @ particles and protons both in the D-T fuel and also in
possible target capsule materials.

From the theoretical side, we are also interested in methods
employed in ion stopping theory. If one can accurately calculate the

collisions of heavy atoms in the multi-keV energy-range for ion
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stopping, then it is prokable that similar methods can be applied to
calculate ion encounters which occur at thermal energy in hot plasma
targets.

We would therefore like to develop methods to calculate:

1) The stopping power of a hot plasma target,
2) The charge-state of a fast ion projectile,
3) The final disposition of the deposited energy.

The first issue refers to the stopping power for protons. As
mentioned, the proton stopping power is altered in high-density or
high-temperature targets, especially at velocities below the stopping
peak.l—4'10 The second issue concerns the application of a proton
stopping curve to the arbitrary projectile. Much less is known on
this subject. In particular, we are skeptical about the usefulness of
the usual idea of an equilibrium charge state Q(v) that is independent
of the target material or irradiatica conditions. For example, very
heavy ion projectiles (i.e., 10 GeV uranium ions) which enter the
target in a neutral state probably do not strip to their equilibrium
charge state before significantly slowing down., If the charge state
is affected by charge-transfer from target atoms, it will change with
their temperature., The third topic is more specialized to inertial
fusion and concerns the partition of deposited energy between ion
{nuclear motion) degrees of freedom and those corresponding to bound

and free electrons. The question here is whether a thermal equilib-

rium plasma is produced.

THEORETICAL MODELS FOR ION ENERGY-LOSS PHENOMENA

In this talk we summarize a few results obtained from statistical
models of the Thomas-Fermi family. These models are not necessarily
the most elaborate or accurate, and in some cases there are substan-
tial corrections to Thomas-Fermi predictions. We limit ourselves to
the statistical models because they offer the simplest comprehensive
picture of ion collision and range phenomena.

Three specific Thomas-Fermi models are found to be useful:

a) The isolated Thomas-Fermi groundstate ion. In this model a

nucleus of charge 2 is surrounded by a spherically symmetric cloud of
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bound electrons. The net ion charge is Q. We are interested in the
ion radius R{Z,Q), the icnization po*ential I(Z,Q), mean ionization-
excitation potential E}Z,Q), dipole polarizability a(Z,Q), and
cross-sections for recombination or iconization by free electrons.

b) A pair of Thomas-Fermi ions in collision. The physics model
in this cace is characterized by the nuclear and ion charges (Zl, Ql;
Zz, Q2) and by the internuclear separation R. We are interested in
the groundstate interaction potential U(R), the nuclear stopping
cross~-sections, and possible charge~transfer or excitation-transfer
cross-sections. Specifically, we would like to ger-~ralize the well-
known results of Lindhard, Nielssen and Scharff5 and Firsov6 to
collisions involving ions,

c) Thcmas—Fermi plasma or fluid. This model describes a homo-
geneous fluid or plasma state having a finite density and tempera-
ture,7_9 and is used to describe the heated target material. The
finite-temperature Thomas-Fermi equation is solved in a spherical cell
centered on one nucleus; the cell radius is determined by the plasma
density p. In each cell, there are enough free electrons to guaran-~
tee electrical neutrality. This model is often used to calculate the
average charge Q(p,T} of equilibrium target ions and also bulk ther-~
modynamic properties such as the piressure or energy~density. We use

this model as a basis for numerical calculations of the electronic

stopping-power of hot plasmas.10

ISOLATED THOMAC—FERMI IONS

The isolated Thomas-Fermi ion represents a textbook model for
atomic/ionic structure.ll The model is based upon the Poisson
equation for the self-consistent electrostatic potential V(r) within
the atom and the Fermi-gas formula for the electron density n(r) in a
zero-temperature (fully degenerate) state. These equations arve solved
numerically. One of the most useful and interesting features of the
Thomas—-Fermi model is a scaling law which relates properties of any
two atomic species. For cxample, the ion radius obeys the scaling law
R = Z_l/3RO(Q/Z), where Q/2 is the fractional degree of ionization

(= 0 for neutral atoms). Thus the single function Ro(x) describes
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the Thomas-Fermi radii of all possible ions. Similar scaling-laws
apply to all atomic properties including the total binding ene:igy

E_ =373 E,(0/2) and the ionization potential I = z4/3 I,(0/2),

TOT
defined as the derivative of E with respect to Q.

The actual ionization potggzial should be distinguished from the
mean or efrective ionization potential which enters the high-velocity
Bethe-Bloch stopping formula. This gquantity may be defined as the
logarithmic average of the local plasma frequency within the atom;
following this (traditional) definition, the scaling law is E_= ZEB(Q,Z)
as originally discovered by Bloch. Comparison of the ionization
potential with this mean excitation-ionization energy shows that they
are not very similar (Table I).

Another interesting property of the Thomas-Fermi ion is its
dipole polarizability a = 1/2 aO(Q/Z). This is the ratio of the
induced dipole mmoment 3 to the applied field E(m) in the case where
a weak uniform field is applied to the ion. We may also ask how much
of this applied field penetrates to the region close to the nucleus of
our ion; this is measured by a ratio 8 = E(O)/E(m), where EXO) is
the portion of the total electric field having Pl symmetry close to12
the nucleus. By a very pleasing theorem, the ratio is exactly Q/Z.

The ion scaling functions are given in Table 1 (many of these
guantities have been calculated previously). We should caution the
reader that the neutral atom (Q - 0) is a limit for which the Thomas-
Fermi theory is relatively inaccurate. However, for the arbitrarily

ionized atom, the Thomas-~i'ermi data represents a convenient body of

useful information.

THOMAS-FERMI IONS IN COLLISION
Collisions of neutral Thomas-Fermi atoms were studied by Firsov6
and Lindhard, Nielsen and Scharff,5 who calculate an interaction
potential U(R) defined as the groundstate energy for internuclear
separation R minus the groundstate energies of the separate atoms.
Our immediate practical interest is to generalize this potential to

the case of colliding ions.
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We expect that the potential U(R) between ions can be represented

as a modification uof the LNS-Firsov potential:

2 ¢0(R/a) small R
leze
U(R) = ———— (1)
R 29,
ET large R
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In this equation, we assume that the LNS-Firsov screening is appropri-
ate for small internuclear distances whereas a Coulomb potential of
usual form applies at larger separations. However, we must decide
where to switch between the two forms.

One conjecture is that the form changes at the internuclear sep-
aration for which the ions just touch; i.e., R = Rl + R2. This
idea appears to be substantially incorrect (i.e., changing form at
this radius does not give a smooth connection). Instead, it is more
accurate to employ, at each radius, the larger of the two screening
functions defined in eq. {(1l).

In order to settle this question, we require a method for calcu-
lation of in-erionic potentials. We have adopted a simple procedure
which appears to be quite accurate. We calculate the force between
ions I'(R) at separation R as a surface integral taken over a surface
separating the ions (e.g., the midplane for a symmetric collision).
The integrand is a stress tensor consisting of an electron pressure
tensor and an electromagnetic stress-tensor. This method was proposed
by Lee, Longmire and Rosenbluthl3 in an unpublished report (see aiso
Refs. 9, 10). Lee, et al. calculate the potential U(R) for a self-
consistent two-center Thomas-Fermi problem. They obtain the potential
for seven values of the spacing between neutral atoms. We have
applied the stress-tensor method to the simpler charge density
obtained by superposing undistorted charge densities of the two ions:
n(r) = nl(r - Rl) + nz(r - R2). Our results agree to a few percent
with those of Lee, Longmire and Rosenbluth for the neutrals (and to a
similar accuracy with results obtained by the LNS prescription),

except at large separations.
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When generalized to interaction of charged ions, the stress-
tensor method confirms the assumed potential (of course, it yields a
smooth transition between the limiting forms of eq. (1}).

Concerning the potential U(R), we must point out that there are
interesting objections to its use for the case of ion interactions;
the same cbjections also apply to the more usual case of fast ions
interacting with neutral target atoms. Consider a high-energy colli-
sion of a highly stripped nickel ion with a neutral nickel target
atom. On classical reasoning, it appears that a substantial charge-
transfer would occur if the ions reach a small enough separation.
Indeed, if the instantaneous electron distribution is apgproximately
the groundstate distribution for small internuclear separation, then
the two ions must separate in essentially equal ionization states. In
this case, the potential governing the approach of the particles must
differ from that governing their recession. Likewise, to give a real-
istic physical description, we must make allowance for excitation and
radiation by electrons during the collision.

Using the potential of eg. (1) it is straightforward to general-
ize the LNS nuclear collision cross-section to the case of ion colli-
sions. The recoil cross-section reduces to a function of the single
variable [ « (E'T)l/z, where E = laboratory collision energy and T =
recoil energy of the target nucleus. This reduction is justified in
the present case by the fact that the distance of closest approach
Rmin is a function of [ for the low-energy collisions (7 << ;max)'

Tt is theory predicts an increase in the production of low energy
ion recoils. The long-~range Coulomb potential U = Q1Q2e2/R produces
large numbers of low-energy recoil ions which are not produced if the

target atoms are neutral, The effect is accentuated by the substan-

tial decrease of low-energy electronic stopping in hot targets.

THOMAS~FERMI FLUID
In a previous workshop, we have described the application of the
Thomas~Fermi fluid model in calculations of electronic energy-loss

S(E) for hot and/cr dense plasmas.lo
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The calculations cited apply the finite-temperature electron-gas
stopping theory developed by Skupsky2 and Arista and Brandt3.
These calculations give approximate forms for the finite temperature
stopping number Lo(n, T; v) per electron for a uniform electron gas
of density n, temperature T for protons of velocity v. The theories
are based on the random-phase approximation,

In the Thomas-Fermi fluid picture, the atomic calculation yields
a temperature-dependent electron density n(r) reflecting thermal

ionization and the plasma density. This then gives an atomic stopping

number

3
Latom = j n(r) Lo(n, T; v) d'r

on the basis of the usual inhomogeneous electrun gas model.l4

The statistical-model calculations described he-e do not exhaust
the range of interesting questions and we believe that a large amount
of additional scientific study will be required before we have a

satisfactory understanding of ion range phenomena in plasma targets.
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The numbers

Table I, Properties of Thomas-Fermi groundstate ions.
are scaled to Z = 1.
Q/2 Ig 1o Eg Ro ol

(eV) (ev) (eV) (A (43)
0.1 8,951 0.280 -20.908 5,141 36.006
0.2 11.526 0.882 -20.852 3.267 7.581
0.3 14,374 1.826 -20.729 2,365 2.390
0.4 17.694 3.210 -20.472 1,795 0.861
0.5 21.744 5.206 -20.058 1,383 0.318
0.6 26.953 B.147 -19.400 1.061 0.112
0.7 34.190 12.736 -18.374 0.791 0.0342
0.8 45.664 20.851 -16.739 0.552 7.608 x 10-3
0.9 69.991 40.336 ~13.859 0.321 7.362 x 10-4
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v
'§$\ ENERGY LOSSES TO SURFACE PLASMONS BY CHARGED PARTICLES*

R. H. Ritchie and J. C. Ashley
Health and Safety Research Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830 USA

Experimental work reported by Biersack at this Seminar indicates
that appreciable energy loss specific to the surface of a stopping
medium may occur when a charged particle traverses condensed matter.
Some time ago the authors(l) made an estimate of the magnitude of such
losses for a surface plasmon model in another connection.

Here we review briefly the theory of charged particle energy loss
to the surface plasmon field for a swift charged particle incident on
a model metallic system. We estimate the expected energy loss for some
representative cases.

To establish the order of magnitude of the surface effect, a sche-
matic model is sufficient. A swift ion with charge Ze crosses the
surface of a plane-bounded, semi-infinite electron gas that is char-
acterized by a dispersionless surface plasmon mode with eigenfrequency
ws. The velocity vector, ¥, of the ion makes an angle O with the surface

(2,3)

normal. It is a good approximation to write the probability, Ps'

of exciting a surface plasmon during the crossing as

R 7 2

P Q,‘(f: - - (‘_gf-_ (1)
E j v
hytese L

where C is a constant of the order of one and v, is the component of the

ion velocity perpendicular to the surface.

*
Research sponsored by the Office of Health and Environmental Research,

U.S. Department of Energy, under contract W-7405~eng-2€ with Union
Carbide Corporation.



165

A disturbing aspect of Egq. (1) is that PS may be greater than 1.
This defect is due to the fact that Eqg. (1) was derived under the
assumption that no depletion of the initial state is allowed. Approxi-

(4)

mate accounting for this is accomplished by writing

) nolP

s) . o . . .
where Pé ) is the probability of creating n surface plasmons in a crossing
of the surface. This Poicson distribution of losses has the property

o«
s .
that I P( ) = 1, as it should.
n=0 N

Then the total energy, ES, lost to the surface plasmon field must

be given by

oS
_ s~ . ) A 142
Eg- nhe P,L = ‘kws Ps - G 3‘4
n=t I

For a 30-keV proton incident on a metallic surface at § = 89.5°

with the normal, PS "vo10 and
FEy ~2cc ey

for a representative value of'ﬁws = 20 eV. On the other hand, if a 30-
keV proton is incident normally, Ps o1l and ES = 20 eV,

Hence, one expects a rather small contribution from surface plasmon
creation to the energy loss by lons compared with the losses experienced
in the bulk of foils with ordinary thicknesses. For example, a 30~keV
proton should lose Vv 12 keV to bulk processes in traversing a carbon
foil only 1000 A thick.

It should be pointed out that the description of surface losses

given abcve will result in an overestimate of their contribution to the
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energy loss of a charged particle. This is due to the fact that the
losses to surface modes described above are partially compensated for by
a decrease in loss to bulk modes near the surface.(z) The lattexr is
attributable to orthogonality of the eigenfunction of the surface modes
to those of the bulk modes.(4)
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(1970) .
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STOPPING OF SWIFT IONS IN CONDENSED MATTER:
THE THEORY OF EFFECTIVE CHARGE
George Basbas
Physical Review Letters

Post CGffice Box 1000
Ridge, N.Y. 11961

Abstract

The stopping power of a dielectric medium for
a swift ion is calculated for a prescribed
electronic structure on the projectile, The
electronic charge <carried by the projectile
in traversing the medium is dictated by a
stripping criteria, From the resulting stop-
ping power an effective <charge may be in-
ferred. This charge successfully predicts
the energy loss for a variety of ions and
targets encountered in the laboratory.

I. INTRODUCTION,

The energy loss of swift ions in matter is often dis-
cussed in terms of an effective charge which allows the ion
to be viewed as a point charge devoid of electroniec s.ruc-
ture, In the Bethe stopping-power theory, and in the linear
dielectric response theory, the energy loss of a bare parti-
cle is proportional to the square of its charge. The con-
cept of the effective charge brings the theory for ioms into
contact with the successes of the theory of material stop-
ping powers for bare particles, Indeed the definition of
the stopping pover for an ion as the square of its effective

charge times the protom stopping power is an ansatz for ef-
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fective <charge. In this approach the study of the physical
phenomena responsible for the energy loss of swift ions is
concentrated in the question of the effective charge for a

projectile while traversing the stopping medium,

The problem is to determine the effective charge, The
research of Brandt and coworkers [1] has beea directed at
this tantalizing, important and controversial problem, Re-
cent developments [2] have led to an organization and cla-
rification of this issue in the study of the energy loss of
swift ions in condensed matter, It is the purpose of this
report to describe the theory of effective charge which has

emerged.

The key feature advanced by Brandt and Kitagawa [2] s
the assertion that the energy loss of a swift ion depends
upon the solution to two separate problems. One is the
determination of the ionic (real) charge state of the pro-
jectile in the stopping medium, The other is the <calcula-
tion via 1linear dielectric response theory of the stopping
power of a projectile with the electronic <charge density
which corresponds to the ionic <charge state. It is the
identification of these physical components, &end their sub-
sequent analysis, which wushers the <concept of effective
charge into the realm of systematic evaluation, The treat-
ment given by Brandt and Kitagawa of these two features is

discussed below.
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II. CHARGE STATE OF AN ION PENETRATING CONDENSED MATTER,

In the reference frame of a projectile the <conduction
or valence electrons of the target appear to be streaming by
at the beam velocity Vi The mazximum emergy which «can
be delivered to a target electron from the medium is the en-
ergy of an electron with velocity Vi Only projectile
electrons bound with 1less energy can be removed by colli-
sions with the target electrons, This leads to a stripping
criterion which determines the charge state of the projec-—
tile: v < vy Only electrons with velocities which
satisfy this inequality can be lost by the projectile, Here
Ve is the velocity of a bound electron in the projectile
frame of referemnce, If the velocity distribution which
characterizes the electronic structure of the imncident pro-
jectile is known, then the number of electroms satisfying

the stripping criterion cam be calculated, The ionic charge

state, @ can be inferred from the relation

1 [
Q, = Z - N (1)

The projectile atomic number is Zl' and N1 is the
number of electrons which remain on the projectile after

stripping. Atomic units are used throughout,

This simple picture of how the ionic charge state is

determined has the compelling virtue of transparent physics,
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If one prefers a more detailed description of the <capture
and loss processes which contribute to the charge state, how
equilibrium is apprcached and what the charge state distri-
bution might be, the theory of effective charge presented
here d4o0es not prevent it. The models used in this discus-
sion are introduced for the purpose of laying clear the

theoretical grounds upon which effective-charge theory is

built,

III, STOPPING POWER yOR A SWIFT ION WITH ELECTRONIC STRUCTURE,

In linear dielectric response theory the electromagnet-—
ic fields induced in the medium by the penetrating charges
are calculated and used to compute the power dissipated per
unit volume, The integration over space and time yields the
stopping power, The key ingredients are the charge density
of the projectile and tht dielectric response function of
the medium, The charge density of a moving mnucleus with

electronic density Qg is

Q= Zy g(f*l&i) - QQ('-"PE‘{), (2)

where r refers to an arbitrary point in the stopping medium
and the projectile is taken to move inm & straight line,
Maxwell’'s equations are solved by the method of Fourier

transforms in which the space and time variables are re-
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placed by wave number, k, and fregquency, W , variables,

The following ezpression for the stopping power results:

kv —

2 [Juym
S* g e RW | v Il ] 4

elhu) (3)

This expression is valid for any dielectric response func-
tion é(klw), and for amny <chtarge density. (The Fourier
transform of the charge density is indicated inm Eq. (3).)
Only the restrictions of linear response theory apply. Ac—
“vrding to Brandt's program for calculating the effective

charge, the electronic <charge density has a totul charge

Nl’

Q&A‘V =l\ji' (4)

The determination of N, was discussed in the previous

1
section,
The presentation of the theory is now complete. With
choices for N, Q& , and é(k‘uf). the stopping power

fur an ion in a particular medium can be calculated.

It should be pointed out that for the practical needs
of energy loss calculations no more need be done, Explicit
determination of the effective charge is mnot necessary. On
the other hand, (o obtain insight into the rich variety of
penetration phenomena that have been the constant topic of
these several workshops requires that the effective charge

be extracted from the theoretical formalism and its proper-
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ties elucidated, In the next section examples are cited
from the instructive analysis of effective charges given by

Brandt and Kitagawa,

IV, MODEL CALCULATION OF EFFECTIVE CHARGE.

In order to obtain amalytical results for close inspec-
tion of the phienomenon, Brandt and Kitagawa choose an elec-
tronic charge density for the projectile in the form

Ni A C'R/A“

(5)

(Chbey iy

The screening length Jﬁ_ is determined by minimizing the

interaal energy of the projectile, Reference [2) gives the

deteils and an assessment of the accuracy of Eq. (3).

The present discussion is confined to results obtained
for high velocities, The plasmon-pole approximation for the
dielectric function is employed to evaluate Eq. (3) and
yields an expression im closed form for the stopping power
[2]. This leads immediately to a formula for the the effec-

tive charge, Z‘. via the defimnition:
2
Z = (S/Sp). (6)

where Sp is the topping power for protons, In the high
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velocity limit the reczult is

%2 = (/) 212 + (1/2) le, (7)

A partition rule is apparent since the Zlvsquared term
corresponds to the bare charge which gives the scattering
interacticn strengtu in close collisions for which the
projectile's electronic structure gives no screening of the
nuclear charge. The contribution from distant collisions is
the Ql—squared term, These collisions are governed by

the interactiom strength of the nuclear charge screemed by
alt the projectile electrons {(cf. Eq. {(1)). The contribu-
tions are equal (the factor 1/2 is common to both) but
weighted by the charge, Z1 or Ql, appropriate to the
collision distance, For a fully stripped particle (Ql =

Zl) the distant an¢ close collisions contribute exactly

+he same to stopping. This is the equipartition theorem,

fquation (7) provides another theorem in the <case of
neutral projectiles (Q1 = ), The stopping power of the

medium for meutrals is half that for bare nuclei. The ef -

fective charge of a neutral atom is 0,7 of its nuclear

cherge.
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V. S¥Y.MMARY AND CONCLUSION,

This report gives a gualitative discussion of the
theory of effective charge developed by Brandt and cowork-
ers, A thorouwgh treatment is found in the paper by Brandt
and Kitagawa and in the report to this conference by Kita-
gawa, These articles also convey the substantial relation-
ship between the theory of effective charge and results of
experiments designed to elucidate the phennmena of swift
ions in condensed matter [3], The success of the theory in
accounting for discoveries in the laboratory demonstrates
the utility of Brandt’s approach to the calculation of stop-

ping powers, end the efficacy of the <concept of effective

charge.
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Effective Charge of Energetic Ions in Metals*

M. Kitagawa
Department of Electronics North Shore College
Atsugi 243, Japan
and
Werner Brandt
Department of Physics, New York University
4 Washington Place, New York, N.Y. 10003, USA

Effective charge of energetic ion, as derived from stopping power of
metals, is cilculated by use of a dielectronic-response function method.
The electronic distribution in the ion is described through the variational
principle in a statistical approximation. The dependences of effective
charge on the ion velocity, atomic number and rS—va1ue of metal are derived
at the low-velocity region. The effective charge becomes larger than the
veal charge of ion due to the close collisions. We obtain the quasi-uni-
versal equation of the fractional effective electron number of ion as a
function of the ratio between the ionic size and the minimum distance app-
roacih.  The comnarison between theoretical and experimental results of the
eifective charge is performed for the cases of N ion into Au, C and Al. We
a¢lso discuse the equipartition rule of partially ionized ion at the high-

velocity vegion.

I. Inuroduction

Tre researches of effective charges of ions, esprcially for experi-
mertal analyses relating to the stopping power at the Tow-velocity region,
have taken a position of the basic themes in the field ov .on-matter inter-
actions fur a long time. Northc]iffe], and Betz2 have reported general
reviews of fthis field firom the experimental and theoretical standpoints of
view at each past mowent. Recently, Zieg]er3 has collected the stopping
power data covering over the wide range of the light to heavy ions based
on numerical analyses. On the other hand, since the theoretical works
perfqrmed by Lindhard, Scharff and Sh1¢tt4, F‘irsov5 and Lindhard and Win-
ther6 at the first half period of 1960, it has becowme possible to make
comparisons between theoretical and experimental data quantitatively.
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However, the agreements of various parameters between then, those are, the
velocity v and atomic number Z] of ion, rs—value of metal, and the atomic
number Z2 of target atom, are not so enough. As far as the effective cha-
rge of heavy ion concerns, the analyses of experimental data by universal
scaling due to v]/Z]z/3 have been performed by Brandt7’8 and Moakg, since
the velocity, or energy criteria of effective charge of heavy ion have
been proposed by Bonr]a, or Lamb]]. Here Z$/3 means the avaraged velocity
of electron given by the statistical treatment in Hartree atomic unit.

For He jon case, in order to explain the effective charge, the avaraged
relative velocity between ion and electrons in metal, Vies has been intro-
duced]z. Recently, Ferrell and Ritchie]3 have improved the stopping pcwer
calculus of He ion by taking into account of 1s-type electronic distribu-
tion bound in it. In this manuscript, we develop the theory of effective
charge, which is derived from stopping power, by taking into account of
the structure of electronic distribution bound in ion, according to the
variational principle of statistical treatment, which is derived in Sec.II.
In Sec.III, we calculate the fractional effective charge ¢ at high- and
low-velocity regions, and formulate the equipartition ru1e6 in the case of
the partially ionized ion. The comparisons between theoretical and expe-

rimental results are also made in Sec.III,

II. Electronic Distribution of Ionic Projectile

We consider the stopping power of a medium for the ion with velocity
Vie in which N electrons are bound in its ionic state. The number of ele-
ctrons bound in jon, N, depends on the ion velocity relative to electrons
in metal. In such a case, the charge density of ion is written

(Fv,*) . (1)

o) (?-V t) = Z]a(?—71t) - 1"

] e

ne

In the above, Z]d(?-v]t) and pe(?—V]t) are the nuclear and electronic cha-
rge densities of ion, and for all results in this manuscript, we use Hartree
atomic unit Cﬁ=e=me=1).

The stopping power S for partially ionized ion is calculated according
to the classical electro-magnetic approach as follows
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-+

;‘7] { > > .
S=—lp (r,t)e(r,t)dr , (2)

where Z is the electric field acting the ion, which is derived through the
following electro-magnetic equations in Fourijer space
2 >
»

ke (k,w)e(k,w) = 4x (k)s(w-
0 phelk) v )

Flk,w) = -iks(k,w)

In Eq.(3), e(k,u), ¢(k,w) and Z(k,u) are Fourier components of the dielect-
ric function, the scalar potential and the electric field, respectively.
pne(k) is defined through Fourier component of the ionic charge density,

/ _ - .
pne(k,w), as pne\k,w) = anne(k)d(m-kv1). pne(k) corresponds to Fourier
component over the space coordinate of the rest system of ion, R. Using

Fas.(2) and (3), we obtain

{ kv
_ 2 dk 2 -1
S = ”—V? T fpne(k)l dw wlm(-¢  (k,w)) . (4)
] 0
in order to calculate the stopping power by use of Eq.(4), we derive the
>

slectronic distribution, pe(R) (R=p-
riational principle of the statistical treatment according to the follow-

v]t), bound in the ior through the va-

ing approximation.

M 2

bo(R) = g ™" (5-3)
(2055 (N,20)) = B+ AEg + Eys (5-b)
E. = - 1 jdﬁpe(R)/R = -Z,Na (5-c)
E,. - %<fdﬁ jdﬁ’ oo (o (R7)/ [R-R-| = Niaya (5-d)
Cein = T fdﬁ o (R) (3175 (R))%/3 = ¢ %32 (5-¢

aE/3a = 0, E/3N[y 5 = 0 (5-F)
1
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where £, Eee and Ekin are the potential energies between nucleus-electron
and e1ectr0n -electron, and the kinetic energy of electron in the ionic sys-
tem. (3“\2/3(3)5/3r(4) = (0.240, where r(z) is the Gamma function.

5
Eq.(5- f) denotes the var1at1ona] principle. The second equation in Eq.(5-

f) gives the condition that the total electronic energy of neutral atom

(Z]=N) gives a minimumized one in comparison with those of the ionic cases.

Accordirg to the above calculus, we have

2Y30-(Gv4) (V/2,))

a(Zy,N/25) =
1 1 ZCO(N/Z])2/3

m
il

- 223wz B0 Gray vz ) frac,

A= 477

In Figs.(1) and (2), we show oz/Z”3 and E/ZY/ as functions of Q (= 1- )

plotting together with the wesu]ts of the case that we use Lenz- Jensen dis-
tmbutwn]4 for Pa (R). Q denotes the fractional degree of jonjzation. The
values of E/Z //3 at the point of Q=0 in Fig.(2) correspond the numerical
results of ours, Lenz-Jensen(L-J) and Thomas-Fermi(T-F)} models. The agree-
mert between our and Lenz-Jensen models is well. Transforming Eq.{5-a) to
Fourier space, we have the analytic representation cof pne(k),

=
Q

p. (k) = Z'l(]“ ‘2’;‘;2 5 ) . (7)
+a

Using Egs.(4},(7) and the imargi-ary part of the dielectric function
Im(—e'l(k,w)), we can derive the stopping power and the fractional effec-

tive charge ¢ which is defined as

= 13/2, = [5/5y.51"% . (8)

where SN=0 indicates the stopping power for hare nucleus.

II1I. Effective Charge Derived from Stopping Power

a) High-velocity case

At the high~velocity region, caovering the Bethe-Bloch r2gion end below
it, but not including the relativistic one, we can use the approximate rep-
resentation of the dielectric function firstly proposed by Hedin and Lund-



179

quist]s, and used for the calculation of the wake potential by Ritchie et
16

al. =, for the free-electron gas system,
w2
e(kyw) = 1+ g : (9)
wg+B k“+k /4-w(wtis)

In Eq.(9), Wy and w_ denote the plasmon energy and energy of band-gap in
the case of semiconductor. 8=(3/5)]/2kF indicates the phase velocity of
plasmon, and the term of 4th-power of k in the denominator denotes the
contribution of the sing1e—e1ectron excitation. Using Eq.(9), we have

m(-e " (k,w)) = —Em A) (10)
§-+0

where A = [02+p2k2+k%/471/2 and szwé+wé.
From EFgs.(4) and (10), we obtain the upper and lower values of k which

correspond to the maximum and minimum momentum transfers, k+ and k .

1/2
+ [2(v2-62)+2/(v2-62)2-92J/

~
n

k = [2 vf-32 y-2v{v 2'"?)2-QLI
and w2 t,
S = gy | dtlp (£))2/t (t=k?) . (12)
1 Jt '

Using Eqs.{7),{8),{i1) and (12), we obtain ¢ as follows

22 = Q2+ (1-Q)[(1-Q)(1/(uz+1)-1/(uz+1))

+(14Q) In{ (uz+1)/(u2+1) 33720, (13)

where L=Tn{u,/u_), and u =k /o and u_=k_/a.
For the limiting case connecting to Bethe-Bloch region (v]>>s,/§; ),

we have

k+=2v

1 and k_:Qp/V] (14-a)

L:Tn(Zv]/ﬂp) and ¢2=1/2+Q%2/2 , (14-b)

where L becomes the L-factor derived by Lindhard and Winther6. The first
and second terms of z2 in Eq.(14-b) correspond to the contributions due to
the close and distant collisions. Although, strictly speaking, the contri-
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butions due to the core electrons of the target should be taken into acco-
unt, the stopping power for neutrally fast projectile becomes smaller as
1/2 than that for the bare neuclus in free electron gas, which is the ex-
tended eguipartition rule corresponding that for the bare nuclus derived
by Lindhard and Winther®. From the condition of (v%h-BZ)Z—QS=O in Eq.(11),
we have the threshold velocity, vth=(B2+Qp)1/2, below which the plasmon .
contribution diminishes. This gives the almost same value used by Ashley "°

b) Low-velocity case
The imarginary part ot the dielectric function at the low-velocity

region is obtained as an approximate formula by taking into account of the
Debye type screening effec . due to free e]ectron56’18,
0 2ko/ (k2+k§)2  (k<2k)
Im(-E (kaw)) =

( 0 (otherwise)

Integrating over w in £q.(4), we have S and ¢ by use of Eq.(7),

N

v

E

ZTZIO(nkF) , (16)

(o8]

T
and

¢ = (1-(1-0)/Cy)2+L(1-0)/C, 12Ty (v2)/ 1o (nk )
+20(1-0)/6,101-(1-0)/C Dz o,k )/ 1 (k) (17)
where CD=1—k5/a2, k5=4kF/n, Y=2kF/a and

IO(z) = In(1+z)-2/(1+z2)
(a.kF) = [1n(1+y2)~k51n(1+nkF)/a2]/CD

(18)

%0
In the above, kF is the Fermi wave number. «y gives the ratioc between the
ionic radius (1/a) and the minimum distance approach (1/2kF) corresponding
to the maximum momentum transfer at the lTow-velocity region. Expanding g
as a function of Q and kF in terms of vy, we have more siwplified relation

between ¢ and Q,

£ = QHC(ke)(1-Q) In(1+v2) (19)
Clkp) = mkp/D( k) Ig(ak)1-2/mke (20)

Intraducing an effective number of electrons bound in the ion, N*=Z1-ZT,
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and using the relation of 1-N*/N=(z-Q)/(1-Q), we have
T-NA/N = (k) Tn(T4y7) (21)

In Tab.{1), we show the values of C(kF) for the cases of Au, C, Al and Cs.

The dependence of C(K on k or re is weaker than the variation of kF’

- on ke,
or v . In Fig.(3), we show the numerical results. Solid curves correspond
Lo each metal {eq. Au, C, Al and Cs). The plots described as ¢ are exact
nueerical calculations estimated from Eq.{(17) under the various combina-
tionz between projectiles {C, N, Ar, 1 and U ions) and targets (Au, C, Al
and (s}, in which we tave the values of Q=0, 0.197, 0.447 and 0.852. The
LE"* or rnga]ues are referred from Ref.(19). In drawing each solid curve,
we have to teke into account of the available criterion of the statistical
treatyaent ot o For the upper 1imit of each curve., we choose it as the
case of 7}*5. hfhw dependence on kF’
selid Surve s weak, and the agreements between solid curves and numerical

or r_ value of metal appearing in
pel

plate e guite well. Then, Eq.(21) gives a quasi-universal equation bet-
pren O Al

e

oo U0 mi2Ke @ comparison with the experimental data, we calculate

Ui o wtioctive charge « based on the theoretical results discu-
. , ) . . ]
reve o Guind the velocity criterion for (Q, developed by Bohr 0 and

Coiet Y dna vecenl iy tnproved by Brandt et a].]c by introducing the

st velar bae velocity ve. between the projectile and the electren in

. 20 . e .
I N S R I R . In Tig.{4), we show the numerica

1 results for the
Lackes of I ey ints A, O and A1, together with the experimentail data per-
21

Sacna b ohnte enoat,

In Fig.{4), the dashed curves denote the nume-
drccl veantte obtatned from £9.(19), and the solid curves mean the results
af the doutie namerical integration of £q.{(4). In such a numerical integ-
pation. we use Lhe tindhard dielectric function6. Also the solid curve is

. ) . . 2273 . , ) .
the scaling curve as 2 function of yr(:vr/L]'J), which is weli established

fur the fraciacnal degree of donization of heavy jons’" 912 The cmall
discrepancies due to the analytical approximation for Eq.(4) appear at the

higher region of S There appear the deviation from the universal scali-

<
)

ng and the v -, oy kywdependence in r as calculated here. The experimente]

data for N don into Aw, C and Al indicated by open symbols support the eff-
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ective charge theory as presented within the dielectric function method

here.

I1V. Concluding Remarks

Making use of the dielectric-response function method, we calculated
the effective charge of partially fonized ion passing through metals, as
derived from the stopping power. The distribution of electron bound in the
ion was derived through the variational principle in the statistical appro-
ximation. The ionic radius u-] and the total electronic energy E of the
ion of our model well agreed to those obtained from the case that we used
Lenz-Jdensen distribution. The dependences of effective charge on the ion
velocity relative to those of electrons in metals, the atomic number of the
ion, and the rs-va1ue of metal were estimated. The analytical expressions
of the fractional effective charge were derived at the low- and high-velo-
city regions.

The effective charge ZT becomes Tlarger than the real charge of the icn,
Z1-N, due to the close collisions because of the fact that the jonic radius
usually becomes larger than the minimum distance approach of the scattering
between the jon and the electrons in metals. At the Jow-velocity region,
we obtained the quasi-universal equation of the fractional effective elect-
ron number of the ion as a function of the ratio between the ionic radius
and the minimum distance approach. On the other hand, at the high-velocity
region, we also derived the extended equipartition rule of the partially
ionized ion within the free electron gas model. In the case of neutrally
fast projectile, the fractional effective charge r becomes smaller as 1/V2
than that of bare nucleus, which indicates the stopping power for neutrally
fast projectile becomes smaller as 1/2 than that for the bare nucleus. The
threshold velocity was also obtained, below which the plasmon contribution
diminishes.

The comparisons between the theoretical and experimental results were
performed for the case of N jor into Au, C and Al by use of the velocity
criterion of the fractional degree of ionization Q by introducing the ava-
raged relative velocity between the ion and the electrons in metail. The-
oretical results gave the rsudependences shown in Fig.(4). Such a kind of
rs-dependences were also pointed out in the case of He jon into Au, C, Al
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and Cs]e. The experimental data supported the effective charge theory as
presented here. Such kinds of results were also obtained for the cases of
Me and Ar 10n521. From the velocity dependence of the effective charge,
it will be able to derive the deviation from the linear velocity dependence

of stopping power for the cases of heavy ions in the low velocity region2
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Figure and Table Captions

Fig.(1) G/Z}/3 as a function of Q. The solid and dashed curves show our
results and those in the case of using Lenz-Jensen distribution.

Fig.{2) E/Z]7/3 as a function of Q. The solid and dashed curves have the
same meanings as Fig.(1).

Fig.(3) 1-N*/N as a function of - for the cases of Au, C, Al and Cs bomba-
red by C, N, Ar, I and U ions. The solid curves and plots (e)
correspond to the results derived from Eq.(19) and calculated
numerically from Eq.(17).

Fig.(4) Comparisons between the theoretical and experimental results for
the cases of 7N ion into Au, C and AT,

Tab.(1) C(kF) as a function of kps or 1 for the cases of Au, C, Al and Cs.
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EFFECTIVE CHARGE OF LOW-VELOCITY NITROGEN, NEON AND ARGON IONS
Ii¥ CARBON, ALUMINLY! AND GOLD

Friedrich Schulz

Gesellschaft fiir Strahlen- und Umweltforschung mbH, PTA
D-8042 Neuherberg, FR German,

and

Werner Brandt

Radiation and Solid State Laboratory, New York University

4 Washington Place, New York, N. Y., 10003, USA

Stopping powers S of low-velocity nitrogen, neon and argon lons Iin car-
bon, aluminum and gold have been measured Iin order to deduce effective
charge fractions I = Z]_I(S/SP)I/Z, where Z] is the atomic number of the
swift ion. The proton stopping powers Sp have been taken from literature
data. The ‘experimental' effective charge fractions are compared with the
results of a new theory by Brandt and Kitagawa which involves the calcu-
lation of the stopping powers SQ and SZ] for an ion of charge Q and the
respective bare nucleus. It is found that the cexp—values are in much
petter agreement with cth than with the calculated mean degree of ioni-
zation of the swift ion in the target. However, the theory cannot fully

account for all details of the experimental data. In particular, the ob-

served Z]—dependence of cexp is more pronounced than predicted.

I. INTRODUCTION

Calculations of the stopping power S of low-velocity heavy ions in
solids are usually based upon an ansatz of the form

SES(ZT,ZZ,VI)= [ZT(v],zl)]zsp(v],zz). (1)
In Eq. (1) v, denotes the ion velocity, Z‘ and Z2 the atomic numbers of
the ions and the target atoms, respectively, and Sp the stopping power
of the solid for bare protons at the same velocity v, Using Eq. (1),
stopping power calculations are essentially reduced to the problem of

evaluating the effective charge ZTe of the swift ions. Previously, ZTe
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has been assumed to be identical with the mean electric charge, Qe, of
the partially stripped ion.] More recently, Brandt and Kitagawa2 have
calculated ZT in a dielectric-response approximation. In this approach,
the density distribution of the N electrons bound to the swift ion is
viven by a variational statistical approximation. For an ionic charge
Q= ZI—N, due to close collisions, ZT is predicted to be a function of
the ratio between the fon size and the mean electron spacing in the me-

dium. I[n particular it is found2 that ZT is always larger than Q.

In order to compare the predictions of the Brandt-Kitagawa iLheory

wilh experimental data we define an effective charge fraction . With

reiercnce to Eq. (1)

=7 “hss M (2)
] p

“ince available experimental stopping powers for low velocity ions scat-

o boup to g factor of two, we have performed an elaborate study of

. . 3,4 .
chie enerpyv loss ot He, N, Ne and Ar in C, Al and Au.”’ Particular atten-

ticr has been devoued to elucidating detrimental effects introduced by
rte ocrvetiatlinity of the target foils. Proton stopplng powers required
nocvdduating L have been taken from the literature,

I1. EXPERIMENTAL

stoppin. power measurements were performed using the New York
oyt 300 BT Denatron accelerator. In order to improve vacuun con-

drotos, toe whele beam transport svstem was redesigned. The base pres-—

. -5 .
nre 1 the new target chamber was 2 x 10 Pa. Due to the improved con-
ditrons, woaleh included the use of a LN cooled pressure step, carbon

i bdeup on the tarpets was never observed.

Mamentun analvsis of the beam before and after passage through the
R . fa) .
“arget foils was achieved by two 90 magnetic spectrometers. The momen-—

tus rosolution of the {irst spectrometer, which defines the velocity of

5x 10‘4).

1re

L . -4 . -
the Lncident ion, was 4p/p=2.4x 10 (corresponding to 4E/E
: . -3
The resolution of the second spectrometer was AE/E~ 10 ~. The angular
divervence of the incident beam was < 0.05%. Velocity spectra after tas-

sane of the ions through the target foil were measured with an angular
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FIG. 1. Schematic of the experimental arrangement

resolution < 0.1° at angles of observation, % , between 0° and 2° with
respect to the incident beam direction (Fig. 1). As shown below, the
ability to measure velocity spectra at scattering angles & # 0 is essen-
tial for discriminating between random and (partially) channeled loss
components of a spectrum. A detailed description of the experimental

set~up will be given elsewere.3

Carbon foils with a thickness of about 15 ug/cm2 were provided by the
Brookhaven National Laboratory. Foils of aluminum and gold were prepared
at the Technological Laboratory of the Physics Department, University of
Munich, with stated thicknesses of 24 ug/cm2 + 10 Z and 150 ug/cm2 + 10 Z,
respectively. In an independent approach to determine the foil thick-
nesses we measured the energy loss of 300 keV He. The non-uniformity of
the foils was found to be less than 2 % (probed area ~ 5x | mmz, beam
size 0.3%0.2 mmz). Assuming Ziegler's empirical He stopping power func-
tions6 to be correct at Ein= 300 keV, the thicknesses turned out to be
13.6, 26.0 and 130 ug/cm2 for C, Al and Au, respectively. Judging from
the scatter in the compilation of the literature data,6 che foil thick-
ness thus determined can be assumed to be uncertain to within * 10 Z or

less.
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III. EVALUATION OF THE MEAN ENERGY LOSS AND THE STOPPINC POWER OF

TRANSMITTED IONS
Figure 2 shows representative examples of velocity-loss spectra of
505 keV Ne in foils of C, Al and Au at two angles of observation F= 0°
and ¥ = 1.3°, It is immediately evident that, in the case of Al and Au,
a variation of the angle of observation results ir pronounced changes of

the shape of the spectra. Only in the carbon foils the spectra remain
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essentially unaffected by variations of . We attribute the low-loss
(high-velocity) peaks in Fig. 2(b) and (c) to channeling effects. The
effects seen in Fig. 2(b) and (c) cannot be removed by tilting the target
with respect to the indicent beam (cf. Fig. 1). The only practicable way
to circumvent these problems is to measure loss spectra at sufficiently
large angles of observation. The same conclusions were reached by Mertens
who observed loss spectra similar to those of Fig. 2(b) and (c), but less

well resolved.

The energyv-loss component of interest here is the low-velocity peak
observed for ¥ = 1.3°, This peak is considered to represent the random

energy loss. From the velocity spectra we find the mean energy, E _,

cut
of ions transmitted through a foil of areal density Axq. The correspond-
ing stopping cross section S is then defined as

S(E])= %.%E . - gg EinAEout (3)
1 A xQ

where n(atoms/cmB) and 9(g/cm3) are the number density and the density

of the target, respectively. A, is the atomic weight of the target, Na

Avogadro's number, Ax(cm) tue foil thickness and E1==O.25 (E;éz + E;é%)z.
The position of the random loss peak could be determined with an un-

certainty of 1 to 2 % for He and N , 2 to 3 % for Ne and 4 to 6 % for Ar,

the hetter zccuracy relating to the higher ion velocities. The total

uncertainty in determining AE thus ranges from 3 to 8 Z.

Experimental stopping cross sections for Ne in C, Al and Au are com-
piled in Fig. 3(a)-(c). As far as the results of the NYU experiments
(Schulz et 31.4) are concerned, both the raw data (+) and the corrected
data (¢) are given. The corrections for nuclear stopping are based upon
the procedure introduced by Fastrup et a1.8 In our calculationsA we used
the 'average' potential after Wilson et al.9 It is evident from Fig. 3
that the corrections become noticeable only at very low velocities. Com-—
parison of our own results with those previously reported by other
groupss’lo_15 shows that on the basis of the new data the scatter in the

experimental stopping cross sections is reduced significantly. More de-

tailed results will be reported elsewhere.A
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1IV. EFFECTIVE CHARGE FRACTIONS
'Experimental’ and 'theoretical’ effective charge fractionms, ;exp and
cth’ are presented in Fig. 4(a)-{(c) as a function of the reduced rela-
2/3

tive ion velocity Vr/VOZ] , where v is the relative velocity betgeTg
the projectile and the valence electrons in the respective medium.”’
It is seen that the effective charges are up to a factor of four larger
than the degree of ionization 9%h calculated by Brandt.]7 This discrep-
ancy is much larger than any conceivable experimental error. The estimated

. . . .
uncertainty in Cex is 15 7. Thus, the difference between Cexp and S

seen in Fig. 4 is real,

a5 T 7 T T T T T T T T T T

{al Z, —C

o
~
T

[e]
L
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o
N
T

(o)
T
I
l

EFFECTIVE CHARGE FRACTION I

0 T N R I W DU B I
0 02 04 0 02 04 0 02 04
REDUCED RELATIVE VELOCITY v,/{vZi7?

FIG. 4. Effective charge fractions of nitrogen, neon and argon ions in
(a}) carbon (b} aluminum and (c) gold versus the reduced relative velocity.
The theoretical curves for are derived from Ref. 2, Zeh is due to

Ref. 17. th

By contrast, the agreement between cexp and Seh is seen to be quite
good. The theoretical and the 'measured' charge fractions differ from
each other by at most 35 7 with a relative root mean square deviation of

16 %, taking into account all 74 experimental data points.

Detailed inspection of Fig. 4 reveals certain trends which are not yet
accounted for by the theory. (i) A Vr—velocity dependence of cexp is evi-

dent only for Cexp > 0.25; theory predicts a monotonic increase in Cth'
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(ii) The influence of the target material on the effective charge is less
pronounced than predicted. (iii) The empirical Zl—dependence of ¢ has the

proper trend, but tends to be more pronounced than predicted.

V. CONCLUSION

The present study shows that effective charge fractions of low-veloc—
ity heavy ions in solids, derived from the ratio of stopping cross sec-
tions for the respective ions and protons of the same velocity, are fairly
well described by the Brandt-Kitagawa theory. A firmer proton data base
than emploved here is required to improve the reliability of the empiri-
cal values. Refinements of the theory appear desirable 1in order to ac-
count for the strong Zl—dependence of the experimentally determined effec-

tive charge fractions. There Is also a need for more studies on the be-

haviour at very low velocities, VI/VOZ?/B < 0.2.
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CALCULATION OF THE EQUILIBRIUM MEAN CHARGE OF HELIUM IONS

T. Kaneko and Y. H. Ohtsuki

Department of Physics, Waseda University, 3-4-1 Ohkubo Shinjuku,

Tokyo 160, Japan

ABRSTRACTS

Zv—osoillation of the equilibrium mean charge of 1 MeV He ions
discovered by experiments is confirmed by caiculating both the
electron-capture and -loss cross sections, employing two-state atomic
expansion method and Born approximation, respectively. Our calculations

are in good agreement with the experimental results.
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81. Introduction

In the MeV energy region of helium ions, negative charge states
can be neglected. So we consider only the singly- z2cod doubly-ionized
helium iens. And also the cross sections of the double-electron-capture
and -loss may be neglected in comparison with those of the single-
electron-capture and ~loss. Considering from the experimental data that
the capture cross section is larger than the loss cross section in this

energy range, the equilibrium mean chaige a is giver by

R o
91 * %12

It is important to know that only two cross sections, 012 and 021, are

q=2-

needed to describe the a.
§2. Electron-Capture Cross Section

Here we derive the electron-—capture cross section of He2+ ions.
The target materials have many electrons and all of them will contribute
to the electron-capt.. " cross section. We assume that when one electron
in the target atom is captured, the others hardly influence the capture
process except screening the target nuclear field. Namely each electron
contributes independently. The electron to be captured is called the
active electron. Also we employ two-state atomic expansion method for
detailed calculations of the matrix elements.

The wave function of the active electron is governed by the time-

dependent Schrodinger equatiom,

. oY _
i 3t = HY
Z Z
T
"2 1

where Zz(Zl) is the nuclear charge of the target (the projectile) and
rz(rl) the position vector of the active electron from the target nucleus

(from the projectile). 1Imn eq. (2), the trajectory of the projectile is
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assumed to be a straight line, so we neglect the scactering potential
between the projectile and the target nucleus. In general, ¥ is expanded
in terms of the "travelling eigenstates' both of the target and the

projectile such as

.

o= a(t)@A(rz)exp[—i(g*; -+ %vzt + EAt)]
()4, (rexpl-1(- T% + vt + £,0)], (3)

where @A(@B) and EA(EB) are the eigen~function ipd the eigenenergy of the
target (of the projectile) respectively. And, v is the projectile's
velocity and ? the position vector of the active electron with respect to
the midpoint of the internuclear axis. The expansion coefficient a(t)
(b(t)) is the probability amplitude of the active electron to find in the
cigenstate of the target (of the projectile) at the time t.

From ¢qs. (2) and (3), we get the following differential equations,

. 200 iwt
1 - SHa{s) = ~ y o+ -
i( STaf a(t)(hAA SABhBA} b(t)(hAB SABhBB)e
2 - —iwt
i(1 - 3 = - + - e )
i(! 57)b(t) b(t)(hBB SBAhAB) a(t)(hBA gﬁAhAA)t
(4)
whoere
i = C,\ - EB
’ S S ®
T Tap YA
Q . ! - *‘:’ A (i:;'j\
PAB A VRTFP ik
SBI\ , ”
hoL= (- 290 exp(iver)
" T ( £, Ppe*P
: ! % Z‘-‘[) i ( R ->)
= d o = R/ - o
'BA J by ( e Aexp(-iver
( kS ZJ_
h = |d1%, (- ?—)¢A

AA ) A ]
Z

' 14 % 2)
gy T[Ty o)l

In the above, dT is the volume element. SAB and SBA are the overlap

integralis between travelling eigenstates, and hAA(hBB) the average
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potential energy of the interaction between the active electron and the
projectile (and the target nucleus).

To solve the eq.(4), we introduce new variables dA(t) and dB(t) by

the following transformation,

a(t) = dA(t)exp[—ijt dt'o(t')]
t (6)
b(t) = dB(t)expl-ij 00dt'B(t')]
where
a(t) = (hy, - 8,50 /(1 - 5 .
B(t) = (h,, - S.,h, /(1 - §%)

BB BA AB

Then we obtain the coupled equations from eq. (4).

.0 _ _ Q2 , .

i dA(t) = dB(t)(hAB SABhBB)/(l ST expliwt + io(t)t] ©

.Y _ B <2 i e

i dB(t) = dA(t)(hBA SBAhAA)/(l ST)expl-iwt io(t)t]
where t

o(t) = de'{a(t') - B(t")}. (9)

By solving eq.(8) for the straight-line trajectory with the

initial conditions ; dA(t = ~) = 1, dB(t = ~y = (, We can obtain the

electron capture probability PC(O) as a function of the impact parameter

0 from the equation;
2
P.(P) = |dy(t = =)|", (10)
and also obtain the electron-capture cross section 021 as follows,

P
_ max . .
Opy = ZﬂNA fo dpep PC(Q). (11)

Where NA is the number of the equivalent electrons in the shell of the
target atom. pmax is the upper limit of the impact parameter.

We consider the case such as the projectile's velocity is larger
than the Bohr velocity, S2 may be negligible in comparison with unity.
§ represents the distortion of the electron wave function in the nuclear
field of the projectile and the target. This is also neglected because
of the high velocity.

In the second equation of eq.(7), considering the Initial conditions

and neglecting 82 and 6(t), the transition probability amplitude of the
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electron is expressed as

0 Z
. - _1 -+
dB( t = o) = ~1f mdt[dT(jJB*(rl)(— hAA)®A(r2)
- +> >
* expf-i(ver + we)]. (12)

Neglecting the term hAA in eq.(12) means Brinkman-Kramers approximation
[1]. We use Hartree-Fock wave functions for neutral atoms to describe

the electrons. The wave function @A is given by [2]

ni-1
Dy " - Cers
}C N_r exp(—gir)YOO(9,¢), for s-state

n -1
s . i - — ,
N ZCiNir 1exp( Cir)Y10(6,¢), for p-state a3
n.-—
. i N
%Q,Nir exp ( Cir)Y2O(O,¢), for d-state
n., =1, 2, ...... )
1

{2 the above, (., and Ni are the expansion coefficient and the normaliza-

tion constant, respectively. The relation between Ci and Ci is determined

the variational principle. Yln(0,¢) is the spherical harmonic func-
J]

[ERRISIN

Il wave function of the captured electron in the projectile takes

vhe Toljowing form,
3/ -
o (ro)y = (Ta j) }C exp(-a Ty )
Bl 1 1 N1 ,
) (14)
N Lo
\ a, =
L 1 Zl
I owe nezlect h\_ in equation (14), we get the form of the dg(p) as a
tunction of the dimpact parameter p as follows,
7
2 4
dB(P) 3 iCZNl[o( C )] r for s-state (15)
and
%
I~ 21 v owoy 9 am. r oneat.
dB(,) 8v'3 Z1 , (2 + o, %Ciwi[a(—;i)] for p-state (16)

and for d-state,

¥ 1 2 2
d ) = 16V51 2 Zc N, [a( Z, )] ifr, -{z.” + 3%+‘\‘7)) 1,11,

1 i
(m, =1, 2, ..... ) (L7)
i
where
1= {Ko(ap) - KO(Bip)}/X,
1, = (1,/%) - {oxl(Bio)/ZBix}
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2 2 |
= ) - {cK. (2 ¢ 83
I, (Iz/X) {p KO(BiO)/BBi X} - o K, ( i ) /4 I,
2

X = siz -l (18)

2 2 v w, 2
“ = zl * (5-— v)

22 v, w2
B, = oo (2 + )

In eq.{18), KO and Kl are the modified Bessel functions of the second
kind. The impact parameter dependence of the capture probability aprears
in terms of the arguments of KO and Kl. The variables, o and Ei’ depend
on the projectile's velocity v, while X is independent of the velocitv.

§3. Electron-Loss Cross Section

The cross section for the electron~loss can be calculated to be the
.. . . + . . . .
ionization cross section of He ion. When the projectile with the

nuclear charge Z, and with only one electron collides with the neutral

1
target with nuclear charge Zz, the total Hamiltonian H is given bv
1 412
= - = —_ +
i MR TR , FHOPHE Y Y
e 1 2 l"‘ l
H =)(-54 ) t3 ) _
t P2 oran g, T2 2 gy Ty T Ty
1 “1
H, = -5 Ap - ¥
i 2 1 1
Z Z
e LT TR LT R
int 3 |T,; - RI [F1 + R] ~ § [f25 - 1 - R

In the above, M is the reduced mass in the laboratory system. And
?Zi (i=1, ...,22) is the position vecior of the target electron from
the nucleus and ;l is that of the electron from the projectile's nucleus
and R the relative position vector of the projectile from the target

nucleus. Ar is the Laplacian operator with respect to the variable r

(r = R, Tyis rl).

The wave function of the total system is expanded by the product
of the eigen-functions of the target, ®A’ and the projectile, ¢B, such
as

b= AZB Fapg(R) €4 (0ppseenuTpy Yop(xy) (20)

’
where FAB(ﬁ) is the expansion coefficient and @A and ¢B satisfy the

A,
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following equations,

t A A A (21)

=€
Hi¢B B¢B

in the above EA and EB are the eigenvalues of the electron state A in
the target and that of the electron state B in the projectile respectively.
Inserting ¥ into the Schradinger equation ;

HY = EU (22)

we obtain the follewing differential equation ;

-
L+ K : R) = g o

¢ KaB )TM?“) K3 VaBa'B' AT 79

' o |0 *g ¥ L2 o N dr,.dr

Vasats' = 2" %% % O Vind! a9t y219r25901

KAB‘ = 2M(E - €, - eB). (23)

The scattering amplitude 8AB of the transition from the ground
state both of the target and of the projectile to the state A of the

target and the state B of the projectile, is
- . - P
2MI796p0 ~ Fab@an) 1121650 ~ o))

By =T 07, (283
Lie 7

o= K- K

.?H R AB( *9022 . 79 )

fAO(Q) = }¢A i E—lexp(iQ'?Zj)} ¢Ojgldr2j (25)

; f =

fiﬂ(a) = j&Bhexp(i6¥l)qod?l.
it the above, KOU and ﬁAB are the wave vectors in the ini.tial and in the
rinal stale respectively. The cross section of this trancition is
oivtained hv ointegrating over the solid angle dg,

Tan T };\;_(lj Bap! 40 (26)

Because the clectron-loss is considered as the ionization of the projec-
til., the state B of the projectile is in a continuous state.

First, in the case that the state A is in the ground state, the
target remains in the ground state and so the ionization is caused by the
total potential of the target atom. The cross section of this process

is given by
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Zo 2 £q t 2
~ 2 max 4 1 R
01 = SW(EQH) [ a% <|l —'E: foo(—zlq)| >
1 - 9min Kmax (q)
X f k I(g3, k) (27)
0

Kmax(Q) = (an - l) )
where K is the wave vector of the ionized electron and n the ratio of the
projectile's velocity v to the orbital velocity Zl of the electron of the

projectile, that is to say n = v/Zl. In eq.(27),

g2 2 1 2 2 g2

T(q,k) = 294%la * 30 + <] exp(- ¥ tan 1 ¥ qZ —«2)
’ 3 73
[l+(K+q)2] [1+ (x -4q9)7] l—exp(—g—ﬂ)
(28)
and
2 e

Ynin = 2v’ Ymax

Moreover, <***°*> means the average over the direction of the momentum-
transfer vector a and it is reduced to a scalar function.

We use the Hartree-Fock wave functions for calculation of the form
factor fgo(—2135 as well as the capture process. The target form factor
is the sum of each electron's form factor;

foo(-21) = g féo(-zl;)'Ni
where Ni is the number of the equivalent electrons in the i-th shell of

1 >
the target atom and f;o(—zlq) the i-th electron's form factor.

84. Numerical Calculations and Discussions

First we calculated the electron-capture probability PC(D) as a
function of the impact parameter P for the carbon and the calcium targets,
which results are shown in Figs.1 and 2 respectively. For the carbon
target, we can see that 2p-state electrons have the largest contribution.
On the other hand, for the calcium target 3p-state contributes mainly to
thr capture process. In both cases, the dips of Pc(p) are caused by the
node of the wave functions in the state. So we can conclude that for the
calcium target, the M-shell has the dominant contribution than any other
shells, while the L~shell contributes dominantly for the carbon target.

Next, we calculated the electron-capture cross section
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091 for various targets from the values of Pc(p). As shown in Fig. 3,

we can see the oscillatory behavior. The peaks are marked at the
positions where 22 equals 4, 10, and nearly equals 22 and 45 for 1 MeV
He2+ These positions reflect the dominant contributions of the K. L, M
and N shells respectively. This is explained by the fact that the Hatree-
Fock energy levels of target electrons which has the most dominant
contribution at the peak positions, nearly equals to the ground state

2+
e’ .

energy lcvel of the electron which is bounded in the H The broad

peak in the capture cross section of the targets which have the atomic

number between twenty and thirty is due to the fact that the energy levels

\yj and 3p-states increase gradually with the atomic number. Therefore
Lhwu/:levels are near the ls-state energy level of He2+ over the broad 22.
When the energy of He2+ becomes 2 MeV, the absolute values of the

capture crcss section decrease and the peak positions tend to shift a
little to the larger atomic number., According to the results on the
c¢lassical basis, those electrons whose orbital velocities are comparable
with the ion velocity have the dominant contribution to the capture
process. But our quantum-mechanical calculations lead us to the result

that the orbital electrons which satisfy the condition: lCA - eB]<<(l/2)
2
m v~, play a dominant role in the capture process.

In Fig. 4, we show the calculated results for the electron-loss
cross section. In Fig.5 , we show the equilibrium mean charge of helium
ions by using our computational values of the electron-capture and -loss
.ross sectiows. The overall feature of the Zz—dependence is in good
agreement with the experimental (gas and solid) data OF Fukuzawa’®s
FroLT.
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Fig. 1 One-electron capture probability Pc(p) of 1 MeV He * for the

carbon target as a function of the impact parameter p.
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Fig. 2 One-electron capture probability PC (P) of 1 Mev He2+ for the

calcium target as a function of the impact parameter p.
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MEDIUM DEPENDENCE OF CHARGE STATE FRACTIONS
OF MeV He BEAM

Fumio Fukuzawa

Department of Nuclear Engineering,
Kyoto University, Kyoto 606, Japan

We have measured the charge state fractions of He ions
in the energy range 0.5-2.3 MeV by means of backscattering
method. The charge states and energies of scattered He
ions were analyzed with the combination of magnetic deflection
and a position sensitive solid state detector 1). In this
method we can use thick targets and therefore we can easily
obtain the data cver various kinds of target materials.

In addition to the benefit {or preparing the target without
difficulty, thick targets can be treated easily such that
they can be heated up and also evaporated on the surface
without destroying the condition of data aquisition.

In our apparatus, the collision chamber was evacuated
with o011 diffusion pumps with liquid nitrogen traps and

7 Torr. Very small

attained only to the pressure of 10
amount cf contaminating substances on the target surface

can affect drastically the charge state fractions of He ions
scattered from the target, giving the same result for diff-
erent target materials

In order to prepare clean surface, two methods were
employed; raising target-temperature and continuous evapor-
ation during measurement.

By raising target-temperature, as can be seen in Fig. 1,
the mean charge calculated with measured charge state fract-
ions shows abrupt change at about SOOOC, and saturates above
800°C. This saturation value is thought to be characteris-

tic to the target material itself 3).
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In the case of continuous evaporation, as shown in Fig.
2, the characteristic mean charge was obtained at high eva-
poration rate ccmpared to the sticking rate of residual gas
molecules on the tz.oget surface 4).

These two kinds of data are summarized in Fig. 3 to-
gether with the gas tarvget data for the mean charge of 1 MeV
He ion for various targets. It is clearly seen that the
mean charge oscillates as a function of target atomin nr.uber.

The solid curve in this fifure is calculated by the
following formula,

q = (6 2675)/(651% 61)-
The electron loss cross sections 612 were determined empiri-
cally by connecting available experimental data. The elec-
tron capture cross sections 621 were calculated on the basis
of Bohr-Lindhard model 8). In the present calculation, we
have taken into the discrete orbital velocities and orbital
radii of all subshell electrons in the target atom. They
were estimated from the binding energies 9) and radial dis-
tributions 10) of subshell electrons. Two fitting para-
meters have been introduced in order to correct the capture
probability of the released electron and to take into account
finite release time of the target electron. Calculated
mean charge reproduces satisfactorilly the experimental
oscillatory behaviour.

It is interesting to note that the period of this ZT—
oscillation is just the same as that of stopping cross sec-

tion 11).
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Charge State Distribution of Light Ions at Glancing Collision

with Solid Surface

M, Mannami, K. Kimura and N, Kuwata

Department of Engineering Science, Kyoto University, Kyoto 606

I. Introduction

Many experimental results have suggested that the charge state
distribution of ions having penetrated throngh solid is different from
that inside the solid. It is important to clarify the physical process
taking place at solid surface in order to know the states of ions inside

“he so0lid from those observed outside the solid.

In the present paper, we repor- our measurement of charge state
distributions of He+ and H; ions having been scattered in small angles
(less than 4°) at surfaces of Au, Ag and C. One of the advantages of
the use of the glancing collision of ions at solid surface for the study
of ion-surface interaction is that the dwell time of ion near sclid
surface can be made more than 100 times lounger than that in normal trans-
mission experiments. The longer dwell times may alter any contribution
of solid surface to electron capture and loss of ioms. Although new
experimental evidences have been obtained on the anisotropic excitation
of ions at tilt foil experiments, which could be interpreted as the an-
isotropic electron capture into excited magnetic states, the understand-

ing of interaction between fast ion and solid surface has little progress.

2. Expcrimentals

For the glancing collision experiment, it is important to have
atomically smooth surface. This is difficult to prepare in uvsual
experimental conditions. Therefore we evaporatd Au, Ag and C on freshly
cleaved suvrfaces of mica. The evaporated Au and Ag were polycrystalline
and the average grain size were 20 nm as observed by transmission

electron microscope. The evaporated carbon was amorphous,

The experimental set-up is shown in Fig. 1, The mica plate was
. . -7 .
mounted on a goniometer in vacuum of 10 torr. The mica place was

surrounded by plate cooled by liquid nitrogen so as to avoid the
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contamination of surface by the beam irradiation. The beam of ions from
4 MV Van de Graaff accelerator was ceollimated by apertures to the diver-
gence angle less than 0.05° and the beam diameter about 0.5 mm. The
scattered ions was analysed into their clarge states by the use of an
electrostatic deflector and counted by a solid state detector. The
itrident beams of ions used in the erpcriment were 1 MeV and 1.5 MeV He
and 700 keV H;. The beam intensity and the purity of incident beam were
monitored by a solid state detector accepting the ions scattered at 90°.
3. Results

"Fe characteristic features of the energy spectrum of scattered ions
can pe scen in Fig. 2, where the incident angle £; of 1.5 MeV He+ was 15’
and the scattered angle 6g was 30'. The spectrum is sharply peaked ~t the
eiwergy slightly less than the incident energy. This peak becomes narrower
and Lhe peak cnergy becomes larger for smaller 85 and . Thus for ions
scattered at small angles, the energy spectra of each charge states can
b measured easily by the experimental set-up shown in Fig. 1, where the
sedtrered angle 94 can be selected by the aperture in front of deflector
cootoatbi the fons in a charge state can be accepted by the detector sot

pitable position and with a suitable electrostatic potential applied

i the dellector.

Yrom the energy spectra, IAf(EO,Gi,GS,E), of each charge states of

nricred dons A oat angle §, the energy dependent fracticn of Ar inns,
5 f

. o Af ., UE), in the scattersd beam at 65 when the beam of Ai ions
1 f o i s 3
incident on the target at an angle Oi can be obtained as a function of
meidnet cnergy B " f and E. TFigure 3 shows an example of charge
o

* 5 R4
i

~tate Traction of scattered He ions when the incident beam was 1000 keV

He with Si = 30" and @S= 36", Scattered yields of ions of energies
near the incident energy were small and no reliable fractions could be
determined at these energy region, TFor ions of energy less than about
990 keV (encrgy loss larger than about 10 keV), the fractiows of Heo, He
and He++ do not show any anonzly and they agreewell with the data found
in literaturc shown by solid lines. This result was independent of the
tavget material.

/

.. o ; -
Figure 4 shows the energy dependent H~ fraction, where the incident
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+
700 keV H, beam was scattered at Au target when b, = 2.0° and by = 2.9°,
. . . - _50 _ ] 2
where the twice of the fraction ¢4, ,0(E,=700keV,6,=2°,6.=2.9°,E) is
shown. The energy spectrum of non-analysed H ions is also shown in the
figure. At the energies less than about 350 keV, which is a half of the

c e s + . o . . .
energy of incident H ions, H fraction is constant independent of energy

2
E, while it is a decreasing function of E at lower ion energies. The
fraction of H® observed in the case of normal transmission of H+ beam
through carbon is shown by the solid line for comparison. The scatter of
the data found in literature is shown by an error bar. The H® fraction
observed in the present experiment is larger than that observed for H+

incidence.

For smaller incident and scattered angles, the energy spectra become
narrower. For these cases, we calcylated the charge fractions of iomns

scattered at a given direction,

JdE 1 _(E,,0.,06 ,E)
0 ’ » 3
0.+ o(E,, 0., 8.) = o1 i’ s -
1 1 S

H,~H )
2 _
[aE To(E;,0,,8 ,E) + [dE I+(E;,6,,8_,E)

[¢) . .
An example of dependence of the H  fraction on scattered angle es is
shown in Fig. 5. The energy at the peak of the spectrum is also shown.
o .
H™ fraction is a few tens percent larger than that at normal transmission

in the angular range of scattered ions observed in the present experiment.

At 700 keV in the energy spectra, the reflected incident H; ions
and D+ions, which could not be eliminated from the incident H2+ beam,
were detected. The dependence of this reflected ions on the scattered
angle is shown in Fig. 6. H2+ fraction is a decreasing function of
and becomes a constant at angles larger than about 1°., This constant
value is supposed to be D+, estimated from the D concentration of incident

beam measured by 90° scattering.,

4, Discussion

No anomaly in the charge state distribution in the scattered He ions
was observed, i.e. the observed fractions agree very well with the data
found in literature for the case of transmission. The low energy
scattered H ions, which were formed by the dissociation of H2+ and have

penetrated through the target wore than 0.3 ym, alsc showed no anomaly
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in their charge state fractions. Although the dwell times of these

ions near solid surface were very long compared with that at normal
transmission, i.e. the dwell time is inversely proportional to cos(ei~es),
no change in the charge state distribution was detected. This suggests
the existence of electron capture process independent of dwell! time of
ion near solid surface or the negligible role of solid surface on the
electron capture of ions in the energy range studied in the present

experiment.1

The yields of scattered ions having energies almost equal to the
incident energy were so small in the present ion-target geometry and we
could not measure their charge state distributrions. The minimum energy
losses of the scattered ions we could observe were 5 keV and 10 keV for
700 keV H2+ and 1000 kevV He+ respectively, If the stopping powers of the
bulk can be usged for these ions, the dwell times of these ions in target
were longer than 6 fs and 2 fs for 700 keV H2+(350 keV H+) and 1000 keV
He+ respectively. These dwell times in target are longer than the life-
times of the incident H2+ and He+ observed in transmission 0° scattered
ivas hrough thin carbon foils 2=5 and thus the equilibrium of charge
states is supposed to be attained for these observed ions. In fact, the
agreement between the observed fractions and those found in literature
for He+ ions was satisfactory and this is consistent with the above state-
ment. However, for the scattered H ions , which have suffered from energy
losses less than about 50 keV, the observed charge state fractions showed
the effects of dissociation of incident H2+ ions. This may be related to
the observation by Gaillard et al.? that the transmitted Ho fractions for
the cases of Hq+ ion incidence are a few tens percent larger than those
for proton of ;ame velocity when the beams have transmitted through carbon
foils (dwell time 2 - 15 fs). This overproduction of H° is interpreted
as due to the target electron capture into 2p0u orbit of clustered di-
pr~ton. Thus the present results may also be interpreted as due to the
target electron capture by cluster as a whole, although it is surprising

that the dissociated H fragments travel in solid as a cluster after being

scattered at angles larger than 4°.

+ + -
The scattered H2 ions had energy equal to that of incident H, ions
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within the experimental error. This suggests that the scattered H2+ ions
may either be reflected at the surface or had dwelt in target not more
than 0.1 fs. If latter the case, the dwell time is within so callled
"red regime” and the observed H2+ ions are the result of molecular
transmission. The observed transmitted fractioms at 0.5° is 10_2 of the
yield of 0° transmission. This decrease may be due to the effect of
scattering in target and may be interpreted by the model proposed by Cue

et al.’

Ix. Kimura, A. Kyoshima, A. Ttoh and M. Mannami, Radiat. Effects 41, 91
(1979).

2M. J. Gailllard, J. -C., Poizat, A. Ratkowski, J. Remillieux, and M.
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3N. Cue, N. V. de Castro-Faria, M. J. Gaillard, J. -C. Poizat, and J.
Remilljeux, Nucl. Instr. and Methods 170, 67 (1980).
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A) 1Interactions of Fast Molecular Ions with Matter
1. INTRODUCTION

Experiments with fast (MeV) molecular—ion beams offer
many attractive possibilities for studying atomic collisions in
solids. Of particular value in such experiments is the
possibility of determining the force fislds (primarily the induced
electric field) that surround ionic fragments traversing a
solid. One has the opportunity to evaluate these fields not just
at the fragments themselves {(as one would, for example, in
stopping—-power measurements with monatomic projectiles) but in the
spatial regions extending out to several Angstroms from the

fragment positions.

In this paper we give a brief introduction to the
subject and present 8some recent results. For more detailed
iaformation, the reader is reminded of the existence of the
published proceedingsl’z) of two recent workshops on these
topics. There also exist several recent review articles 3-8)
including one®) on the use of the experimental technlques to
determine the stereochemical structures of molecilar-ion

projectiles.

In a typical experiment with fast molecular ions, a
tightly collimated magnetically analyzed beam of molecular
projectiles 1is directed onto a thin target foil (most commonly
carbon, in order to reduce multiple-scattering effects). In the

front surface layers of the foll, some or all of the electrons on
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each projectile are stripped off, so that, after a time typlcally
about 10716 gec (see, eg. ref. 3), there exists a cluster of
fragment ions each with a well-defined equilibrium effective
charge. These fragments separate in a "Coulomb explosion”. The
characteristic time for the Coulomb explosion to develop (a few
femtoseconds} 1s usually comparable with the dwell time in the
target. (For dwell times much less than 1 fsec, non~equilibrium
effects are observed in which the emergent molecular fragments
retain a memory of the initial electronic configuration of the
projectile. Emerging from the foil, the fragments may capture
sufficient electrons to reform a bound state of the initial
projectile species (this is usually termed "transmission”), or
some other species based on a combination of projectile
fragments. Most commonly, a dissociative molecular state is
formed which leads to individual monatomic fragment ions in

various charge states and in varying degrees of excitation.

2. EXPERIMENTS WITH FAST LIGHT MOLECULAR PROJECTILES

a. Dissocilation

Figure 1 shows results obtained for the jolnt energy-
angle distributions of protons arising from the dissociation of 2-
MeV HeH' lons in a thin carbon foil.g’lo) The observed "ring
pattern” [e.g. fig. 1(c)] 1s readily understood in terms of the
vactor diagram shown in fig. 1(b), where the beam velocity v and
the Coulomb explosion velocity u of the proton have magnitudes of
about 107 cam/sec and 107 cm/sec, respectively. Figure 1(d) shows
the result of a computer simulation. The dlameter of the measured
ring [fig. 1(c)] end the shape of the “"rim" are well reproduced.
The non-uniform distribution of proton intensity around the ring
is a consequence of wake effects (see, eg. refs. 7 and 9) and is
reproduced only qualitatively in this simulation. An improved
slmulation can be achieved by taking into account the rotational
motion of the incident projectiles.ll From an analysis of the
shape of the rim of the ring, one can derive the distribution,

D(ro), of initial internuclear separationsld).
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Generally, computer calculations based on either a
simple plasma wake model7) or on a wake calculated using
Lindhard's dielectric function 12), agree well with experiment,
egpeclally when rotational motion of the projectiles 1is taken into
account and when multiple-scattering and straggling effects are

small.

b. Transmission

Figure 2 shows a set of data on the transmission of fast
molecular ions through thin foils. The phenomenon of molecular-
ion transmission which was discovered by Poizat and Remillieuxls),
has recently been quantitatively accounted forl6) using a model in
which the molecular projectiles dissociate upon entering the
target and then are reconstituted by capturing one or more

electrons as they exit the target.

The following factors act to increase the transmission
of molecular ions through foils:

i) Short dwell times. The internuclcar separations and
relative momenta of the fragments upon exit are then more
likely to favor reconstitution of the projectile.

i) A weak Coulomb explosion inside the foil. This can result
from large values of r, (the initial internuclear
separation), low values of the effective charges inside the
foil, and large values of the reduced mass of the projectile
fragments.

ii1) Multiple scattering. This 1s essential in order to provide
a fraction of the beam that, after a long dwell time, has
exit fragment separations and momenta suitable for molecular
reconstitution.

iv) Low projectile velocity. This increases the electron
capture probability upon exit.

v) The nead to capture only a few electrons (e.g. one).
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vi) Faveorable spatial orientation of the exiting fragments. The
data of Eckardt et al.l7) and Levi-Setti et al.l!8) indicate
that the transmission of low-velocity (~1 a.u.) H2+ is
favored when one proton directly trails the other
("longitudinal™ orientation).

The greatly increased transmission of H2+ as compared
with Hed' is primarily due to factors 1i) and v). The
distribution D(r,) extends to much larger values of r, for H2+
than for HeH+. Similarly, the inability of experiments to detect
transmission for 02+, CO+, OH+, etc. 18 mostly a result of factor

V).

c. Reconstitution of other species

Figure 3 shows an example of the reconstitution of a
diatomlic species, D2+, from a triangular rriatomic projectile,
D3+n The process is evidently highly orientation-dependent--if it
wer2 not, the contour plot in fig., 5(d) would be circular with
equal diemeters in parallel and transverse velocities.l9) The
data of fig. 3 indicate that leading or trailing deuteron pairs
are more likely to pick up a binding ~lectron than “"sideways-
golng” pairs in which one deuteron trails another. In this latter
orientation, capture of 2 binding electron only occurs when the

third douteron is far away.

d. Rare charge states

The ring patterns obtained for rare charge states
frequently display strong orientation dependences. The "peculiar”
distributions cbtained for H® produced from the bombardment of

thin carbon foils with H2+ and HeH' are exampleslofl3).

For H produced from the foil dissoclation of HeH, the
ring pattern is found to be indistinguishable in shape from that

13) | Tuis strongly suggests that the H_

of the H® fragments
fragments arise from a molecular state formed upoa foil exit in

which the dissociation proceeds as in the H® case (most probably
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to form He++ and HO) but now in the presence of elther a loosely
bound ("Rydberg”) or continuum (“"convoy”) electron. This
electron, although not much affecting the dissociation energy, has

some probability of attaching to the H° fragment to yield H™.

Similar evidence for processes of this type is tc be

found in the spectra of H° fragments from the foil-induced breakup

of OH' projectilesll).

e. Effects due to modification of D(ral

It is of interest to see to what extent the distribution
D(ro) is affected by lon—source parameters such as source type,
gas pressure, extraction voltage, gas mixture, etc. At Argonne,
after much effort, we have succeeded in finding only one case
where D(ro) can be easily and significantly modified. This 1is for
HeH" produced from an r.f. source as contrasted with our more
usual ducplasmatron source. Figure 4 shows how the higher
vibrational excitations in HeH' ions from the r.f. source manifest

themselves in various effects.

f. Cluster stopping powers

Following the discovery by Brandt, Ratkowski and
Ritchie?l) of the influence of cluster effects upon the slowing
down of ions in solids, there have been several experimental and
theoretical investigations of this phenomenon (see, for ex. le,
the article by Aristazz) and references contained therein).

Figure 5 shows some recent data on the slowing down of

"longitudinally aligned” protons from 800-keV H2+. In general the
cluster stopping powers for light projectiles 1like H2+ are fairly
well described on the basis of wake models derived from Lindhard's

dielectric function.
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g. Extended measurements on wake potentials

To further test the applicability of various wake
models, it is desirable to study fragment interactions over
internuclear seprations comparable with wake wavelengths
(typically several Angstroms). Going to thicker targets would
permit this, but unfortunately multiple-scattering effects
effectively blur out the experimental resolution and
sensitivity. This difficulty can be largely overcume by employing
channeling in a monocrystalline target (where multiple scattering
is greatly reduced). igure 6 shows results from a recent
molecular-ion channeling measurement 2%) indicating the feasibility
of such experiments in relatively thick targets. (If one were to
ignore the influence of the crystal upon the motion of the
fragments, the proton and helium fragments in the experiment
depicted in fig. 8 would be separated at exit by about 7

Angstroms, il.e. about 0.4 plasma oscillation wavelengths.)

3. EXPERIMENTS WITH SLOW HEAVY MOLECULAR PROJECTILES

It is of interest to see to what extent current wake
theories are applicable to the cas: of slewly-moving heavy
projectiles where the effective charges are significantly less
than the nuclear charges. To this end, we have recently initiated
25)

at Argonne a series of measurements on the dissoclation and

stopping power23) of NZ+ projectiles in the energy range 1.0 to
3.6 teV.

a. Dissociation

Flgure 7 shows ring patterns measured for NT and N4t

fragments emerging from a 73-A carbon foil bombarded by 3-MeV

N2+. The ring diameters can be fairly well understood in terms of
a model in which the nitrogen fragments repel each cther inside
the foll with the same (not necessarily integral) effective

charges that determine their individual stopping powers. Outside
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the foil, the detected fragments (either N* or N*' in this case)
continue to Coulomb-explode away from their partners which can
assume one of several possible integral charge states. Thus,
although inside the foil the effective charges of the defrected Nt
and N** are the same, the ring diameter measured for N4t s larger

than for NT.

Figure 8 shows a compariscn of these measured ring
patterns with rings calculated using three different wake
models. The calculations were performed with the "Fokker—Planck”
technique described by Vager.11 The distributions D(ro) vere
derived using Franck—-Condon factors to estimate the population of
vibrational levels in the X and A states of N2+. This gave a most

= 1,12 A in good agreement with the value
26)

probable value of T,

tabulated by Huber and Herzberg
The three wake models tried were:
1) “"Lindhard". Obtained by numerical integration of Lindhard's
dielectric function for a Fermi gas of free electrons.
2) "Vager-Gemmell”. A simple classical plasma wake?) based on
the high-frequency approximation to the dielectric function
w 2

e(w) =1 - ’—_P’——?T ,
(w+ 1iv)

where Y is a damping parameter.
3 "Coulomb"”. Based on a polarization charge distribution

derived from Coulcmb wave functions

2
Ppor (D) = ne(<[y () |> -1,

as described by Falbis et a1.27),

It 18 clear that none of the computer simulations fits
the experimental data very well., 1In particular, the "Lindhard”
wake gives a very poor fit. This i3 no great surprise since a

linear-response theory, in which the projectile charge is treated
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as a perturbation 1in the electron gas, is not expected to be valid

for these heavy ions.

Figure 9 shows the stopping power ratio, R, (defined as
the average rate of slowing down tor the two detected N fragments
from N2+ divided by the rate of slowing down for a monatomic Nt
beam of the same velncity) as a function of dwell time in a carbon
target, for hz+ anergies between 1 MeV (v = 1.2 a.u.,)} and 3.6 MeV
(v = 2.28 2.u.). Only Nt “ragments from fragment pairs that were
"longitudinally” aligned upon foll exit, were detected in these
measurements. In contrast with most of the data for light
molecular prcjectiles, the stopping power ratios thus determined
for N2+ beamws are all less than unity. (Crudely speaking, this is
because much of the Induced negative polarization charge now lies

between the two Lon fragments.)

As indicated in fig. 10, none of the calculations that
have sc far been performed, based on the three wake models
described ahove, i3 able to reproduce the experimental XR-values.
In fact, the trast had tit is obtained with the “Lindhzrd” wake
and the worst with the "Coulomb”--just the reverse from the

gituation in fitcing the fragmentation patterns.

bo Validity of wake models for siow heavy molecular lons

it 1s clear that none of the wake models tested thus far

is able to account simultaneously for both the fragmentation and

the stopping power measurements. This failure 1s not

unexpected. The main factors limiting the applicability of these

wake medels o the N2+ problem are:

i) A non=-linear theory 1s clearly required. (Of the three
models tested, only the "Coulomb” wake is nct of a linear-
response type.)

ii) Although the "Coulomb"” wake was used successfully by Faibis
et 51.27) to describe the disseciation of OH+, it is

expected to be of limited validity for N2+, This is because
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two heavy 1lons are 1lnvolved, whereas in the o' case the

proton can be treated as a perturbation.

i111) The fragments are not point charges. Although the point-
charge approximation may be useful in describing the slowing
down of monatomic heavy-ion beams, it has obvious
limitations in describing the force fields away from the ion
centers.

iv) The target foils are not uniform Fermi gases. This feature
13 expected to become more pronounced for heavy ions.

v) There are indications that strong re—orientation and wake-
trapping effects play a significant role in the motions of
the fragments within the foll. The<e effects have not yet

heen taken into account in calculations,

B) The Contribution of Field-ionized Rydberg Atoms in

Measurements on Convoy Electrons

A prominent feature observed in the energy spectrum of
electrons emitted in the forward direction from thin foils and gas
targets under fast fon bombardment 18 a sharp cusp—like peak
occurring at an energy where the electron veloclty matches the
velocity of the emerging ions. For fast protons or alpha
particles, these "cusp” electrons (also called "convoy" electrons
in the case of solid targets) are believed to originate
predominantly from the capture of target electrons into continuum
states of the projectile. Intense experimental and theoretical
efforts?® have been directed towards understanding the measured
cusps 1n terms of the electron-capture—to-the—continuum (ECC)
model and also in terms of a “"wake-riding” model.29 Many of the
observed features lack satisfactory explanation. Adding to the
difficulties in interpretation is the recent observation30 of two

components in the cusp peak--a feature not seen in previous

measurements.
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These difficulties prompted a group of us at Argonne31

to wonder how much the presence of Rydberg atoms in the beam
emerging from the target could be affecting observations on convoy
electrons., If electron capture can occur into continuum states
lying just above the ionilzation threshold of the projectile, there
is no a priorl reason why capture into bound states lying just
below the 1onization threshold cannot also occur with comparable
probabllity. The level density for these quasi-classical Rydberg
states increases very rapidly with excitatlon energy as the
ionization limit is approached. There already e 1ists some
evidence that such states play a role for example in the delayed
emission of Ly-a radiation from foil- and gas—excited fast ions32
and in the "Coulomb-explosion” patterns observed for H arising

from fast HeH' projectiles and for H® from fast ogt projectiles

(see Section A, above).

The fate of Rydberg atoms emerging from a target can be
expected to depend sensitively, and In ways difficult to predict,
upon details of Lhe experimental apparatus. Rydberg atoms have
long radiative lifetimes, put they can be ionlzed in quite modest
electric fields. Certainly the electric fields used in most
electrostatic electron spectrometers (and the equivalent Lorentz
field in most magnetic spectrometers) suffice to ionize a large
fraction orf Rydberg atoms entering Lhe spectrometer. It is
customary in measurements on convoy electrons to pass the
projectiles emerging from the target through the spectrometer.
Furthermore these weakly bound and spatially extended Rydberg
atoms are fragile and susceptible to ionization by collision with
residual gas in the vacuum chamber. If ECC electrons and Rydberg
atoms were to emerge from the target in comparable numbers, the
intensity and shape observed for the cusp peak would depend
critically on experimental parameters such as the quality of the
vacuum, the spectrometer fields (theilr magnitudes and directicns),
the distance from target to spectrometer, etc. In the experiments

described below, we show that for fast 1+ and He' bombardment of
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carbon and aluminum foils, Rydberg atoms do indeed contribute

significantly to the cusp peak,

After acceleration in Argonne's 4.5-MV Dynamitron the
ions were magnetically analyzed and collimated so that upon
entering a vacuum chamber (2 x 1077 Torr), the beam spot size was
1 mm and the angular divergence was #0.15 mrad. In the chamber
(Fig. 11) the beam first traversed a monitoring system consisting
of a rotating chopper with a detector for scattered projectiles.
The beam then passed consecutively throuvgh two sets of mutually
orthogonal ("Y" and "X") electrostatic deflectors, a foll target,
a further set of electrostatic deflectors ("X"), the entrance
aperture of a 45° parallel-plate electron spectrometer, and
finally through a hole drilled in the back-plate of the
spactrometer. The spectrometer was located so as te view electrons
emerging from the target parallel to the incident beam and was
oriented so that analyzed electron trajectories lay in the "X-2"
plane. The foil target and the housings for the deflectors and
spectrometer were all electrically grounded. The 3.7-mm diam.
entrance nozzle of the spect.ometer abutted the post-deflector

houzing and was located 15.8 cm downstream from the target.

Figure 12 shows electron distributions obtained with a
3-MeV Het beam and a 2—ug/cm2 carbon target (qualitatively similar
regults were also obtained with energetic beams of H+, H2+, HeH™
and Ne' on both carbon and aluminum targets). The experimental
procedure was as follows. Firstly, with all deflector plates
grounded, an electron spectrum was recorded and the cusp peak
identified. Then the yield of cusp electrons was maximized by
applying vcltages to the predeflectors, thereby fine-tuning the
direction of the incident beam. (A limited angular distribution
for the cusp electrons wes obtained in this way.) Figure 12(a)
snows the electron energy spectrum obtained after this alignment
procedure, Next, a field was applied symmetrically to the
postdeflector plates. Figure 12(b) shows the relative yield of
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electrons detected as a function of the fields in the
postdeflector and the spectrometer. The deflection of the
emerging projectiles in these measurements was negligible (for
Hett it was ~1/4000 of the deflection of electrons coming from the

target).

Except for the cusp electrons, the electron yield varies
with postdeflector field as expected for electrors originating
from the target. The behavior of the cusp =lectrons, on the other
hand, is quite different, There appear to be two components in
the cusp. The first component varies with postdeflector field in
the manner expected for target electrons. The second component
behaves quite differently. It 1s much less affected by the
postdeflector field and appears as a “"ridge” in Fig. 12(b).

Figure 13 shows the distribution that results when this ridge is

subtracted.

Using a biased filament as a collimated monoenergetic
source of 40N-eV electrons at the target position, the response
function of the detection system was measured in terms of the
spectrometer and postdeflector fields. The result, which agreed
well with calculations based on the known geometry of the
apparatus, was then used together with a theoretical model33 for
the ECC electrons to derive the calculated curves shown in Figs.
3(b) and (c). Although our resolution in energy (~8%) and angle
(~24 mrad) was not good enough to test details of the ECC theory,
the calculated curves are consistent with a description of the
cusp-like peaks in both energy and angle as being primarily due to
ECC electrons., The narrow peak in angle agrees with that
determined using the predeflectors. There have been few
determinations of angular distributions for cusp electrons from
foils. However, our results do show qualitative agreement with

the narrow angular peaks observed by previous workers34’35.

We identify the "ridge"” eler:rons in Fig. 12(b)} as

arising from Rydberg atoms created at the exit surface of the
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target foll when emerging helium projectiles capture target
electrons into bound states. These atoms fly undeflected (He®) or
almost undeflected (He+, He™) into the electron spectrometer
which, 1f set to record ~400-eV (cusp) electrons, contains a field
of 170 Volt/cm. For hydrogenic Rydberg atoms, this field reduces
the lonization lifetime to about 1 nsec for n = 50 (and, of
course, shorter lifetimes for higher principal quantum
numbers).36 Since 3-MeV helium atoms travel about 1.2 cm 1n a
nanosecond, we can expect that the spectrometer field will ionize
all Rydberg atoms with n-values greater than about 50. The weaker
electric field in the postdeflector [up to about 30 Volt/cm for
the data shown in Fig. 12(b)] will only ionize Rydberg atoms with
much higher principal gquantum numbers. As expected, the "Rydberg
ridge" decreases with increasing postdeflector voltage. At a
postdeflector field of 17C VYalt/cm, the ridge height is ~1/20 of
its value at a field of 30 Volt/cm. The center of the Rydberg
ridge is displaced upwarde in apparent energy by about 18 eV from
the energy at the peak of the cusp shown in Fig. 13(b). This
upward shift in apparent energy is due to the lonizattion occurring
after the Rydberg atoms penetrate om the average about 2 mm into
the spectrometer field. This distance is reasonable when viewed
in terms of the lifetimes quoted above and in terms of the spatial
extent of the transition field at the entrance to the

spectrometer.

Additional measurements in which a positive bias voltage
was applied to the target confirm the origins of the two
components—-the apparent energy of the ridge electrous is
unaffected while the electrons from the target are lowered in
energy (see Fig. 14). Our experiments thus far have uot permitted
us to make an accurate determinatlon of the ratio of Rydberg atoms
to ECC electrons, but the data do indicate that they emerge from
the target with comparable probabilties.

In further studies, we have observed similar effects for
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gaseous as well as solid targets and for an extended range of beam
velocities. The use of molecular-ion projectiles was also found
to have a pronounced influence upon the relative numbers of

Rydberg atoms reaching the spectrometer.

In comparing observations on ECC electrons either with
theory or with results from other laboratories, it is clearly
essential to consider the contribution of electrons stemming from
the field-ionization of projectile Rydberg atoms during passage
through the spectrometer. Such electrons which can influence the
observed yleld and shape of the cusp peak in a very significant

manner, have not hitherto been taken 1into account.

These results have consequences in several areas of
collision physics. For example it 1is interesting to speculate
that the well-known and as yet unexplalned differences in the
charge—state distributions attained by fast heavy-ion beams after
traversing gaseous and solid targets may be in large measure due
to field ionization effects present at the exit surface of folls

but absent in gases.
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FIGURE CAPTIONS
Results for protons arising from 2-MeV HeHt prosectiles

bcmbarding an 85-A thick carbon targetg’lo).

Transmitted fractions, T, of fast beams of H2+, 4HeH+,

3HeH+, 3He2+ and D3+ through thin foils!3), All of the
data points except the one labelled "Al,043" were obtained
with carbon targets. The dashed curve for 2-MeV H2+
represents data taken by the Lyon grouplA).

(a), (b), and (c). Energy and angle distributions for
D2+ arising from 3.6-MeV D3+ incident upon a 216-A carbon
foil. <(c) A contour plot of the D2+ intensity as a
function of transverse and parallel velocities (arb.
units) in the c.m. The two velocity scales in (c) are
equallq).

Comparison of effects seen for protons from the foil-
induced dissociation of 2-MeV HeH' ions produced from an
r.f. source and a duoplasmatron source20), a) angle
spectrum, b) distribution D(ro), c) leHT transuission and
d) ring patterns for HC.

Stopping power ratio, R, (i.e. the average rate of
slowing down for the two protons from H2+ compared with
that for protons of the same veloc.ty) for B800-keV H2+ in
aluminum [open circles (experiment) and long—dashed line
(calculation)] and in carbon [crosses (experiment) and
short-dashed line (calculation)]. Only protons emerging
in the beam direction from the target are counted23)'
Ring pattern for protons emerging in the (111) planar
direction from a gold crystal 950 A thick bombarded by 3-
MeV HeH' incident along the same (111) planar

direction. In Fig. 6(d), the velocity scales are
arbitrary, but equal. The angular coordinate in Figs.
6(a) and (c) is measured with respect to the beam
direction in the (1l1) plane24).

Ring patterns for Nt (a, b and c¢) and N4+ (d, e and £)
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fragments arising from the bombardment of a 73—-A carbon
foil by 3-MeV N,* projectiles?>,

Comparison of the experimental ring pattern (Fig. 7) for
N4t with patterns calculated on the basis of three
different wake models as described in the text.

Stopping power ratic (see text) for N2+ projectiles of
various energies penetrating carbon foils23), Only N+
fragments from “longitudinally" oriented fragment pairs

are detected.

Comparison of the measured R-values for 3-MeV N2+

projectiles with calculated values based cn the various

wake models described in the text. The data pertain to

the case of "longitudinally” aligned ptojectile323).

Sciuc2atic arrangement of the elements of the experimental

set~up within the target chamber.

Eiectron distributions measured for 3-MeV He' incident on

a 2—ug/cm2 carbon foil.

(a) Electron energy distribution obtained in the forward
direction. The peaks corresponding to cusp
electrons and to binary encounters with target
electrons are marked.

(b) Distribution of electrons detected as a function of
the postdeflecior and spectrometer fields. The
energy scale applies to electrons from the target.
The angle scale applies oniy to convoy electrons
(~400 eV) coming from the target.

The distribution in Fig. 12(a) was derived by dividing

the measured electron count rates by the electron

energies in order to take into account the energy
dependence of the spectrometer acceptance. This

correction has not been applied in Fig. 12(b).

a) Distribution as in Fig. 12(b), but with the "Rydberg

ridge"” subtracted out. Since all of the electrons in the

remaining distribution are assumed to smerge from the



Fig.

14.

target, the data are plotted in terms of electron energy
and angle of emission.

b) and c¢) orthogonal cuts made at the peak position and
parallel to the two axes of Fig. 13(a). The solid curves
are energy and angle distributions calculated for convoy
elec:rons. As in Fig. 12(a), the distribution shown in
Fig. 13(b) has been divided by the electron energy.
Electron distribution for 750-keV HT incident on a 2
ug/cm2 carbon foil upon which a positive bias of 40 Volts
has been placed. The number of detected electrons is
shown plotted as a function of their apparent energy (as
determined from the spectrometer field) and of the field

on the posc—deflector plates.
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Interaction of Hydrogen Molecular lons with Thin Foils
I Convoy Electrons
N.0Oda, Y.Yamazaki, and Y.Yamaguchi

Research Laboratory for Nuclear Reactor, Tokyo Institute of
Y

Technology, Ookayama, Meguro~-ku, Tokyo, 152, Japan

Doubly differential electron spectra from thin carbon foils(2-20 ug/

+ 4+t +
cmz) bombarded with 0.8 MeV/amu H , H,, H3, and 3He ion beams have been

measured in the angular range 15°-30°. A predominant group of electrons
whose velocities are centered about the ion velocity(convoy electrons) is
observed even at these large angles, for thinner foils with molecular ioms

-+ + _ +
H2 and H3. The yield of convoy electrons for H3 is always larger than

+
that for H2 and both yields ars strongly dependent on foil thickness.

+ . . X
Our results for H, and H, are consistent with the model that the electron
2

2
loss process is the dominant mechanism for producing convoy electrons.

1. Introduction

Most studies of the origin of the convoy electrons from solid foils
have been carried out with atomic projectiles. Studies with molecular
projectiles are very few and are all limited to the angular range near
oo 174
electrons emitted from carbon foils(4-20 ﬁg/cmz) for the angular range
20°-150° for 0.8 MeV/amu H+, H;, and H;

convoy electrons are clearly observed in backward angles for molecular

In a previous paper, we measured energy and angular spectra of
. , 5
projectiles”™ and found that the

projectiles(H;, H;) but not for an atomic projectile(H+). We identified
these convoy electrons as ones originating from the electron stripping
(loss) process for the original electrons accompanied by incident molecu-
lar projectiles(H+, H;). However, at that time no definite explanation
for the origin of convoy electrons emitted in forward angles for molecular
projectiles was obtained. In this work, the previous measurement has been

o ° + +
reexamined in the forward angluar range 15°-30° for 0.8 MeV/amu H , H2,

+ + . . . .
H3, and 3He , extending the range of the foil thickness to much thinrer

2 . . . . -
thickness(~2 ug/cm™ ), in order to obtain an information on the origin of
the convoy electrons emitted angles larger than ~15° in molecular ion-foil

collisions.
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2. Experimental

The experimental arrangement is shown in Fig.1l, which is alwost the
same as that previously describeds. 0.8 MeV/amu H+, H;, H;, and 3He+
beams were collimated to 0.8 mn in diasmeter and 0.08° in divergence at the
position of target foils and collected by a Faraday cup. The quality of
primary beams was magnetically analyzed for the contaminations cf primary
beams by unwanted components. Lmitted electrons were energy analyzed by
a parallel plate electrostatic energy analyzer and detected by a channel-
tron. The energy resolution of the analyzer is AE/E(fwhm)=1.4% and the
angular acceptance is 2.1°. The collision chamber was maintained at a
pressure of ~lO—9 Torr during measurements. Carbon foils of thickness

ranging from 2 to 20 ug/cm2 were mounted on a sample disk which can hold

15 samples and has an open window.
3. Results and discussions

In Fig.2, doubly differential electron spectra measured at 20°, dzne/
dEJ, multiplied by the electron energy E are plotted as a function of
electron energy, for four different thicknesses of carbon foils(2-20 nug/
cmz) perpendicularly bomlarded hy 0.8 MeV/amu H;. Features seen in common
in the four spectra are the exjistence of four groups of electrons; (1) the
low energy electrons(0:E<100eV), (2) carbon K Auger electrons(~270 eV),
(3) peaks centered at about 400 eV, corresponding to convoy electrons, and
(4) the high energy clectrons with very broad peaks centered at about 1300
eV, due to knock-on collisions. These features for H; are gqualitatively
the same as those for H;. The intensity of the knock-on electrons in-
reases with the increase of the foil thickness and saturates for foils
thicker than ~10 Ug/cmz. The reson for that is easily understood in terms
of the escape lengths for the knock-on electrons. The intensity of the
carbon K-LL Auger electrons does not change with the foil thickness for
the range of the foil thickness used in the present experiment within ex-
perimental uncertainties. The intensity of the low energy electrons re-
markably increases with the decrease of the foil thickness, but we do not
go into details of this matter in the present paper. The most striking

result is that the yield of the convory elsctrons drastically increases
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with the decrease of the foil thickness; in other words, the large molecu-
lar enhancement for the yields of convoy electrons is observed with de-
creasing foil thickness. In Fig.3 are shown electron spectra measured

at 20° for carbon foils(~2 and 20 ug/cmz) bombarded by 0.8 MeV/amu H+,

H;, and H;. All the spectra are normalized to the number of protons de-
tected by the Faraday cup; viz., measured spectra are divided by 2 and 3
for HZ and H”;,
that intensities of the Auger electrons and the knock-on electrons are

respectively. An interesting feature seen in Fig.3 is

almost independent on the species of projectiles; that is, no molecular
effect for the productions of these electrons. This result may be inter-
preted on the basis of that the impact parameters responsible for knock-
on collisions as well as collisions producing vacanicies in carbon K-shell
are both much smaller than the internuclear distances of molecular ionms,
at the ion energy of 0.8 MeV/amu. The most interesting results are; i) a
very large enhancement of yields of convoy electrons for molecular pro-

+ + +
jectiles, H., and H3, as compared with that for H , for a thinn foii(~2 ng/

2
+ +

cmz), where the yield for H3 is larger than that for H2, and ii) electron
+

spectra for a thick foil(20 ug/cmz) being all the same for H+, H;, and H3

over the whole energy range, including convoy electrons. Notice that a
convoy electron peak for H+ is discernible, though small, for both thin
and thick foils.

Hereafter, we are mainly concerned with the origin of the molecular en-
hancement of convoy electrons. Three kinds of processes have been so far
proposed for the origin of convoy electrons: (1) electron(charge) transfer
to the continuum(ETC or CTC)l, (2) electron capture into the wake-riding
(WR) states of a fast ion moving through a solid6, and (3) electron loss
(EL) to the continuum from electronic states carried along by the pro-
jectile.5’7’8 The ETC and EL processes are possible for both ion-gas and
ion-solid collisions but the WR process is possible only for ion-solid
collisions.

What we are now looking for is such a process that can explain the molecu~
lar enhancement for yields of convoy electrons emitted at angles larger
than 0°(15°-30°). Ponce et al.4 interpreted the molecular enhancement for

the yield of convoy electrons emitted in the forward direction near 0° in
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terms of a correlated action of the emergent protons on the ETC process

+ .
for H, projectile. The molecular enhancement ratio for convoy electron

yieldi per proton observed at ~0° by Ponce et al. is at the most ~1.4 for
100 keV/amu H+ and H+ on 2 ug/cm2 carbon foil, whereas our ratio for 0.8
MeV/amu H; and H+ on 2 Ug/cm2 carbon foil is surprisingly large compared
with that by Ponce et al., as seen in Fig.3. Since the above molecular
enhancement ratio is bound between the values 1 and 2 in terms of the ETIC
processq, it is questionable whether the model proposed by Ponce et al.

be applicable to our results. 1In the ETC theoryg, based on the second
Born approximation, the yield of convoy electrons (the doubly differential
yield) should %“e proportional to 213, where Zl is the effective charge of
the projectile.

In order to see whether the molecular enhancement for the yield of
convoy electrons can be explained by the ETC process, the electron
spectrum for 0.8 MeV/amu H; on 2 ug/cm2 carbon foil is compared with that
for 0.8 MeV/amu 3He+ on 20 Ug/cm2 carbon foil in Fig.4. The 20 ug/cm2
carbon foil is thick enough to assure the egilibrium charge state for
0.8 MeV/amu 3He projectiles, where the population ratio of He and He
charge states is 2~3%.10 Thus, the effective charge for 3He projectiles
is nearly 2 and that for H; projectiles is less than 2. Therefore, if
the ETC process should be the origin of counvoy electrons, the theoretical
ratio of yields of convoy electrons for 3He+ and H; projectiles would be
much larger than 1. The experimental ratio is approximately 0.5, in great
contrast to the theoretical value for the ETC process as seen in Fig.4.
Therefore, it is concluded that the ETC process is not responsible for
the molecular enhancement for convoy electrens. Although detailed dis-
cussions on the electron capture to the wake patential are not given herej
it is unlikely that the WR process can explain the experimental result
shown in Fig.4.

Next, let us try to examine the possibility of the EL process as the
origin of convoy electrons for molecular projectiles. The range of the
dwell time tD in the present experiment is frgm -1 to ~20 fs(lO_lss), cor—
responding to foil thicknesses of ~2~20 jig/cm”™. This region of the dwell

time just corresponds to the transition region, where the so-called red
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regiem gradually changes to the blue regieml2 and the molecular enhance-

ment for the production of neutral hydrogens(Ho) is observed for the dwell
times less than ~15 fs by Gaillard et al.l3 It is here assumed that con-

voy electrons are generated by the EL process taking place in the vicinity
+ +
of the exit surface; then, the yields of convoy electrons for H2 and H3

+ +
projectiles as functions of t I(Hz, tD) and I(H3, tD), are proportional

D’
to (i) the electron loss cross section OZ(H ) times the number of neutrals
0
(Ho), N +(Ho, t.) and N+(H", t ), or (ii) the ionization( or electron
Ho D Hj D
loss) cross section O’Z(H2 or H3) times the number of surviving molecular

. + + + + . )
prOJectlles(H2 and H3), N(Hz, tD) and N(H3, tD), that is,

+

_ 0
5 I(H,, t)) = A g (H") NH;’-(HO, ty)s -
.+ _ 0
or
+ ~ + +
.. I(Hza tD) =B OQI(HZ) N'(Hz, tD)’ (2)
) IH+t)~Bo(H+NH+ )
(Hy, tp) = B o (Hy) NlHy, £p),

where A and B constants.
. . + + 10
Referring to the data on the electron loss cross sections for H2 and H3,
we can conclude that the process (ii) has a negligible contribution to
the production of convoy electrons as compared with the process (i).
I1f the process (i) is the case, the ratio of the yield of convoy electrons
+ +
for H3 to that for HZ’ R, is given by the following relation as a function
of tD’ using Eq. (1),

+ +
R(tD) I(H3, tD) / I(Hz’ tD)

3

0 0
NH-;-(H R tD) /NH;-(H R tD).

, + +
Convoy electron spectra per proton for H? and H3 projectiles of the mo-
2 )
lecular origin, d nCmOIec/dEdQ, are derived by the subtraction of the

+ 2 +
electron spectrum for H , d ne(H ) /dEd}, from the electron spectra for
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H; and H3, dzne(H; or H;)/dEdQ. Hereafter, dzne/dEdQ and dZnC/dEdQ are,
for simplicity, expressed as n, and n_s respeciively.+ Then the ratio of
the yields of molecular convoy electrons for HB and H2 projectiles, dif-
ferential in electron energy, r(E, tD),

becomes

+ +
ne(H3) - ne(H )

i

r(E, t.) - "
ne(HZ) - ne(H )
(4)
+
nC(H3)

n_ (H;)

n (H;) and nC(H;), and the ratio r(E, tD) are shown in Fig.5, for an
emission angle 20°, and for ¢t —l fs. The difference of the relative po-
pulations of the n-states of neutra] hydrogen(H ) between H2 and H (n is
the prlnClpal quantum number) 14 may affect the electron loss cross sec-—

tions e (H ) for H and HB’ which may also be reflected in the small

dlfftlence of the ihapes of convoy electron spectra between H2 and H3,
as geen in Fig.5. 1f this difference is disregarded, R(tD) is regarded
to be approximately equal to the value [ r(E, tD) at the peak position
of convoy electrens, r(Ep, tD). Then, from Egs.(3) and (4), we have a
relation

r(E , £) = N4, £) /N+(HO, t). (5)

p> D Hi ) H, D

The value of r(Ep, tD) is of the order of ~1.5-1.7 for tD=l fs, slightly
depending on emission angles, decreases slowly with foil thickness, and
reaches a value of 1 for foil thickness 215 ug/cmz.
It is here very 1nterest1ng to consider the relatlons between the ratio
NH+(H t )/N +(H , t ) and the ratio ¢a (t )/¢ (t ) for the neutral
fraction (HO) per proton observed by Galllard et al. 13 While the former
ratio is for the neutral fraction (HO) in the vicinity of the exit surface

inside solid, the latter ratio is for that observed at a distance far away
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However, it should be noted that both ratios have
the dwell

from the exit surface.
almost the same magnitude and the same tendency as funciions of+
time in the region, tD=l~15 fs, though the values of @%3(tD)/®%2(t) fﬁg
tD£2 fs are not definitely established in the data by Gaillard et al.

This fact strongly supports our model that the origin of the molecular
enhancement for the production of convoy electrons is the electron loss

process for the neutral fraction.
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Interaction of Hydrogen Molecular Tons with Thin Foils
IT Balmer Emission
H.Kobayasui* and N.Oda

Research Laboratory of Nuclear Reactors, Tckyo Institute

of Technology, Meguro-ku, Tokyo 152, Japan

Relative emission yields of Balmer o, B, Y, ard & lines as functions

of the dwell time, t_, in thin carbon foils have been measured with beams

D
+ + + .. . 2
of H , H2’ and H3 impinging on thin carbon foils(2-37ug/cm”) at 0.5 and

0.8MeV/amu. Large molecular enhancement of emission yields of Balmer

+ +
lines has been observed for H2 and H3 beams, where (i) thc molecular en-

hancement for H; is higher than that for H; over both the range of the
corresponding principal quantum number(n=3,4,5,and 6) and the range of
the dwell time measured(tD=O.97—12.3fs), and (ii) the molecular enhance-
ment for both H: and H; rapidly increases when the dwell time decreases
to values less Ehan -.2fs. Relative populations of n levels in hydrogen
have been derived {rom the relative yields of Balmer lines as functions
of n and the dwell time tD. The molecular enhancement for relative popu-
lations is compared with the molecular enhancement {or the other kind of

quantity sucin as the nentrzl hvdrogen yields.
1. Introduction

Observations of the yields of neutral hydrogen atoms generated by the
transversals of fast H+, H;, and H; beams through thin carbon foils afford
a very powerful tool to elucidate the mechanism of interactions of fast
hydrogen molecular icns with thin foils. Gaillard et al.l measured the
yields of the total neutral hydrogens HO and observed molecular enhance~
ment for HO in a region of the dwell time, tD=l—15fs(lO~155). This region
of the dwell time corresponds to the tramsition region, where the so-
called red regiem gradually changes to the hlIue regiem2 and, in other
words, the original regiem transfers to the reconstitution regiem in terms

of the transmission of H;.B Neutrals HO observed hy Gaillard et al. con-

#Permanent address: Institute for Atomic Energy, Rikkyo University,

2-5~1, Nagasaka, Yokosuka-sui, 240-01, Japan.
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tain all the hydrogen atoms with n=1,2,¢+., ®, where n is the principal
quantum number; thus, from their data we can obtain no information on the
yields of hydrogens in excited states(n>2) for whose yields wmuch higher
molecular enhancement is expected.

The beam foil spectroscopy is the most useful method to obtain infor-
mations on the excited hydrogen atoms and several studies have been re-
ported to date. Gabrielse4 measured the Lyman & radiation yields as a
function of the dwell time £ in carbon foils(tD=2—l7fs) for H; and H;

D

and observed the molecular enhancement of yields in a region of tD less

5 . . s . .
than ~9fs.  Bukow ¢t al.” darived the initial population ratios of 3p and
3d states to 3s state from the measurement of Balmer emission yields for

+ o+ + .
H o, H,, and ”3 beams, for a relatively large values of tD(7~llfs).

Similarly, Andresen et al.b measured Balmer emission yields for larger
dwell times(tn127 and 55fs) and estimated the molecular effect on the pop-
ulation of nwhtatQWﬁui}), assuming the ”,3 dependence of the transition
probabilities.

1 oexpecied that the molesular enhancements for the emission

jetds are sarger for the PBalmer emission than for the Lyman emission and

also are laveer yor shorter dwell times, the previous measurements of the

- . L. . . N . 5,6
Baine:r omission were limited to the region oi larvge dwell times.”’ We

. . . + A .
heve recentfy weoasured the Balme. emissions fer H , H,, and d3 beams im-—

pa

2 7
pinging on thin carbon M)i]s(z—'}]}lg/cm ) at 0.5 and 0.8MeV/amu, where the

range of ibe v T i f“ is from 0.97fs to 12.30s. Tr this report, rela-
tive populations ot 6 jevels(n=73,4,5,and 6) in hvdrogen f{ragments are de-
rived {from the selative vicids ot Balmer lines as functions of n and tD,
and the molecolar enhancement tor relative povulations is conpared with

those for sne other Find o guantity such as the tobal neutral hyvdrogen

vields,

Ixperimental

A schematic diagram ot the experimental apparatus is shown in Fig.1.

+

+
Hydrogen ifons H . H,, and H, accelervated to 0.5 and 0.8MeV/smu by the 3MV

e +

Pelletron accclerator, alter mass analyzed, are collimated bv a pair of
s1its(51,582), paess threugh the carbon ic¢il(F1), and finally are collected

by a movab e Fooaday cap EMECY . omosabile el T(F2Y (L2000 /em™) . which is
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set 13mm upstream from the target foil, serves as a stripper which pro-
+
2
conditions the same. The quality of beams is checked with a charge-state

duces a H+ beam from the H, and H; beams, keeping the other experimental
selector(M). The thicknesses of carbon foils were measured with a quartz
thickness monitor at the manufacturing stage of foils by evaporation and
later by the optical interference method. After foils were attached on
a fc.il holder, the foil thicknesses were further monitored with a foil
thickness monitor utilizing the Rutherford scatterings during measurements
in order to observe the uniformity of foils, the foil thickening effect
by ion bhombardments, and also the foil thicknesses in units of g/cmz.
From these measurements, the density of carbon foils was determined to be
1.66g/cm3, which is in good agreement with the value by Gaillard et al.l
The vacuum in the collision chamber was kept to *he order of ~10~lo
Torr during measurements. The Balmer radiation emitted 5mm downstream
from the foil was focused on an entrance slit(MS1l) of a scanning grating
monochrometer equipped with a HAMAMATSU R649S photomultiplier by a lens
system(L1,L2). To improve the signal~to-noise ratio, a chopper is in-
serted in the optical path, the chopper duty rate being 38.17% at 70Hz.
The output pulses are accumulated in a multichannel scaler as signals per
the incoming particle number preset by a charge integrator(CIl). The mea-
sured photon counts were corrected for the transmission of the monochro-
meter and the quantum efficiency of the photomultiplier as a function of
wavelength, to obtain the relative line intensities. Futher, the light
intensities were corrected for the difference of the time intervals of
light observation seen by the optical system due to the difference of the
energies of projectiles, 0.5 and 0.8MeV/amu. The typical photon counting

+
rate was 130 Ha counts/uC at 0.5MeV/amu HZ'

3. Results and discussions
H+ H+
Rilative Balmer emission vields per proton, Y (n, tD), Y 2(n, tD),
and Yﬂs(n, tD) are plotted against the principal quantum number n in

Fig.2, where the energy of projectiles is 0.§Mcv/amu and the dwell time
£y is 0.97fs(2ug/cm®). The yield for H', Y8 (n, t,=), is that for the
equilibrium foil thickness. +

From Fig.2 , one can see that i) relative yields YH2 and YH3 are
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A4 u
much higher than Yh for all the Balmer lines, ii) v 1 is higher than YH¥,
+ H q
and iii) all the yields, YH , ¥ 2, and Yi3, are well fitted by a function-
-T) +
al form n [; where values for the parameter p are higher for Hy, and H;

+
than for H .
The molecular enhancement for the Balmer emission yields is given by

the ratio

£

MO ey 1M () (1)

Ry(n ,tD) = ¥
The ratios Ry(n’tD) for H; and Hg are shown in Fig.3 as tunctions of n
for tD=O.97, 1.4, and 12.3fs. The ratios Ry(n,tD) can be also fitted by
a functional form n—q, where ¢ is a fitting parameter. The wvalues of ¢
decrease with the increase of tD for both H; and Hg. The ratios RY(H’tD)
in Fig.4, (a) and

for Hu(n=3) and Hﬁ(n=4) are shown as functions of CD

(b), respectively, along with the correspon.ing ratios for the yields of
total neutrals, ﬁ?olec/®€tom-1

The yield of total neutrals means that of the sum of hydrogen atoms
in the ground as well as excited states. The inter-proton separations for
H; and H; arc for convenience shown on the upper part of Fig.4 (a). One
can see in Fig.4, (a) and (b) that the molecular effects for emission of
Hu and ”B are very large even in the blue regiem and much larger thaan
those tor the total neutral yields. However, it should be noted that the
molecurar «ffect to be compared with that for the total neutral yields is
not the mo.ecular ctfect for the Balmer emission yields, but that for the

populations of n-excited states of neutral hydrogen atoms. Therefore, the

ratio of the populations of n~excited state per proton for molecular ions,

e + +
PmOlt((ﬂ,fD), to that for U, PH (n,=), RP(n’tD)’ is defined as
+
o molec H

H/(n,ED) =7 (n,tD) Fr (1,2). (2)

Here 5
n-1
F(n,hn‘ = »E P(n,ﬂ,tD), 3

v,=

where P(n,i,tn) is the relative population of the (n,%) substate. Here-
after, the case of Hs projectiles only will be taken inco consideration.

The relative Balmer emission yields are connected to the relative
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level populations by the following relation, when the contribution of the

cascade process to the Balmer emission is disregarded;

2 1
Y(a,t) =¢& » I Za P(ny&,t ), (4)
D n -0 2'=0 nf24 D
where Anizk' is the transition probability for the transition from state

(n,%) to state (2,%') and En is the net quantum efficiency of the detec-
tion system. The contribution of the cascade process to H_ emission was
estimated but it is negligibly small for both H+ and H;.S When the

average transition probability <An> is defined by the following relation

21 n-1
<a>=3% LA, P, /[ I p(n,L, (5)
T g0 g'=0 "M 2=0

we can have the following relation from Eqs.(3) and (4),
pP(n,t.) = Y(n,tD) / gn-<An>. (6)

From Eq.(6), one can see that, if the walue of <An> detined by Eq.(5) is
known, the relative population of n~state can be derived from the relative
yield of the Balmer line Y(n,tD). In order to obtain the value of <An>
using Eq.(5), the relative initial populations P(n,%) of the (n,%) sub-
states have to be known for H+ and Hg and for various dwell times. Bukow
et al.5 experimentally derived the ratio of relative initial populations,
P(3p)/P(3s) and P(3d)/P(3s) for H+ and H;(H;), for relatively large values
of tD(7—llfs). Their values of P(3p)/P(3s) and P(3d)/P(3s) are 0.608 and
0.422 for H+, and 1.08 and 1.29 for HZ, respa2ctively; the populations of
substates with higher angular momenta are larger for H; than for H+ and
values of both ratios are smaller than those obtainad from the statistical
expectation. Experimental data for H+ by Alguard and Brakeg, who obtained
the ratio of excitation cross sections for substatzs from the measurement
of the Stark beat of Lyman B, support the result ol Bukow et al.5 It is
assumed here that: (1) The values of P(3p)/P(3s) and P(34)/P(3s) by Bukow
et al. are independent of values of tD. (2) For RZI, the ratios P(nl)/
p(ns) are equal to P(32)/P(3s) fov all values of n24. (3) The values of
p(nL)/P(ns) (n24,223) can be astimated by extrapola:ion of P(32)/P(3s)
(2£2) to higher & values (%23) by drawing a smooth curve. The values for

Ao gogr are taken from Wiese et al.9 The resulting watios of initial
n
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relative populat%ons of n-excited states in hydrogen for H; to those for
H+: PHj(n,tD)/PHT(n,tD), are plotted against the principal quantum number
n in Fig.5, for values of tD(=O.97, 1.4, 12.3fs), where error bars indi-
cate oniy the statistical error. Comparing Fig.3 with Fig.5, one can sce
that the molecular enhancement for the initial populations of n-excited
states is almost independent of the values of n, in great contrast to the
molecular enhancement for the yields of Balmer lines.

e

nt
The ratio »~ ‘(n,tD)/P (n,tD) for the n=3 state is plotted as a func-

tion of tD in Fig.6, together with the ratio by Bukow et al.5 which is in
. . . 1 tom .
good agreement with our ratio. The ratio ¢?0 ec/@? N by CGaillard et al.l

is also shown in fig.6.

One can sce an interesting feature from Figs.5 and 6. The molecular
enhancement for the relative populations of the excited states with nz3
is much higher than that {or the yields of total hydrogen atoms consisting
of the ground s well as encited states.  This result can be easily under-
stood by taking account of that the mean vadii of these excited states in
hydrogzn increase with the increase the valvue of n and these radii for
13 are comparaple ov targer than the inter-proton separation in the blue
regiom (C“=2~13,3fs) vongldered here., Full discussions on the melecular
effects in the ianteractions ol melecular hvdrogen ions with thin foils
will he given olsewboerce.
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Interaction of Hydrogen Molecular Ions with Thin Foils
I1T Inner-Shell Ionization
Y.Yamazaki and N.Oda

Research Laboratory for Nuclear Reactors, Tokyo Institute of

Technology, Ookayama, Meguro-ku, Tokyo, 152, JAPAN

From measurements of electron spectra ejected in the backward direc-
tion from oxidized aluminum foil, it was found that H; ions (0.8-1.2MeV/amu)
produce (1.4~1.6)*0.2 times as many Al—L2’3VV Auger eiectrons per proton
as H+ ions do at the same velocity. This enhancement of the Auger electron
yield for HZ ions is mainly atcributable to the vicinage effect of the con-
stituent nuclei of molecular ions. The contribution of the projectile
bound electrons to the Auger electron production is estimated to be unim-
portant under the present experimental conditions. Appreciable molecular

enhancement of Auger electron yield was not observed on similar measure-

ments on Auger eleclrons from oxide free aluminum and carbon feils,
1. Introduction

Large molecular effects have been reported in ion-fojl interacticns;
for example, the energy lossl, the fraction of ejected HO particlesz, the
fraction of excited components in ejected HO particlcq), and convoy elec-
tron inteusity for H: ionsz"5 are all larger than those for H+ ions. A sim~—
ilar phenomenon is vspecied to occur for the inner-shell vacancy produc-
tions. Although x-ray mcasurements performed by Chen ot al? for thick
foils and by lurio -t al? for thin foils using HT Hj, and H; ions as pro-
jectiles did not show any increase of x-rays tor molscular 1ons,Auger elec-—
tron measurements puriormedby us did show an appreciable increase of Auger
electrons tor melecularions (1.2MeV/amu) incident on thin aluminum foils
having oxidized su:faces? In the present paper, the measurements have been
extended to wider species of projectiles, to wider range of projectile
velocities and to aluminum foils having oxide free surfaces.

Since the adiabatic response distance, i.¢. v/w,where v is the pro-
jectile velocity and . the angular frequency for the electron orbit in

question, corresponds to the most effective impact parameter of the pro-
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jectile that produces the electric field with angular f{requency w, it is
expected that the condition RsSv/w, where R is the internuclear distances
of the molecular ion, makes the molecular effect due to the vicinity of
the constituent nuclei appreciable. (This effect is reffered to as 'vic-
nage effect" hereafter.) The bound electron of the molecular ion may also
play some role in the inner-shell vacancy production by : 1) ionizing the
inner-shell electrons when its reduced energy, €=(m/M)E, where m is the
electron mass, # the projectile mass, and E the projectile energy, exceeds
the inner-shell binding energy and by 2) screening the nuclear charge of
the projectile, the screening length being ~r. These two effects of the

bound electron are together called '"bound electron effects” hereafter.

2. Experimental

+ +
H aund H, beams were suppliad from the Pelletron accelerator at the

2
Tokyo Institute of Technology. Before entering the collision chamber, the
ion beams passed through double apertures and were collimated to less than
about 0,75 mm in diameter at the target foil position. The angular spread
of the beams was less than 1 mrad.

A HO beam was produced by a carbon foil neutralizer followed by a
pair of deflectors to remcve the charged particles and to decay the meta-
stable excited states by the Stark effect. This system was also used as
a stripper to obtain a H+ beam from a H; beam and to obtain a He++ beam
from a He+ beam supplied by the accelerator. This procedure is very ef-
fective in the performance of measurements involving varving the kind of
projectile, keeping the other conditions unaltered.

Clean aluminum surfaces were obtained by in situ evaporation under
ultra high vacuum conditions (<10_8Torr). Aluminum feoils having oxide on
the surface were preparec by the gradual oxidation of the in situ evapo-
rated foils under the ultra high vacuum condition (>10 hr.) to eliminate
the deposition of carbon and its chemical compounds.

The beam currents were 1 —10 nA/amu for H+, H; and He+ beams and 100-
200 pA/amu for HO beams. To prevent the feils from thickening and carbon
deposition, beam currents were kept to less than ~10 nA/amu in this exper-
iment.

Ejected electrons were energy analyzed by a parallel plate electro-
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static analyzer, which covers angular ranges from -5° to 169° and from
175° to 180° with respect to the beam direction, and were detected by a
channeltron. The output pulses of the channeltron were accumulated in a
multiscaler with the standard pulse counting technique. The energy reso-
lution of the analyzer is AE/E~1.47 (fwhm), and the acceptance angle is
0.75° and 4.8° for the directions parallel and perpendicular to the rota-
tion plane of the analyzer, respectively. The collision chamber was kept

10 .
Torr during the measurements by a com-

at a pressure of less than 8x10
bination of an ion pump, a titaaium getter pump, and a liquid nitrogen

trap
3. Results and discussion

In Fig.1l, the electron spectra measured at 150°, differential in elec-
tron energy and angle, dzne/dEdQ multiplied by the electron energy E, are
plotted as a function of electron energy, for an oxidized aluminum foil
perpendicularly bombarded by 1.2 MeV/amu H+ and H; ions. Only the region
around Al—L2’3VV (V:valence) Auger spectra is shown in Fig.l. The peak
observed around 52 eV correspond to Al—L2,3VV Auger transitions of oxidized
aluminum. In this figure, electron spectra are normalized to the number
of protons to directly compare the Auger electron yields per proton for H+
and H; ions. A considerable emhancement of the Al—Lz’BVV Auger electron
vield is observed for H; ions. Since, although the continuum part of elec~
tron spectrum (continuum background) is also greatly enhanced for H; ions,
it is not related to the inner-shell ionization, we shall not be concerned
with it further here.

The enhancement factor 1, the ratio of the Auger electron yield per
proton for H; to that for H+, is determined, so that, if the electron spec-
trum for H+[L(H+)] multiplied by n is subtracted from that per proton for
H; [I(H;)/Z], the resultant spectrum gives a smooth spectrum around the
Auger electron energy region, the result being n~1.6%0.1. The values of
the enhancement factor n for various projectile velocities measured are
plotted in Fig.2, as a function of the effective impact parameter v/w.
Theoretical values calculated by Basbas and Ritchie9 using the impact para-
meter methcd which allows for only vicinage effects are also shown in this

figure. Figure 2 shows that the observed molecular effect for oxide alu-
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minum is i) much larger than that predicted theoretically and ii) very
large even when the criterion, R<v/w,for the appreciable vicinage effect,
does not hold, because R is ~2 a.u.

‘he LZ’BVV Auger spectra for the oxide free aluminum foil are shown
in Fig.3. Several prominent features can be seen as compared with those for
the oxidized aluminum foil: i) <che L2’3VV Auger peak appears at 67 eV as
compared with the value 52 eV observed for the oxidized aluminum foil, ii)
the intensities of the peak are several to ten times larger than those for
the oxidized foil, and finally to be the most striking, iii) no molecular

effect is observed for the L VV Auger peaks.

In crder to estimate thezgzund electron effect, two kinds of measure-
ments have been performed. Firstly, the electron spectrum of HO projectile
[I(HO)] has been measured under the same conditions. The contribution of
the projectile bound electron to the electron spectra is estimated by plot-
ting two kinds of difference spectra as a function of electron energy; (1)
I(H;)—ZI(H+) and (2) I(HO)—I(H+), as shown in Fig.4. The difference spec-
trum (1) clearly gives an Auger electron peak which may originate from the
vicinage effects as well as the bound electron effect. On the other hand,
the difference spectrum (2) does not show any trace of the Auger electron
peak which may originate only from the bound electron effect if present.
Secondly, the electron spectra for He+ and He++ projectiles I(He+) and
I(He++) have been measured as shown in Fig.5. Like the difference spectrum
for I(HO)-I(H+), I(He+)—I(He++) also shows no trace of the Auger electron
peak. The intensity difference of the continuum electrons for He+ and He
changes its sign at about 45 eV. The intensity enhancement for He+ for
higher energies corresponds to the electron loss process and that for He
for lower energies may correspond to the charge screening effect for glanc-
ing collisions. From these results, we can conclude that the enhancement
of Auger electrons for H; ions is mainly attributable to the vicinage ef-
fect, disregarding a minor difference of the property of the bound electron
between H; and HO.

In summary, we have obtained the followin; results:
i) The Al—Lz,3

aluminum foils but shows little molecular effect for oxide free foils.

VV Auger transition shows large mecliecular effect for oxidized

ii) The Al—L2 3VV Auger intensities are several to ten times larger for

oxide free foils than for oxide fcils.
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iii) Under the present experimental conditions, the contribution of pro-

jectile bound electrons to the Auger electron production is estimated to

be unimportant.

iv) The interpretation of the above findings may be very complicated be-

cause Auger electron intensities depend both on the excitation process of

the inner~shell in question and on the Auger decay process, and thle mole-

cular effect should be taken into consideration properly for both these

twe

I~

9.

processes.

REFERENCES

W.Brandt, A.Ratkowski and R.H.Ritchie, "Energy loss of swift proton
clusters in solids" ,Phys.Rev.Lctt.33,1325-1228 (1974).
"

M.J.Gaillard, J.C.Poizat, A.Ratkowski, J.Remillieux and M.Auzas,

Noneqrilibrium effects in the proton neutral fraction emerging from

+ + "
solids bombarded with MeV HO,H y HZ’ and H3 beams'', Phys.Rev.Alb6,
2323-2335 (1977).

W.5.3ickel, "Molecular effects in beam-foil spectroscopy', Phys.Rev.

Al2, 1801-1807 (1975), B.Andersen, S.Hultberg, B.Jelenkovic, L.Liljeby
S.Mannervik and E.Veje, "A study of molecular effects in beam-foil
spectroscopy', Physica Scripta 19,335-338 (1979), G.Gabrielse, "Meas-
urement of the n=2 density operator for hydrogen atoms produced by
passing protons through thin carbon targets”,ihys.R v.A23,775-784
(1981).

N.da, F.Nishimura, Y.Yamazaki and S.Tsurubuchi, "Energy and angular
spectra of electrons emitted from foils by ion beams'", Nucl.Instr.and
Meth.170,571-575 (1980).

K.Dettmann,li.G.Harrison and M.W.Lucas, '"Charge exchange to the contin-
uum for light ions in solids', J.Phys.B7,269-287 (1974).

F.Chen, R.Laubert and W.Brandt, '"'Al K x-ray yields with proton clus-
ters", rhus.Rev.Al5,2227-2229 (1977).

A.Lurio, H.H.Andersen and L.C.Feldman, ''Search for cluster effects in
x~ray production by fast hydrogen molecules", Prhus,kev.A17,90-92 1978)
Y.Yamazaki and N.Oda, "Inner shell ionization bv molecular ion bom—
bardment on solid foils'", ~ucl.Instr.and Meth. (to be published).

G.J.Basbas and R.H.Ritchie, private communication.



288

He *+ ALLO, - I50°
e -2 MeV /amu

C -

© -~

w - """..,_. +

n ‘ et Ha /2
\. o L!.3V V
R

'U o - et e N .

. "'-.,__’ e l .,
w T LA T, *

H
e o LS +
' H:/2-H

- .,
[ e -
I e —

08 —520 50 60 70 80 90 (eV)
Electron Energy

Fig.1 Differential electron spectra dzne/dEdQ multiplied by electron
energy E as a function of electron energy, measured at 150° with
respect to 1.2 MeV/amu H+ and H; ion beams incident on an oxidized
aluminum foil, together with a difference spectrum I(H;)/Z—I(H+).

Spectra are normalized to the number of protous.



2
T
~
(\V)
~
T
r |
T
0
Fig.2

289

® Al20s(present exp.)
o Al ( 1 )
A Al (cclzlc. Basbas & Ritchie)
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+ +
The enhancement factor 0 = (I(Hz)/2)/1(H ) for L2 3VV Auger
3

electrons measured at 150° as a function of effective impact
parameter v/w for both oxidized and oxide free aluminum foils.

Theoretical values of 1N are also shown in the figure (Ref.9 ).
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Molecular Structure Measurements of Swift Complex Ions

*
Traversing Thin Carbon Foils

H.E. Wegner
Physics Department, Brookhaven National Laboratory

Upton, New York 11973 - U.S.A.

Introduction

Various preliminary results of Coulomb explosion studies have been
r2ported at previous meetings of this groupl’z, as well as a new detector
system3 developed for these studles. This paper will report on the final
data and analysis of the Coulomb explosion of two molecular systems,
C;’o’_ and NCO+’°’_, each measured in the positive, neutral and negative
charge state.4 In addition, a new measurement has been made with the
CHZ ion and preliminary results will be reported. My collaborators in

these measurements are P. Thieberger, Brookhaven National Laboratory and

G. Goldring, Weizmann Institute.

All of these complex molecules are produced as negative ions by ei-
ther a sputtering process with solid materials (30 kV Cs+ ions on KCNO
or C), or from a plasma by off-axis direct extraction of a duoplasmatron
(operated with mixtures of HZ’NHB and COZ). The extracted negative ions
are then accelerated to MeV energies and studied directly or converted
to neutral or positive charged molecules by charge exchange collisions
with residual gas molecules in the vacuum of the beam transport system.
These two completely different negative ion production systems apparently
produced ions that are experimentally identical in terms of information
gained from Coulomb explosion measurements, probably because they may all

be at very high temperatures and close to the dissociztion limit. Anal-
+,O,—
3 o
nuclear separation found in normal neutral C3; 2.5(a)A, and similarly for

ysis of the three C species showed them all to have the same intra-

the three NCO+’0’_ species, except that the separation was rather small;
o
2.0(1)A.
+
Preliminary analysis of the CH2 data indicates that the best fit in-
cluded angle, ay between the two ?7drogen atoms is 1220(3) with an aver-

age absolute deviation angle from equilibrium, Aai, of 230(2) for a

*This work was entirely supported by the U. S. Department of Energy
under contract No. DE-AC02-76CHO0016.
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molecular model with linear uniform oscillation, and ai=1260(3), Aai=
190(2), for a model with simple harmonic oscillation. These preliminary
values compare well with the measured value of 115° for neutral CHZ.
However, the large amplitude of oscillation may infer a high temperature

similar to other molecular systems that have been previously studied.

A new cluster effect observed for all the Coulomb explosion measure-
ments that could be due to wake effects of the highly correlated atoms
of the penetrating molecular cluster, is that the multiple scattering onf
the centroid of the molecule is considerably larger than what would be
expected in terms of direct measurements of the multiple scattering of
the component single ions at the same velocities. So far, no detailed
theoretical interpretation or evaluation of these presumed wake effects

has been made.

Experimental Procedure

The experimental method has been described in detail elsewhere.3
However, it will be briefly reviewed, especially for thoc: seminar par-
ticipants not familiar with such measurements. The accelerated molecular
ions are collimated into a beam with a diameter of approximately 1/4 mm
and an angular spread of .01 degrees. This beam of molecular ions then
impinges on a 1 pg/cm2 self-supporting foil on a 3 mm diameter holder as
shown in Fig. 1. The flight path of 60 cm from the stripping foil where
the Coulomb explosion takes place, to the detector, is of sufficient dis-
tance so that the Coulomb explosion separates the particles adequately

for good spacial resolution in the detector.

The experimental requirement of detecting simultaneous multiple low
energy heavy ions from the Coulomb explosion of accelerated molecules led
to the detector in Fig. ! which consists of a thin monolayer phosptor
coating with particle size approximately 1 micron, applied uniformly on
the input fiber optic plate of a commercially available image intensifier,
The phosphor particles scintillate when struck by atomic ion constituents
of the exploded molecule and these faint scintillations are amplified by
the image intensifier whose output is viewed by a television camera. The

television image is then digitized and the pixels containing useful in-
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Fig. 1 Schematic diagram of image intensifier detector system
and television readout and digitizing system (see text).

forma.ion are stored for later an-
alysis. The digitized events are
stored on a floppy disk and subse- .
quently transferred to a Sigma 7

computer where they can be analyzed .

and sorted into whatever parameters
are desirable for comparisons to

theoretical simulations of Coulomb .

explosions.

These digitized events can be

conveniently displayed and print-
outs of such events from a Tektronix )
display terminal are shown in Fig., 2 .

for Coulomb exploded 4.67 MeV C3

ions., The different shaped points

on some of the triangle events in L
14.7 mr

the figure have to do with the fact 10 mm
Fig. 2 Typical C3 Coulomb explosion
data as plotted from Tektronix display.

that the light intensity varies
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strongly from point to point depending on just where the heavy ion strikes
the phosphor grain and where it, in turn, is loczted in respect to the
fiber optic microstructure of the entrance plate. The event in the upper
lefthand part of the figure shows the situation in which multiple C3

ions came through the system instead of one at a time which is the desir-
able intensity. Unfortunately, the beam intensity cannot be controlled

at all times and occasionally, bursts of particles come through forming
such multiple event pictures. However, the computer analysis system easilv

rejects such events and can be arranged to select specific three-particle

events independent of anv other Cs Cs Cya l

kind that may be digitized. .

Figure 3 shows the same kind of ‘ . r

Tektronix plots corresponding to the

Coulomb explosion cf accelerated - .

c, ions that were observed most-
4,5,6 '
ly out of curiosity and no analysis

has been undertaken. In each case,

approximately 100 events were re- »
corded and of the 100, some select . : - i :
patterns bearing some casual resem— . : ! o \
blance from one system to another
were selected for visual comparison .

and general interest. . ) S .

+,0,-

+ -
NCO *°*7 and 4.67 MeV <, Tons

Co-:lomb Explosion Studies of 4 MeV 447
|
t

The Coulomb explosion events of o

the triatomic molecules analyzed in
these measurements require three

parameters for a complete character- L. i . . .

ization, e.g. the three sides of the

10 mm
. t4.7mr
tions of the momenta of the three Fig. 3 Typical C;.5.6 Coulomb ex~

atomic ions onto the plane perpen- Plosion data as plotted from a Tek-
tronix display.

triangle formed by the three projec-

P
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dicula. to the beam. For the sake [ $

ALTITUDE TO
LARGEST SIDE

of simplicity of display and analy-

sis, these have becen reduced to
two, as shown in Fig, 4: the largest
R=d/}

side, %, and the ratio R=d/%, where

d is the altitude to the side 2,

LARGEST SIDE

Fig. 4 Triangle parameters for a
triatomic Coulomb explosion event.

integrating over the asymmetry par-

ameter, §8/%, considered to b. the
least significant parameter for

structure characterization.

(a) {b)

NEo

neo®

ftmran)

1
Jimsog) I{mrag}

Fig. 5 Experimental distributions of Coulomb explosion events:
a) % vs, d/& for 4.00 MeV NCO'»©9s~ fons; b) £ vs. d/2
for 4.67 MeV C%>°»~ ions.
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Two dimensional sorts of the ratio d/% vs. 2, for the Coulomb explo-
sion of (+,0,-) 4 MeV NCO molecules are shown in Fig. 5a, and similarly
for 4.67 MeV C3 molecules, in Fig. 5b. The distributions for the three
different charge states for each of the molecular systems are very sim-
ilar, as indicated. The shapes of the NCO distributions are also similar
to the C3 distributions; however, the NCO distributions have a mean £
value, approximately 2 mrad larger than that of the C3. All of the data
extend out to the d/2 limit of 0.866, corresponding to an equilateral
triangle shape. A more detailed comparison of the two dimensional plots
of the different molecules can be made by projecting all the data onto
either the £ or the d/% axis. The £ dJistributions relate most closely
to the size of the molecular ion, whereas the d/% distributions are more

associated with the molecular shape.

Projections of the data shown oo
OllllﬁTYﬁTIﬁ'ﬁr_T_T_
in Figs. 5a and 5b onto the & axis L
are shown in Figs. 6a and 6b, re- 600
spectively. These projections, sook
which are area normalized for com-

parison, show again and more clear- 0ok

ly, that the mean of the NCO and C
3 200}

distributivns differ by about 2 mrs,

and that the relative width of the

COUNTS
o
o
o

NCO distribution is alsc somewhat

larger than that of the C3 distribu-

tion. The distributions of the 600

NC0+’0’_ ions are very similar; how-

ever, C; appears to have a mean £ e

larger than Cg and C; by 0.2 or 0.3 200

mrs. The solid line curves are )

theoretical fits to the data and LRI f(mm$ o 29 28

will be discussed later. Fig. 6 Projections onto the £ axis
vf the two dimensional distributions

Projections onto the d/% axis shown in Figs. 12a and 12b. The

isolated points indicate the sta-
tistical accuracy of the bars on the
and 5b are compared in Figs. 7a and histogram.

of the two sets of data of Figs. 5a
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600 7b. These projections show that there

4| is little difference in the d/f dis-—
200 tribution between the three charge

states of either of the triatomic sys-
tems, and there is also no significant
200 difference between the two different

7] triatomic systems., It is interesting

(%3]
% 0 L to note that the NCO° distribution
[e) — +
© i 28 shows a trend for modest peaking at
[ S 0 4
3 (b) small d/% rat os compared to the
400 1

4+ -
NCO * distrioution and this trend is

also noticeable in the isometric dis-

1{ play of Fig. 5a.

For the sake of comparison with

OL_._L,__‘_., 15 SV R E—" T
0.0 0.2 oa 06 08 Iq

a/f reduced in yet one more way. The
Flg. / Projections onto the d/%
axis of the two dimensional dis-
tributions shows in Figs.‘12a tions, have been sorted according to
and 12b. The isolated points
indicate the statistical accur-
acy of the bars on the bistogram. the data pertaining to the largest 2,
The curves through the histogram
correspond to theoretical fits.

model calculations, the data have been

shape distributions, the d/% projec-
the magnitude of 2 and only 40% of

(the largest, largest sides) have
been retained. This selection has
the advantage that the largest projected triangles are less sensitive to
the perturbations caused by multiple scattering and such triangles also
lavgely exclude configurations in which two fragment ions are aligned
along the beam direction or perpendicular to the projection plane which

considerably reduces the significance of the wake effects.

As mentioned in the Introduction, a comparison was made of NCO+ ions
produced by two completely different kinds of ion sources and a compari-
son of the ¢ and 40%Z d/% projections of these two respective NCO+ ions
are shown in Figs. 8a and 8b. In terms of both the size and shape pro-
jections, the two different produced NCO+ molecules appear to be identi-
cal even though in one case they are produced by a sputtering process and

in the other, extracted directly from the hot plasma of an arc discharge.
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800
. — SPUTTER ION
Nco SOURCE
600+ i --- DUOPLASMATRON
ION SOURCE
400+ .
200 4
2
L ~r..
z % 28
S 2 (mrod)
00F ... (6) o
2 Oﬁ_' E )
150} il |
i
100+ -
50~ §
| .
Ol 1 g 1 | i
00 02 04 06 08 10
ds#
Fig. 8 (a) A comparison of the %
distributions corresponding to
the Coulomb explosion of NCO™ ions

produced by a sputter and a duo-
plasmatron ion source.

(b) Comparisons of the d/%
distributions as in (a) but cor-
responding only to the 40% frac-
tion of the largest triangles of
the distribution.

The isolated points indi-
cate the statistical accuracy of
the bars on the histogram.
they are largely frozen at the time

of extraction in terms of the trans-
port time to *he stripping foil
where the Coulomb explosion wvccurs.
In essence, these experiments take
a snapshot of the molecuie in what-
ever vibrational excitation state
it happened to be in at the time of

extraction from the source.

In order to compare these data

with theoretical models, all of the

various physical phenomena involved
with the Coulomb explosion, as well
as the excitation and oscillation of
the initial molecule, and its random
orientation in respect to the beam
direction or the plane of the detec-
tor system have to be taken into ac-
count. All of these phenomena must
be taken into account to generate a
computer simulated distribution that
can then be compared to the experi-
mental data. The ion source extrac-
tion time and trarsport time through
the accelerator to the stripping foil
is of the order of microseconds,
which means that all of the electron-
ics states that might have been pre-
sent at the time of creation of the
molecule have essentially disappeared.
The molecular states have time con-

stants of milliseconds which means

8 17— T T T T 1

160

1

140

120

a¢

100

80

60

11 1 | 1 I 1 | 1
20 40 60 80 100 120 120 60 180°

a;

Fig. 9 Initial angle vs. final
angle for a triatomic molecule
bef ‘re and after undergoing a
Coulomb explosion.
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The Coulomb explosion itself creates a considerable distortion in
terms of the original configuration of the three atoms. Figure 9 shows
this effect for an original triangular configuration with an included
angle of a; which is then transformed into a final angle, acs by the ef-
fects of the Coulomb explosion. Inspection of the figure shows that for
any initial angles varying from approximately 40° to 1400, the final an-
gle is 60° or 70° which means that all triangles either more acute or
more obtuse than an equilateral triangle, tend to become equilateral tri-
angles from the effects of the Coulomb explosion. This simple relation-
ship is further confounded by the fact that each of the carbon ions may
have different charge states since there is a probability distribution
for the charge state varying from 1+ to 4+ at the energies encountered in
these experiments. Since the charge state is not measured directly in
these experiments, that variation in possible charge state has to be
folded in to further confuse and mix up what might otherwise be a simple

transformation.

Since the carbon ions are only of MeV energies, the 1 pg/cm2 strip-
ping foil introduces a modest amount of multiple Coulomb scattering which
means that the trajectory of the carbon ion from the point of Coulomb
explosion is perturbed in its absolute direction by a random scattering
process which means that the triangle shape is somewhat smeared or blurred
in some complex wav by this phenomena. Wake effects also play some role
in distorting the Coulomb explosion further; however, there has been no
attempt to include wake effects in the model comparison. All of these

phenomena can be folded together and the result compared in order to see

which parametcers may be most scensi-
m r mo re ma

tive in determining the shape and <—ﬁ»—————————43——————————?»—> v
: BREATHING MODE i

structure of the original molecule
in terms of the experimental data

measured here.

The NCO molecule is considered L BEND'%G MODE N
3|

€

i
Fig. 10 Bending and breathing modes
structure which has a principal mode §f yibration for a rod-like triatom—-
ic molecule.

to be a relatively rigid rod-like

of oscillation in the form of a
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bending mode as illustrated in Fig.
10.
erate different ¢ vs. d/%2 plots for

Predictions of this model gen-

different n values as shown in Fig.

11.

the distribution is strongly peaked

For n=0, or low excitation,

at small d/f values corresponding
to the molecular structure being
three atoms, close to a straight

However, for higher excita-
NO SCATTERING

line.

\ (mrad ]

Fig. 12 Theoretical calculations
corresponding to a triangular C
molecule undergoing a Coulomb ex=
plosion a) without multiple scat-
tering b) with multiple scattering
before the Coulomb explosion c¢) with
multiple scattering after the Coul-~-

omb explosion.

£ mren)

22

£ (oo ot]
Fig. 11 Theoretical calculations
corresponding to a rod-like C
molecule vibrating in a bending
mode and undergoing a Coulomb ex-
plosion a) lowest order vibration,
N=0 b) N=6,

tion, like n=6, the distribution is
still peaked at small d/% values, but
extends all the way cat to the equi-
lateral triangle limit with a rela-
tively complex shape and distribution
of events over the £ vs. d/¢ map. In
fact, the n=6 distribution bears a
modest resemblance to the experiment~

ally observed data.

An initial triangle-like struc~
ture can also be calculated for com-
parison and the results of this cal-

culation are shown in Fig. 12. The

upper figure is for the situation with-

out any multiple scattering and shows

a distribution quite different from
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what was observed for the oscillating rod-like structure. Here, the dis-
tribution is quite uniform along the d/f axis and a series of ridges ap-
pear which correspond to the different charge state possibilities between
the three different Coulomb exploding atoms. The multiple scattering can
be included in the calculation in two different ways, both of which are
extreme approximations and are shown in the other two portions of Fig. 12
for the so-called pre-scattering and post-scattering cases where the mul-
tiple scattering either occurs before or after the Coulomb explosion, re-
spectively. The real situation is somewhere between these two extremes;
however, all of the theoretical calculations presented here assume post-
scattering which is the most extreme in terms of mixing up and perturbing
the basic trajectories produced by all the other phenomena of the Coulomb
explosion. A comparison of Figs., 11 and 12 indicates that the post-
scatterine distribution of Fig. 12 is quite similar to the n=6 post-
scattering distribution of Fig. 1l and that even with good statistics it
could be very difficult to differentiate between an initial triangular-

like or floppy-rod structure.

Preliminary calculations have indicated that Coulomb explosion events
consisting only of atoms all of the same charge state might show a defin-
ite differentiation between an oscillating rod and triangular-like struc-
ture. A modification of the present experimental apparatus so that dif-
ferent charged particle groups can be completely separated with a small
permanent magnet analysis system, has been tested and preliminary mea-
surements indicate that Coulomb explosion events of different charge
states can be completely separated. Consequently, in the future, data
corresponding to all of the carbon ions having charge 3+ or 2+ or what-
ever charge desired can be selected, and these different charge state
explosion events can then be compared to each other and to theoretical
calculations which may hopefully better differentiate between the tri-

angle and oscillating rod-like structure,

A comparison of the projections onto the d/% axis for Figs. 5a and

5b, representing 407 of the data of the largest triangles, is shown in
+ -

Fig. 13. For the NCO >0 projections, the n=7 or some combination of

the n=3 to 1l distributions combine to look very much like the shape of
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the d/& distribution except for the small d/% region where a strong peak-

ing is observed theoretically but not experimentally.

30,~

c3

)
250

200

150

100

50

COUNTS

Q
250

200

150

{00

50

1

04
d/@

%0 c2 1.0

Fig. 13 (a} Projections onto the
d/% axis of the two dimensional
distributions shown in Fig. 12a
corresponding to the 407 fraction
of the largest triangles of the
distribution.

(b) Projections onto the
d/% axis of the two dimensional
data of Fig. 12b corresponding to
the 40% fraction of the largest
triangles.

The isolated points indi-
cate the statistical accuracy of
the bars on the histogram, and the
theoretical curves correspond to
different calculated models of the
molecular structures involved (see
text). The n values refer to bend-
ing vibrational excitation.

Similarly, for the

distributions, a lower combination of n values, varying from 1 to

6, approximate the experimental data
quite well, except again in the vicin-
ity of small d/f values where a st. ong
theoretical peaking is observed but
not experimentally.

The absence of the small d/% peak-
ing in the experimental data with the
possible exception of the NCO neutral
distribution which doss show a small
amount of peaking in small d/%2 values,
can be understood in terms of these
molecules being produced at very high

temperature., If the distribution of

ENERGY

DISTRIBUTION
OF VIBRATIONAL
STATES

BREAK UP ANGLE

!

NUMBER

8

POPULATION OF )

VIBRATIONAL STATES VIBRATIONAL

POTENTIAL

Fig. 14 Schematic diagram indicat-
ing a possible situation in which
linear molecular ions would be formed
in bending vibrational states close
to the breakup point and assume bent
configurations all the way up to the
limit where they break up.
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the vibrational states is as shown on Fig. 14, with all the vibrational
states at extremely high amplitude, then most of the molecules break up
except for a very small tail at the low energy end of the distribution.
This can be compared to a vibrational potential plotted in terms of the
angle of oscillation with some hypothetical breakup angle which in these
measurements would correspond to approximately 40°. This means then that
all those molecules with higher amplitude vibration than this critical
breakup angle simply disappear, while the few left at the lower energy
end of the distribution have high n values, and there is an absence of
low n values because of the high temperature. This model then would ac-
count for the absence of low n values and allow for an experimental dis-
tribution of only high n value. The almost complete absence of any ex-
perimental peaking corresponding to low d/% values as predicted by the
model could be due to the anharmonicity of the oscillation which could

be extreme at high temperature.

The final conclusions of these measurements and this analysis are
thzt the molecules are probably produced and measured in very high states
of excitation and that the intranuclear separation for the C3 specieg
are fcund to have the separations found in normal neutral C3; 2.5(1)A and

o
for NCO the separation was rather small; 2.0(1)A.

Coulomb Explosion Studies with 12.656 MeV CH; Tons

Coulomb explosion studies were undertaken for 12,656 MeV CH; ions in
order to see what structure information could be gained from vhis much
more simple system. The two hydrogen atoms in CH2 become single charged
protons in the Coulomb explosion, and have only 1/12 the energy of the
resulting carbon ion. This means that their scintillations are much less
intense and can always be uniquely identified when compared to the ~l0 MeV
carbon ions. In addition, the recoil energy from the Coulomb explosion
transferred to the carbon ion by the two protons is relatively small so
that the carbon ion is always close to the beam position. Typical CH;
explosion events are shown in Fig. 15, similar %=o previous events shown

in Figs. 2 and 3, except in this case the computer has drawn in a line

between the centroids of each of the three scintillations. 1In each event
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the large blobs near the center of
each picture are the carbon ions and
the lighter smaller blobs represent

the protons. This represeatative sam-~

! ple shows the large variety of tri-
‘<:I ///4[ angles that are observed in this study
+
of the CH2 system.

The bending vibrational modes c¢f

signating this vibration are shown in

H CH? and the angles and coordinates de--

S

YT mr

JOrm
Fig. 15 Typical CH; Coulomb explo-
sion data as plotted from a Tek-
tronix display. The computer drawn Fi1g. 16 Molecular parameters for the
vectors connect the centroids of initial conditions of the CH; molecule
the three events. before the Coulomb explosion.

Fig. 16. The radial distance from the carbon to the two hydrogen atoms
is designated as L1 and L2. This included angle between these two radii
before tihe Coulomb explosion is Oy while the average absolute deviation

angle from equilibrium is Aai.

The triangle data were sorted in terms of different parameters from
those used with the heavier triatemic molecular systems. Two sorts were
carried out as a function of ags the angle between the two proton lines
after the Coulomb explosion. The ratio Ll/LZ Vs, Ggs and the average L,
or (L1+L2)/2 vs. o The results of these two sorts of the experimental
data are shown in Figs. 17 and 18, respectively. 1In order to get some
feeling for what this kind of sort means in terms of an initial CH; struc-—
ture, two simple models were calculated. These calculations assumed an
initial molecule with no bending oscillation of any kind and two frozen

extreme angles; an acute angle of 33° and an obtuse angle of 147° between

the hvdrogen atoms. The calculation did allow for the charge state dis-
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Fig.17 FExperimental distribution 6f
12.656 MeV CH3 Coulomb explosion
events: a_. vs. Ll/L2 (see Fig. 16).
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Fig. 18 Experimintal distribnti?n it did not include any multiple scat-—
of 12.656 MeV CH, Coulomb explosion
events: ag VS. (L1+L2)/2 (sce TFig.

16). ‘ culations are shown in Figs. 19 and

]
(¢, 43}/ Cmresl) tribution of the carbon ion; however,

{

tering. The results of these two cal

20, The effecr of these rwo extreme angles for the initial conditions of
the meolecule, and subsequently going through Coulomb explosion, indicates

what might be expected in terms of a real molecule that is oscillating

with some amplitude around some average angle. From these extreme condi-

tions it can be seen that the real molecule should generate a superposition

of these peak-like structures, smeared out to some degree by multiple

Coulomb scattering effects.
The final model included the measured charge state distribution of

the carbon ions along with multiple scattering. A search was then made
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for the best fit to the (L1+L2)/2
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two different CH, models compared ‘!f‘%z/éﬁ//’z
: il
to experiment is shown inFig. 21 for ,’,;éﬁg’?
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Fig., 20 Theoretical distributions
of ap vS. (L +L2)/2 for Coulomb ex- o P
ploded 12.656 M3V CHy molecules with 5§ 0 15 @) (e
rigid acute and obtuse included an- Fig. 21 Comparisons of experimental

gles between the two hydrogen atoms; and best fit theoretical distribu-
tions of ag vs. (L1+L2)/2.

no multiple scattering.
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LA S A R ‘T that the best fits fo1r two different

+ models bear a remarkable resemblance
to the experimentally observed dis-

tribution. In one case, for a uni-

{ form or linear oscillation of hydro-
- fxperiment
— U Form

-~ Sinysordal

gen, the best fit corresponded to a.=

1 122°(3) and Aai=23o(2). For a simple

harmonic oscillation the best fic
corresponded to ai=1260(3) and Aai=
190(2) which compares favorably with
the experimentally, spectroscopically
measured value of neutral CH2 of
ai=1220. Projections of these two

109 dimensional distributions onto the ac
axis are shown in Fig. 22 which il-
lustrates the systematic differences

between the theoretical fits and the

expeiimental data. In this case, the

1 ! L A 1 i 3 1
o 20 Y0 60 F0 100 (20 (4o /60 [19
c(,ﬁﬁyr?rg uniform linear oscillation appears to

Fig. 22 Comparisons of experiment- fit the data better than the sinusoi-
al and best fit theoretical pro-
jections onto the a, axis.

f

dal model. However, both linear and
sinusoidal scem to show a peaking
characteritic not observed in tte experimental data which is relatively
smooth.

Some of the differences hetween the model predictions and data can
be made more obvious in terms of the LI/LZ VS, O distributions and suchcom-
parisons ave shown in Fig. 23. This comparison shows that the Ll/L2 dis-
tributions are considerably different from the experimental in the sense
that the experimental data maintains amplitude well out onto the plane of
the figure and shows none of the peaking characteristics ~bserved in the
uniform and harmonic models. Tt must be emphasized that all of these
data and analyses are preliminary and the CH; system is still under in-
tensive study and consideration. Other models of the system may also be

tried as well as different parameter sorts of the data than those pre-

sented here.
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Since the energy of the CH;

ion is considerably higher than any
of the complex molecules previously
studied, there was some question as
to what the charge state disiribu-
tion of th e carbon ions would be,
considering the fact that the 1 pg/
cm Couloumb explosion foil is con-
siderably thimer than the equili-
brium charge thickness for carbon
ions of this energy which is about
6 pg/cnz. Relatively minor modifi-
cations of the equipment allowed
the charge separation of the out-
going carbon ions magretically.

A small permanent magnet analyzing
system was arranged so that all of
the charge states could be displayed
simultaneously on the image inten-
sifier face plate. With this ar-
the CH+ iors could be

2
passed through the foil,

rangement,
Coulomb
exploded, and the carbon ions col-
lected in relative intensities cor-
responding to the charge state dis-
tributions. The accelerator could
then be readjusted to provide C+
ions of the same velocity, or 10.848
MeV energy, and passed through the
same foil to provide a distribution
of carbon ions without the associ-
ated hydrogen ~toms of the CH;
molecule and their possible wake

effects. A comparison of these two

CH, Uniterm

ol ® /2.?(1)
Ad= 21 (2)

g a0 L e
G L, g A i e
7w, k) T FE T A A F
LA R AT AT
I" K FHAA AT

A
VA Ay B A S Y ST Y S 4
27 2L L7
i i P i o
7

/.0

C/»/1 Harnonre
o= 126 13)
Aclr /9(2)

0.5

Fig. 23 Comparison of exverimental
and best fit theoretical distribu-
tions of ag vs. T.q/Ls.
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24 Comparison of image intensifier displayed experimental charge

dJstrlbutlons for carbon ions frum 10.898 MeV €T ions and 12.656 MeV CHy
ions after penetrating a 1 pg/cm carbon foil.

distributions as observed with the image intensifie

r system is shown in

Fig. 24. Somewhat to our surprise, the charge distribution was essen-

tially at equilibrium for this cnergy even though the stripping foil is

much thinner than one would expect to be necessary to attain an equili-

brium charge state.

are almost identical whether the fast moving carbon ion is or is not as-

sociated with two hydrogen atoms.

The two dimensional data of Fig. 24 can be summed, normalized and

compared as shown in Fig. 25. 1If there is any difference at all, it is

It was also found that the charge state distributi ons
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possible thac the bare carbon ions

C/;aryra/ Carbon Tons

LA produce a slightly larger amount of
/;am /265[[‘%
/0. 74T — 6+, compared to the other charge
—

== states. However, the shift in the

et charge state distribution is probably
considerably less than half a charge
state, which means that cluster ef-
fects of the associated hydrogen atoms
20— —1] in the CHz are considerably less than
what was observed for similar measure-

o ments with the C molecular sys-

2,3,4

Loem o -l tems.
P 1 1 [} )

2 3 o 5 &
Carbor Lon CAar?e

In summary, we have found that

this new detector system allows many

Fig.

25 Summed comparison of tbe

data of Fig. 24, kinds of molecular systems to be

studied with Coulomb explosion tech-

niques, and future refinements of the technique may make these measure-

ments much more quantitative than is now possible.
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CHARGED PARTICLE TRACK STRUCTURE IN INSULATORS*
R. H. Ritchie
Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830
and
Carsten Claussen
0Odense University
Odense, Denmark
The structure of charged particle tracks has been of great interest
in radiation physics, radicchemistry, and radiobiology for many decades.
There is, however, no generally accepted mechanism to explain atomic
displacement in and sputtering of solids by swift charged particles. An
. . . > 2 8 .
ion with velocity v ;, vy = e /A o= 2.19%x10° cm/s loses most of its energy
to electrons in the stopping medium, but atomic displacement is necessary
for track registration. The complex scquence of events following exci-
tation and ionization of atoms ncar a track that leads finally to dis-
placement oy sputtering of atoms 1s 30 poorly understood that only
phenomenological analysic has been made.
£ ocomplete theory must expelain how materizal in wnich tracks form
Loecomes strained following the passage ot swift lons and how atoms
acqulre cenowdgh -.nergy to become sputtered.
The iton explosion model has been much discussed. 1t assumes that
clectrons cjected from the Lrack core are trapped far from the track and
that the potential eneryy cf the resydual 1ons boccomes converted to

kinetic enerygy. The final stages involving sputtering and atomic dis-

placement must occur despite competitive processes.

*
Research sponsored in part by the Office of Health and Environmental

Research, U.S. Deparcment of Energy, under contract W-7405--eng-26 with
Union Carbide Corporation.
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We have been led to a new model of track formation by the difficulty.
remarked by several guthors, of justifying the trapping of the ejected
electrons away from the track. We hypothesize that these electrons
return quickly to form a core electron-ion plasma fed by energy from
excited states that should exist in high concentration near the core
region.l These aspects of track structure have not been emphasized
before in this connection.

Numerical calculations based on this model have been carried out.
We have assumed that positive ions formed close to the track are described
by hydrodynamical theory and that the transport of ejected delta-ray
electrons is represented in a nonlinear age~type theory. Preliminary
results indicate that our mechanism may be very important in some insu-

Jators. More accurate numerical work is under way.

lR.H. Ritchie and Carsten Claussen, Nucl. Instrum. Methods (1982) in press.
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SUMMARY DISCUSSIONS Ao ')3

W/

Remarks intended to highlight topics of importance for future

research were made by three of the participants at the conclusion of

the Seminar. The following gives a brief listing of topics discussed

by each of these rapporteurs:

Prof. F.

Fujimoto

I. Stopping Cross Sections

A,

Experimental values of I, b, C(z), Z*, etc.

1. These values do not always agree well with corresponding
theoretical values. Such differences should be studied
in detail.

2. Experiments should be done at high energies where exchange
effects need not be considered.

3. Experiments should be done with u+ and | to obtain
accurate values of the 213 correction.

The stopping power for channeled ions

1. Theory shows good agreement with observation.

2 Values of random stopping power should be inferred from
measurements or theory of the corresponding stopping power
for channeled particles so that comparison with well-
studied values may be made.

*

BEffective charge Zl theory shows good agreement with

experiment.

Experimental charge exchange cross sectinns were explored

semi-quantitatively by atomic cellision theory.
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Empirical formulas for stopping power for any projectile and

any material over a wide range of projectile energies were

proposed.
1. Agreement with observed values was found to be within
+* 20%.

The effect of target thickness on stopping power

1. Geometrical effects, multiple scattering may be important
under some circumstances.

2. Surface plasmon generation may be quite important at very
small incident angles.

The formation of tracks in insulators

1. Closely correlated with the stopping power problem

2. The intricate sequence of physical and chemical effects
is not yet clear.

Stopping power of compounds

1. Physical and chemical effects need further experimental

and theoretical study.

Molecular Ions in Solids

A.

Convoy electrons

1. There may be appreciable contributions from field-
ionized Rydberg electrons.

Target excitation by molecular ions

1. Why is a vicinage effect observed in Al 03 but not in Al?

2

Eneryy loss by molecular ions

1. Clearly correlated with dissociation, Coulomb explosions,
etc.
. +
2. Contrast in STIM - H2 ion STIM N
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D. Structure of molecular ions shows up
1. In ring patterns
2. In track patterns
E. Surface scattering of ions
1. Dissociation probability has close relation with foil

transmission of ions, dwell times.

2. Image potential theory predicts "stand-up" of mclecular
icns.
F. Scanning ion microscopy = Ga ion beam size 100 A
1. Striking contrast due to channeling
2. SIM may be more useful than SEM for surface studies.

H. Crawford

Mcasurements of 1

A Hard to find unigue I from data, altl.ough excelient theoretical
guides for interpolating dE/dx are available. Continuing
cffort necessary.

B. betermination of dE/dx to high projectile energies from optical
data should be encouraged (synchrotron cadiation data would
be very valuable) .

Other Pormulations of -dE/dx theory

Al May be useful alternative to using I with corrections.

3. May be computed from optical data parameterized to yield
-1 . . . . .
. T (k,w) or from the local density approximation with the

vlectron gas model.
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C. Sum rules may be invcked in the parameterization, structure
factors may be used.
D. Applicable in a more general context, e.dg., energy straggling.

III. Perturbation Theory of dE/dx at Low Velocities

A. Perturbation o v as v+ O
B. Perturbation series S(v) = I S(n)vn
n
C. By symmetry S(-v) = S(v); hence, S(v) = S(l)v + S(3)v3 + ...
IV. Other Effects of Current Interest
A. Molecular projectiles —~ screening and wakes
B. Charge state effects
C. Scattering angle dependence of -dE/dx
D. Directional effects on ~-dE/dx
E. Thickness effects on -dE/dx
F. Surface effects on -dE/dx
G. Secondary electrons from solids - convoy, Rydberg states

H. Connection with collisions in the gas phase

Prof. R. H. Ritchie

A brief listing of some recommendations for future work of importance
to this field follows.

o 1z 3 Theory. More work needs to be done toward understanding the

1
3
Zl

comparison of contributions from close and from distant collisions

effect for atomic systems. In particular there should be a

on the basis of atomic models.

® Relativistic Shell Ccrrections. The electron gas statistical model

of Bonderup seems to be quite useful for describing shell corrections

for nonrelativistic electrons in the stopping medium. It should be
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extended to the relativistic region. This will require an expression
for the complete RPA dielectric function for a Dirac electron gas.
Bonderup has derived such an expression but has never published it.
He should be encouraged to do so.

Density Effect. Modern calculations of the Sternheimer density

effect correction to the stopping power of condensed matter have

been carried out recently for Al metal and for HZO' This work was

based on oscillator strength measurement and theory. Extensioa to
other materials would be useful.

Stopping Power in the Region 0 § v & v,- Recent theoretical work

by Brandt and Kitigawa seems to give surprisinagly good agreement
with experiment in this range. This semi-empirical approach should
be extended and should be studied for v << A where their use of
lincar response theory may be tested against phase shift results.

*
Effective Charge. It may be useful to compare 2 for energy loss

*
with 2 for Coulombic interactions responsible for convoy electron
foimation, ctc.

[nner~shell Excitation. Further developments of perturbed station-

ary state theory that were discussed would be desirable in this
active research area.

{mpact Paramcter Dependence of Energy Loss. This theory has been

discussed and gives good agreement with experiment, but more work
should be done, perhaps with alternative approaches.

Convoy %lectron Theory. Although the theory for ion-atom collisions

seems to be in good guantitative agreement with experiment, the same

is not true for electrons ejected from solids. A thorough theoretical
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treatment of the CTC process and the contribution of wake-riding
electrons to the convoy spectrum is needed.

Vicinage Effect Theory in Nonmetallic Solids. Experimental data

from the University of Chicago group seems to indicate that existing
theory of the vicinage effect does not apply when v A vy and when

the cluster penetrates a carbon medium. This should be studied.

Availability of Argonne Dynamitron Beam. The Dynamitron beam line

with its high angular and energy resolution and ability to separate
charge states may be used for accurate measurements of stopping
powers. It should be excellent for finding stopring power as a
function of projectile charge state. D. S. Gemmell welcomes workers
interested in using this Argonne facility.

Bloch Corrections. During the conference it was suggested by J. a.

Golovcr nko that Bloch corrections to ~dE/dx theory for partially
screened ions should be made using the full ionic charge rather
than the z* value. This is due to the fact that for velocities >>
Vo' the relevant impact parameters are so small that the full ionic
charge is seen by the struck atom.

Directional Dependence of I. The theory of energy loss in crystals

has been shown to lead to the prediction that the mean excitation
energy for energy loss by an ion proceeding in a given crystal
airection should depend, in general, on that direction. 1In addition,
it shows that in optically anisotropic materials, a "wiggly wake"
should develop in certain directions.

Dielectric Data. More work should be done to infer I from optical

response measurements on solids.
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Inertial Confinement Conditions. Theoretical work toward understanding

energy losses by ions under extreme conditions of temperature and
pressure is very chailenging. The presentation and syr.thesis of
theoretical methods from different areas of physics point toward
substantial progress.

Charge State Theory. The systematic approach toward evaluating

capture and loss cross sections based on atomic models for the ion-
solid interaction should be encouraged. Solid state effects are
thus highlighted and may be understood by comparison with theory
based on atomic models.

Rydberg States Contribution to Convoy Electrons. The work reported

on the contribution to convoy electrons of field-ionized electrons
in Rydberg states on ions emerging from solids casts new light on
the phenomenon of convoy electron measurement.

Determination of the Structure of Molecular Ions. Analysis of

Coulomb explosion patterns to determine molecular ion structures

yields much useful information. This method promises to be a very

uscful tcol in the future.
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