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EVALUATION OF SAVANNAH RIVER PLANT SHUFFLER CALIBRATION STANDARDS

by
M. M. Mejer, T. W. Crane, and C. J. Nachtsheim

ABSTRACT

Six chemistry and three nondestructive assay (NDAj
measurements have been made to provide information an the
235y content of twelve standards cut from a cylinder of
yranium-aluminum alloy to be wused in calibrating the
252¢f Shuffler. These data have been evaluated to pro-
duce a set of wuranium mass estimates and asseociated un-
certainties for the standards by means of Tleast squares
techniques. Longitudinal fluctuation in uranium density is
modeled, both by linear splines and by pnlynomials, and the
two methods are compared. Also, a methed is given for
assessing the accuracy of the measurement uncertainties
initially provided.

[. INTRODUCTION AND SUMMARY
A 252Cf Shuff'ier1 has been 1installed at Savannan River Plant (SRP: to
measure the 225U contert of waste and scrap generated at the reactor fuel
fabrication facility. Measurements are performed by counting deiayed neutrons
from fission after an interrogating 252Cf source is returned to a weil-
shielded position. Calibration standards are necessary to relate this neutron-
counting response to the 235U mass of the assay sample. It is the purpose
of this report to describe the evaluation of such calibration standards.

A set of calibration standards was fabricated at SKP from an extruded,
cylindrical ingot of wuranium-aluminum alloy with a nominal mass ratio of
0.3:0.7. A section, roughly 40 cm long, was taken from the central, most
uniform portion and was sliced to produce 14 disks 6 mm thick and 12 disks
25 mm thick. The disk diameters were 171 mm. Thin (6-mm) and thick {(25-mm)

disks were removed in alternating fashion from sequential positions on the



ingot, with thin disks taken from each end and adjacent thin disks taken from
the center. Figure 1 illustrates the positioning of the disks. The thick
disks were clad in aluminum with 1.3-mm wall thickness, and they serve as the
calibration standards. After fabrication and cladding, each disk was weighed
with a commercial scale to an accuracy of 0.1 g (0.006%). The thin disks were
cut into quadrants, and two quadrants from each disk were destructively ana-
lyzed. The pair of quadrants chosen for analysis varied in a rotating fashion.
This selection procedure is illustrated in Fig. 1. Three NDA measurements
were taken from each thick disk, and four destructive analyses were performed
on each thin disk (two from each quadrant). Section Il describes the experi-
menial procedures and the data.

The evaluation problem is to combine these nine data sets to produce a
best set of 235U mass values and associated uncertainties for the 12 cali-
bration disks. The problem considered here is complicated by the fact that we
did not assume that the experimental uncertainties provided were necessarily
precise, Thus, in conjunction with the determination of calibration mass
values and uncertainties, we give a method for adjusting measurement uncer-
tainties so that they truly reflect variation in the measurement sets. Section
ITI reviews this technique and other basic methodologies. Two approaches for
ohtaining calibration mass estimates, involving linear and polynomial inter-
poistion, are presented in Sections IV and V, respectively; Sec Vi compares
the two methods. Although results showed few differences in terms of actual
catibration disk mass estimates, we conclude that, in general, the polynomial
metheds considered lead to slight increases in both accuracy and precision.

[I. EXPERIMENTAL PROCEDURES AND RESULTS

As mentioned in the introduction, a total of nine measurements that bear
235

on the U content of each disk have been performed. At SRP one set of
quadrants has been analyzed for fractional uranium content by four different
chemical techniques: potentiometric analysis, modified Davies-Gray titration
(MDG), coulometric analysi , and isotope dilution mass spectrometry (IDMS).2
A second set of quadrants was analyzed by the group at Los Alamos National
Laboratory using a Los Alamos-automated spectrophotometer and isotope dilution
mass spectrometry.3 The quadrant masses were determined at each laboratory
by weighing. In addition, the isotopic distribution was done for each sample
at Los Atlamos.
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Positioning of calibration and sample disks.

The Los Alamos chemistry measurements included the total mass, the uranium

mass, and the uranium isotope a.stribution for each quadrant. Total mass un-

certainty was less thar. 0.01% and was ignored.

Uranium mass uncertainty was

0.19% and 0.26% for isotope dilution mass spectrometry and automated spectro-

photometer, respectively. The

235

tainty of 0.05%, which was ignored.

U fraction of total uranium had an uncer-



The SRP chemistry results were quoted in terms of uranium fractions that
were converted to 735U mass fractinn by use of the Los Alamos isotopics data
far each disk. The 0.05% uncertainties of the latter were again ignored. The
uncartainties associated with the SRP chemistry results were: potentiometric
analysis 0.1N%; mndified Davies-Gray titration, 0.50%; coulometric analysis,
B.%30%; and isntope dilutinn mass spectrometry, 0.30%.

Lt L ng Alamns three nther measurements were performed on the thick disks
v nandestructive techniques. Pei11y4 counted the 186-keV gamma rays from
carh Aisk and applied a fransmissinn-dependent anrrection to account for atten-
1atian in o the campls.  Reference 5 des~ribes the rounting of delayed neutrons
after py'qed-negteon interrngatinn by the Van de Graaff arcelerator. Finally,
he Shuffler dtself was used at SRP ta praduce a set of relative data for the
TUothick Adigke,

Tne Reillv gamma-ray spectroscony data were the ?35U mass values for
pach nfothe 17 thick disée. These were comhined with the SRP weighings of
theor dicks tn nfve the © 7 U mass fraction, The total statistical uncertainty

this meayrement was CUARY hat abserved nonuniformities in the samples
ntvodyce affecty toowhich this methnd may be sensitive. Based on his measure-
mente of yari=tinng in the transmiscion, Reilly ectimates that systematic un-
sroainties mav heoas high ac 8%,  Because the nonuniformities were similar in
rhacacter from dick to disk, we decided to assian the 0.46% uncertainty to the
meas.y ement and, if necessary, treat the data set as relative.

Van de Graeff data were quoted as 235U mass, and the SRP weighings were
used tro convert them to 735U mass fraction. These data have an uncertainty
of 3%, the relative standard deviation of a standard analyzed concurrently
with the #isks. The ratios nof Shuffler response to weighed mass for each thick
disk comprise a final, relative set of data proportional to the 235U mass
fraction. The Shuffler response has uncertainties ranging from 0.08% to 0.11%.

Thus, the data to be analyzed consisted of 84 chemical and 36 NDA measure-
ments and all associated uncertainties. For the linear interpolation analysis
given in Sec. IV, three additional observations were made by interpolating
each of the three pairs of NDA measurements from the adjacent thick disks.
Table I gives the complete set of 120 observations, in addition to the inter-
polations and the weights used in the interpolations. Table I also provides
uncertainty data. The relative standard deviations for each value were the

same throughout each set except for the Shuffler data and are listed below
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each data set. The range of Shuffler relative standard deviations is indi-
cated, although in the evaluation pjrocedure each measurement was associited
with its specified uncertainty.

It must be emphasized that the relative standard deviations for sets 7
through 9 are for the measurement themselves, and not for the interpolated
values used in the analyses. Standard deviations for the interpolated values

were calculated using the identity
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. . . .th .
where SD represents standard deviation, b, s the i measurement .  and a
and b are the weights used in the interpolation. No interpclation errar was

incorporated in the assigned uncertainties.

11, BASIC ANALYSIS METHODOGLOGY
The evaluation pracedure uses the method of Teast sguares ac ~tlined in
Ref. 6. The formalism wili be briefly described here ta cshow the modificatic.s

used in tred! 1g this probiem and to define quantities that wil' have subse-

guent use.
Consider J masses each measured hy A absolute technioues and R relative
) : th ‘
techniques. Information on the j mass can be obtained from the ghsolute
measurements
M =y + - 1:1.7’ ,A\ o)

RiM' =yss * oo 1= A+ 1A+ 2 0 A 4R, (3}

ip ”1j) are the measurement values and associated uncertainties
for the j mass measured by the ith technique. Let Mj be the best

Here (o

.th . .
value of the J mass to be determined by the evaluation and Ri be the

.th .
best value of a factor that scales the 7t relative measurements to the

absolute values.



TABLE 1

235 MASS AND UNCERTAINTY DATA

Set Ser 7 et Set 4 Ser 5 Set A Setr 7 Set R 50t 9
Maos {ASL LASL P HP SHP SRP LASL LASL LASL
o 10MS  Autn . Spect.  Potent, MDG foulamb.  1DM7S Va6 y Spect. Shuffler
e A 6. 46 16,46 1R .5 16,45 16,40 16.47
Loihaow 1 17.37 16,9} 2.47%
T Vh .44 Th, 4k 16,47 R 1606 16,37 17,014 1:,478 .4738
AV Thoew 1,70 15,77 247
Lo thn ThLaa Y V6. a0 16.47 1h, i 16,10 14, /6a {4 ]ha 7 4RQa
LT T Th. 73 5.0 7. 4n7
AJTE o4 F L Ar Ve, an 16,49 16, /4 16, 8% 16, 4F HTL 16 012 7.a7
LA 16,37 15, 14 2616
S Troar F 1h. Rt ThLAF, R T, 70 h.ot? LRLUED 1h,r74 P N
G tre b f 7.0 N 7.414
Al Y b 1h.hE h.h7 16, R4 1h. 56 Jh.5F 16,.69 17.049 15.9R4 7.4184
Lo They F Va7 16.00 ?2.48%
Al Thoen ! A 1H .50 1h. A1 Th K7 h.h" Y Yhoet 15,930 poarst
A ALY 1h.41 N 1h.hk .17 hLRP Yh.ARC 5.ant 7.872°¢
St 7 16.01 5 .83 2. 464
Wi, Thono oy Th LA Tht 1h. %4 Thont I 1h.4% 14 /82 o 4pts
S Tho b LhLHb 15.73 7. 45F
R N AR it IR LFL 44 RLUIT 1h, 648 15.852 7.08817
“ vy 1.2 15.96 2.468
T T MY . 4r L6 HEZR ThUS S ih.4" 1h.p9 15,902 7. 4p43
My ] 1h.R3 2. 46%
e et N Th. 5! Y40 17,55, Th. A0 6L AG V70162 15 874 7 46FE
M D 17.19 15.91 ?.4868
e 7 onL Ak Ih.as 1. 4% A3 in. a8 .- Th.6a4 15.R92 ?.46pR4
e 1! 16.06 15,436 2.469
T 4 N Th.a) S HEIE 1A bk Th.46k
st e Standart L9 7.t .G Lot LN o0 0.0 & .n G.7-0.00

R "ll’l‘?V

Trierpotated: 1/ Imeasurement of tnick disk above) * 117 ‘medwurement of thick disk belowl.
Sinterpatateg: 7,12 (measurement of thick (isk ahove) *+ Ri12 fuweasurement of thick disk helow).
Toterpoiateds 717 (measurement of thack disk abovel 7712 {measurement of thick disk below).

Because of the product term, RiMj’ anove, noqlinear 1e§st sguares
methndology is required to obtain best estimates Mj and Ri of the
parameters Mj and Ri . Let M? be an estimate (for example, a
weighted average of absolute measurements) of the best mass value for the
jth mass, and let R? be an estimate of the best scale factor for the
ith measurement tecnnique. Then, using a Taylor expansion of the product

term, normalized residuals for each measurement are

AM . T
SO i A K e R I T (4)
oy wme oMoy

l J J

and



SO DR S A N Loy a1, A2, AR (5)
1] Mo RO ROMO L M
J i i
where
M. =M, - MO
J j j
o0
Auij~U]J_RiMj
AR. =R RQ

The best masses and scale factors are the values for which the sum of squares

of residuals 15 minimized:

. A+R ] 9
—_— r‘,,'—O Jl:],2,. ,J, /6‘
aM .| 1j
S
A+R D
? 5t
w z Zrij:() it s At L, A2 LAY R, (7)
i=A+} i=1

This gives rise to a set of J + R equations linear in the J variahles Mj and
the R variables Ri that are amenable to §o1ution by matrix inversion. For
increased precision, solution variables * Mj: and - Pi - may be wused as new

setg of estimates MY and R?: and the above process repeated until

e My - M‘J?)2 + R, - R?)B is sufficiently small. (In general, for the
datajset under stud;, four iterations were sufficient to cause ¢ to drop below
10710 v ,

The best values, Mj and Rj’ for the variables can then be explicitly
reinserted into the expressions for ije and the total weighted sum of
squares computed:

5 AR J 5

L0 = :E: }E: ST (8)

i=] j=1



An overall estimate of variance is given by

B2 =y Z/IN - (3 *R)], (9)

where N is the total number of data points and N - (J + R) is the number of
degrees of freedom. The standard deviation, B, 1is referred to as the
generalized Birge ratio in Ref. 6. Taylor et al. (Ref. 6) define another
parameter, bi’ which has a magnitude related to the compatibility of the

it data set with the others evaluated.

b2 = r n. - Ei (J +R) ! (10)
A i MW : :
—

where n. is the number of data points in the ith measurement set.

If all experimenters have assessed their uncertainties correctly, each of
Bg,bi,...,b§+R should be approximately 1. If this is  not the
case, the evaluator is confronted with the préblem of modifying the input data
nr the results to produce best mass va.ues and uncertainties consistent with
the discrepant data. No well-defined procedures seem to exist for achievement
of such conservative uncertainty estimates. The optimum solution, of course,
would be to become intimately enough acquainted with the details of each exper-
ment to be able tc assess their uncervainties in an evenhanded fashion. Such
a proceaure would imply a level of acruaintance with the experiment at Tleast
equa) to that of the experimenter. Even if possible, such a method would be
extremely time-consuming and cumbersome.

Some evaluation procedires, notably those that generate best values for
the fundamental constants,6 tend to favor inclusion of compatible data
sets. Sets that are descrepant with the main body of data have a higher
probability of rejection. As a result of this procedure, the best value of a
fundamental constant may change by several standard deviations in a subsequent
evaluation. (See, for example, Fig. 1, p. 7, Ref. 6.) Because further
evaluations could not be expected, it was felt that a more conservative
approach to the assignment of uncertainties was necessary,

Actually, if for some i, b? is muchk larger than 1, it indicates that
the uncertainties associated with the ith data set have been underestimated

by a factor of bi' Thus, a simple, compromise procedure is to multiply the



uncertainties associated with the ith data set by the value Kbi’ where the

constant, K, is chosen to give B~ 1. In this way, as noted in Sec. I, the
method chosen for adjusting uncertainties appropriately reflects uncertainty
in the data.

Without detailing the mathematics, we note that in addition to best mass

~

values, Mj’ the least squares analysis produces a (J *+ R) by (J + R) matrix
L from which estimates of their variances and covariances are obtained. If

the parameter estimates, Mj,...,MJ, Rl""’RR’ are denoted Pl""’PJ +Re
then the (i,j)th entry of C = BT gives the estimated covariance of Pi

and Pj. For i = j, C is simply the estimated variance of Pi' The

ii
matrix C is needed, in particular, for determining standards uncertainties.
For later reference, we note that the variance of any linear combination,

J+R

:E: a.p

Py of the parameters is given by

i=1
J+R J*¥R JHR
Var 2 ap:) = Z : 2 : a. C.. a.. (11)
4 j d 4 i vij 7
i=1 i=l j=1

IV. A FIRST APPROACH: LINEAR INTERPOLATION

A. Method

Determination of best mass and uncertainty estimates for the calibration
standards is accomplished in two sters. We first obtain uranium fraction and
associated uncertainties for each of the 14 thin disks. Calibration disk
masses are subsequently based on the simple Tinear interpolation or averaging
of adjacent thin disk best mass values. Thin disk estimates are based on the
84 destructive analyses and the 36 interpolated NDA measurements. Because
correlations in the data arise from interpolating thick disk wvalues,
generalized least squares procedures are required.

Briefly, the modification to the weighted 1least squares methodology

already described is as follows. Let the wunnormalized residuals,
rij' = rij 95 for the N observations be denoted €15 -+ sly and
let the covariance of e and ey be given by Vij' Thf variance of e
is V... Best masses are chosen to minimize e'V'e, where e' -
(el,...,en). In the foregoing, V was simply a diagonal matrix with
nonzero elements composed of the TS Because correlations exist, V is



no longer diagonal. For the generalized analysis, both an estimated variance,
52, and the square of the Birge ratio, 82, must be computed. This s

necessary because 82 now only approximates the estimated variance,

2 _evle/IN- (J+R)T L (12)

Previously, it was possible to partition X2 into A +R sums, X? =Ir
i = 1,2,..., A+R. The expression b’ was defined as < /{n. - (n./N)(J % R)].
For the generalized analysis, such a partitioning ofg'v— e is not possible
and, therefore, b? values computed will also be approximate.‘
B. Evaluation

The data of Table I were first inspected for consistency and biases. A

calculation with all the data gave the results listed as Run A of Table II.
The b? values indicate that sets 3, 4, 6 and 8 were the most discrepant.
Examination of the residuals revealed that the 12th observation in Set 4 was
somewhat aberrant. A T-test at the 0.01 level of significance rejected the
case as an outlier. Deletion of the point led to an 87% reduction in the
value of tg.

The large bi value associated with data Set 8, the gamma spectroscopy
measurement, was not wholly unanticipated. As mentioned in Sec. II, Tlarge
systematic errors could have been introduced by the sample nonuniformities,
although there is reason to suspect that they would act in the same way for
all the sampies. It was therefore decided to retain Set 8 unaltered but to
use it as a relative data set and to delete the outlier of Set 4 for
subsequent calculations. With these two changes the results labeled Run B
were obtained. The value of R8 was 0.9595, indicating a 4% bias in the Set
8 data.

Next, a series or c2lculations was done in which each absolute data set
was permitted to be relative. This was done to seek out biases associated
with any given measurement technique. Scale factors and values for B are
listed under Run C for each absolute data set given relative status.
Inspection indicates that there are no gross biases and that to account for
the large value of 82 one must assume that the uncertainties of one or more

data sets are underestimated.
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TABLE 11

EVALUATION SUMMARIES FOR THE
LINEAR INTERPOLATION ANALYSES

Data set Run A _le 8 Run C Run D Rir F
2 2 2 :
) " " & g2 B seatefacer T
1 2.57 .88 0.9982 4.68 342 ) (.80
2 ?.88 3.85 £.9967 4.56 3.9 190 £.eh
3 9.54 6.40 1.0020 4.52 7.74 0.7 1L
4 16.59 2.70 n.195] 4.66 - {deleted; -
5 2.61 2.40 1.0007 4.8 2.7 1UR?
6 17.46 16.97 1.0015 4.72 - (deleted) -
7 0.87 C.77 1.01ns 4,78 A GLRe
8 169.40 1.23 1o L voel
9 13.42 12.70 & an 7,97 LeF
Bl 2040 5 hf 2. "
Varcance (s¢)14.97 4,90

At this point the SRP group was contacted and queried regarding the Set 4
outlier and large bi value for Set 6. These results were apparently not
surprising in view of the procedures followed for these two analyses. As a
result of this discussion, it was agreed to omit Set 4 and Set 6 from subse-
quent evaluation. Run D of Table Il gives the bi values for the data base,
excluding Sets 4 and 6.

Wer 2 the data not discrepant, as indicated by 82 values significantly
larger than 1, *re evaluation would be complete, with the variance-covariance
matrix specifying each mass uncertainty. Such is not the case, and the uncer-
tainties for each data set must be adjusted using the procedure described in
Sec. I!l. Each wuncertainty for the 1th data set was multiplied by 0.985

b., and a reanalysis performed. The results are listed as Run E of Table II.

-ia
Table III 1lists mass values and relative uncertainties for each of Runs A

through E as found by the generalized least squares analysis. The value of

82 is given by the ith diagonal element of the variance-covariance

;
matrix, listed in Table IV, and estimates the variance of the 1th mass

estimate, Mi' The relative uncertainty is then Ui/Mi' Notice that the

11



TABLE 111

THIN DISK EVALUATED MASSES AND UNCERTAINTIES

Run A Run 8 Run D Run E
Mass Uncertainty Mags lincertainty  Mass "~ Uncerfainty Mass Uncertainty
Mass I 2 4 . - 2 . ; N -2
Namber TJJA) Fi/ﬁi_(fh}fl-j f)} ) fj/Mj_lj}O ) Mifv\ nj/Mj{x 197°) Mj{‘) aj/Mj(xlo )
(i)
1 16.47 0.30 16.47 n.17 16 .48 n.15 16.47 0.1809
° 16,50 0.19 16.67 0.11 16,53 n.09s 16.52 0.1218
4 16,47 n.17 16.49 n.16 16,60 0.086 16.49 n.1108
4 16.49 .18 16.501 0.1n 16,67 1.088 16.52 n.1127
4 1h.57 n.18 16.59 0.1n 16.59 . 091 16.58 0.1157
A HANGY 0.17 16.63 a.10 16.63 (J.087 16.62 0.1117
: 1,89 n.16 16,61 0.090 16.60 0.078 16.58 0.0987
2 VA58 0.16 1A.59 n.09? 16.58 0.080 16.56 0.1005
El 1h.50 n.18 16.51 n.10 16.50 0.N88 16.48 0.1122
N n.1R 16.48 n.19 16,47 0.090 16.46 0.11°3
TR 45 n.19 15.74 0.1 16.47 0.094 16.47 0.1183
jh.4R Nn.19 16.46 n.11 16.47 0.095 16.48 0.1200
th. 47 .19 16.49 0.11 16.49 n.095 16.49 0.1197
1 MY .30 16.54 0.17 1A.54 0.15 16.54 0.1809

sensitivity of the bhest mass values to the selected evaluation technigue is
quite Tow. The largest mass variation for all technigues is only + 0.097%.
Also, for runs of interest, B, D and E., uncertainty estimates are quite
stable. However, it is felt that the use of the uncertainty scalings in Run
£, as based on the discrepancy indicators b? in Run D, has resulted in
more realistic ascessments of uncertainties. As a result, the mass estimates

{Mj} produced by Run E are the recommended set of best values.

The calibration disk masses, Mg and associated relative
uncertainties, ag/Mg, j = 1,...,12, as based on the results of Run

E, are listed in T3hle V. The following formulae were used in their

calculation.
572 T M)
+ Mj+2); jg=7,...,12 . (14)

The uncertainties were calculated using the variance-covariance matrix of the
16 best thin disk mass values (Table IV) and Eg. (1) of Sec. III. To
facilitate calibration of the Shuffler at various levels of scrap mass and

12



€l

VARIANCE-COVARIANCE MATRIX OF THIN DISK MASS ESTIMATESA

TABLE TV

J
1 Z 3 L 5 b 7 " 9 10 11 12 13 1T

1 8,878 0.0000 0.0000 0.0000 0,0000 0.0000 0.0000 0.0000 0.0000 0.0000 0. 0000 0.0000 0.06000 0.0000
2 0.0000 4.0466 1.56A5 (0.2094 0.3927 0.33¢6 0.2913 0.2748 0.3004 0.3957 0.3459 0.2518 0.4610 0.0000
3 0.0000 1.5665 3.3366 1.3849 0.0734 0.3825 0.2544 0.2468 0.2796 0.3645 0.3175 0.2260 0.4265 0.0000
4 0.0000 0.2094 1.3849 3.4636 1.6995 -0.0360 0.3268 0.2774 0.2454 0.3591 0.3071 0.2218 0.4125 0.0000
5 0.0000 0.3927 0.0734 1.699% 3.6839 1.6619 -0.0585 0.0777 0.3209 0.27%94 0.2685 0.1930 0.3510 0.0000
6 0.0000 0.3366 0.3823 -0.0360 1.6619 3..489 1.3951 0.7624 -0.1504 0.3957 0.2478 0.1974  0.3533  0.0000
i 7 0.0000 0.2913 0.2544 0.3268 -0.0585 1.3951 2.6840 2.4470 0.8458 0.0955 0.2502 0.1496 0.2974  0.0000
8 0.0000 0.2748 0.2468 0.2774 0.0777 0.7624 2.4470 2.7767 1.,4952 -0.0752 0.2707 0.1336 0.2835 0.0000
9 0.0000 0.3004 0.2796 0.2454 0.3209 -0.1504 0.8458 1.4952 3.4320 1.6343 -0.0388 0.2477 0.2837 0.0000
10 0.0000 0.3957 0.3645 0.3591 0.2794 0.3957 0.0955 -0.0752 1.6343 3.6012 1.3977  -0.1015 0.4911  0.0000
11 0.0000 0.3859 0.3175 0.3071 0.2685 0.2478 0.2507 0.2707 -0.0388 1.3977 3.7995 1.7483 -0.0788  0.0000
12 0.0000 0.2518 0.2260 0.2218 0.1930 0 1974 0.1496 0.1336 0.2477 -0.1015 1.7483 3.9106 1.6619  0.0000
13 0.0000 0.4610 0.4265 0.4125 0.3510 0.3533 0.2974 0.2835 0.2837 0.4911 -0.0788 1.6619 3.8975 0.0000
14 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 8.9619

aThe (i,i)th entry gives the Cov (Hﬁ,ﬁj). Cov (Mi‘hi) = var (Mj).

fach entry must be multiplied by 10-4.



TABLE V

LINEAR INTERPOLATION ANALYSIS (RUN E) CALIBRATION
DISK MASS AND UNCERTAINTY FESTIMATES

Total Mass Relative
Mass Percentage Uranium Uncertainty Uncertainty
D1k _(g) Ur anium (g) (g) (x10-3)
i 1671.13 16.494 275 .64 0.30040 1.090
g 1680. 62 16.501 277.32 0.27250 0.983
1 1666.62 16.496 274.97 0.25779 0.938
4 1646.30 16.546 272.39 0.26732 0.981
5 1675.13 16.606 278.18 0.27084 0.974
3 1674.66 16.613 278.21 0.25012 0.899
7 1664.47 16.537 275.25 0.25242 0.917
8 1673.58 16.479 275.78 0.26858 0.974
9 1678.23 16.467 276.35 0.26794 0.970
10 1674.02 16.472 275.74 0.28020 1.012
11 1675.35 16.480 276.11 0.27948 1.012
12 1672.86 16.517 276.31 0.29994 1.086

volume, Table VI Tists best masses and uncertainties for combinations of 1
through 10 calibration disks. The particular combinations were chosen to keep
the uncertainty associated with the total mass (approximately} as small as
possible. Again, £q. (1) was used to compute the listed uncertainties.

TABLE VI

LINEAR INTERPOLATION ANALYSIS (RUN E) MASS AND UNCERTAINTY
ESTIMATES FOR SELECTED COMBINATIONS OF CALIBRATION DISKS

Mass Relative
Number Uranium Uncertainty Uncertainty
of Disks Combination (g) (g) (x10-3)
1 6 278.21 0.25012 0.899
2 6+7 553.45 0.42508 0.768
3 6+7+8 829.24 0.59983 0.723
4 5+6+7+8 1107.42 0.74130 0.669
5 5+6+7+8+9 1383.76 0.87726 0.634
6 4+5+6+7+8+9 1656.15 1.00489 0.607
7 4+5+6+7+8+9+10 1931.89 1.11906 0.579
8 3+4+45+6+7+8+9+10 2206 .81 1.23202 0.558
9 3+4+5+6+7+8+9+10+11 2482.92 1.34767 0.543
10 2+3+4+5+6+7+8+9+10+11 2760.24 1.46084 0.529
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C. Discussion
We note that other methods of interpolation might also have been sug-
gested. For example, the thick disks, rather than the thin, could easily have

been chosen as a basis for evaluation, resulting in a slightly different method
of interpolation. In general, such a scheme will produce best mass estimates
with increased variance; however, interpolation error may he reduced, espe-
cially if 1longitudinal variation 1in 235U content is pronounced. Thus, in
view of the method adopted, any evidence of strong longitudinal fluctuation in
235U content might be cause for concern. Fiqure 2 shows the mass values of
Run E plotted as a function of their initial positions along the ingot. The
nonuniformity is large relative to the variances that result from the evalua-
tion and suggests that the method chosen may have been inappropriate. In the
case of the smooth and substantial longitudinal fluctuation in uranium content,
regression procedures for estimating 235U fraction as a polynomal function
of position along the ingot may be most appropriate. Thick disk uranium con-

tent would then be obtained by integrating (averaging) the estimated

PERCENTAGE URANIUM

POSITION ALONG INGOT

Fig. 2. Run E thin disk mass values plotted against position
along ingot (& = mass estimate; x = measurement).
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polynomial over the co-responding subregions of the rod. We consider this

approach in detail in the next section.

V. A SECOND APPROACH: PQLYNOMIAL INTERPOLATION

A, Method

In the previous section, evidence for significant Tongitudinal fluctuation

in uranium content was found. Whereas no true physical model can be given to
predict changes in uranium density, it was conjectured that polynomials may be

useful in describing them. In this section we consider the estimation of
th

uranium fraction as an i degree polynomial function, pi(x), of position
x along the 1ingot. Given the least squares estimate, pi(x), of the
polynomial, calibration mass values are found by integrating pi(x) over the

appropr iate subregions of the log.
Briefly, the required least squares methodclogy is as follows. We assume

that each observation yj(xj)‘ taken at log coordinate Xj’ may be written

yj(x.) =p.(x.) *e.

N AR N]
= £ + B,x., + B x2 + ce tBxlte. . (15)
0 173 N LN J
Let = = (p 8.),  x'. o= (1, %, Xo,e. V), X' = (x x_)
- 09"', 1, “‘J b J, J" .,J L] ~1"", ~n7

y = [§l(x1),...,yn(xn)] and e (el,...,en). Note that for the present
analyses, none of the measurements, y.(x.), are interpolated. Thus, the
covar iance of yj(xj) and yk(xk) is zero for i 4k, and the varianc;—
covariance matrix, V, of the data is diagonal with ij = Var [yj(xj)] = o5
For a specified degree 1, the 1least squares coefficients, B o""’Bi’ are

chosen to minimize
2 oy .
s“=e'Ve/[N - (i+1)] (16)

and are given by

LT >
]
—_—
1>
z<|
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The variance-covariance matrix of the estimated parameters s, in this case,
1o.-1 72
¢ - (xvixyis? . (18)

Selection of a best order, i, for the model 1is accomplished by standard
regression procedures and appropriate statistical tests (for examp’e,
examination of all possible regressions, residual plots, and the use of the f|
R2, adjusted R2 and Cp statistics; see Refs. 7 and 8 for further
discussion.)

Given pi(x), best calibration disk mass estimates and uncertainties are
obtained simply. For example, assume that the jth calibration disk s
bounded by log coordinates a; and 3541 Then the estimated uranium

percentage, fj, for the jth disk is given by

a.. 4 ~
_ [t
f. 11: pi(x)dx/(aj+1 -~ aj)

J .
J
- SRR L0 WU S T
:[ggox + + 2. X /1+1] , /(aJ+1 - aJ)
J
i+1 )
:k:1 aj,k Sk—l ’ r1gs
where
k k
oy, = (@ 7 230 gy - ay)
From Eq. (11),
i+l i+
Var (f.) = — a5 C'l,k LI (20)
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.th . . .
Let m; denote the total mass of the calibration disk. Then mjfj/IOO
J

is the wuranium content and mj;j is the associated uncertainty, where the

relative uncertainty, i is given by

A =WNarlf.} . (21)
J J
100
. Qéyglﬂg}ion

Before the regressinn analysis could hegin, we had to determine how to
nandle the relative data sets, & and 9. [(Sets 4 and 6 were deieted as in the
previous section.) Rather then attempt a nonlinear analysis such as described
in Sec. |11, we adopted a simpler two-stage approach: I[nitially, we used only
the ahsolute data sets 1, 2, 3, and 5 to estimate the polynomial pi(x\.
“rom it we determined the average percentage, p, over the entire rod. We alsao
computed simple weighted averages, Wq and Ygn of the eighth and ninth data
set«. Appropriate scale factors were then given by Rg = WR/D = 0.9596 and
€= wq/p ~ N.1495,  {Note that these values are extremely ciose to thnse

0 -
tyund by the linear interpolation analysis, in which the R8 and Pq
pstomates were 0.9599 and 0.1496, respectively.) After scaling Sets 8 and 9
by Dé] and RéT, respectively, we could treat all measurements as
ahesolute, 1n the regression analyses that follow, Xj coordinates range from

te 3072 (mm/100Y, and measurements yJ{xj) are percentage uranium,

An excellent fit to the data was given by a 7th-degree polynomial. We
uted the computed Birge ratios as presented in Table VII, Regression A, to
adjust the measurement uncertainties as described in Sec. I!! and carried out
a new analysis, regression B. Again, a polynomial of degree 7 was
appropriate. The new Birge ratios are opresented in Table VII. For
comparision, the Birge ratios of the final linear interpolation analysis are
also given. Although found by completely differernt techniques, the two sets
of Birge ratios are strikingly similar.

Tables VIII and IX summarize the results of Regression B. Figure 2
iliustrates the fitted polynomial and the data from which it was estimated.
In addition to the least squares coefficients, Table VIII presents best mass
and uncertainty values for each of the calibration disks. Best masses and
uncertainties for those combinations of thick disks specified in Sec. IV are
given in Table I1X. (Table X presents the variance-covariance matrix of the
parameters, used with Eg. (11) to compute the above wuncertainties.)
18



TABLE VII

BIRGE RATIOS FOR REGRESSION ANALYSES
ON DATA SETS 1, 2, 3, 5, 7, 8, and 9
AND LINEAR INTERPOLATION ANALYSIS RUN E

Regression A Regression B Pyn £
Data Set b? b He

(1) o I R
1 3.19 N.89 nL.e3
2 3.68 0,92 .86
3 6.58 1.32 1.34
5 2.22 1.01 1.06
7 0.97 0.99 1.00
8 1.726 0.91 .84
9 4.51 n.72 106
B2 3.27 0.98 1.00
s 2.27 0.98 0.97

Comparison with the results of the linear interpolation analysis 'Table VI)
shows that the two methods yield uranium mass estimates for the various
combinations that are extremely close. The largest difference occurs when all
10 calibration disks are included and is only 0.66g (2760.24g vs 2760.90g).
The uncertainties produced by the polynomial analysis are generally less than
80 of those associated with the linear analysis. The question thus arises as
to which set of results should be used. We consider this question in detail

in the following section.

VI. A COMPARISON OF THE LINEAR AND POLYNOMIAL APPROACHES

Each of the methods described in the previous two sections can be criti-
cized on separate grounds. The linear interpolation scheme, fo:- example, may
tend to underestimate longitudinal fluctuation, as noted previously. In con-
trast, with the polynomial approach, the possibility of overestimating varia-
tion in uranium density must be considered. As an extreme example, a 25th-
degree polynomial could, of course, be constructed to intersect the weighted
averages of the observations at each of the 26 (14 thin- and 12 thick-disk)
points of support along the ingot. C(learly, the sinusoidal character of such
a polynomial would very likely cause the interpolated estimates of thick disk

uranium content to be significantly in error.
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TABLE VIII

REGRESSION B2 CALIBRATION DISK MASS AND UNCERTAINTY ESTIMATES

Total Mass Relative
Mass Percentage Uranium Uncertainty Uncertainty
S g _Uranium _fg) C Mg (x1073)y
1671.13 16.539 276.40 N.29208 1.057
1680.62 16.503 277.35 0.22928 0.863
? 1666 .67 16.49] 274 .84 0.27515 0.819
1 1646, 30 16.556 272.56 0.20R51 0.765
5 1675.13 16.619 278,38 0.21717 0.780
A 1674 .66 16.61¢8 278.29 n.20174 0.725
) 1664 .47 16.547 275.34 0.20360 0.739
© 1h73.58 16.477 275.76 (.21772 0.791
u 1672.,23 16.459 276.71 0.21785 0.789
i 674,07 16.479 275.86 0.2522C 0.914
[ 1675.35 16.49? 276.30 N.25220 0.913
i 1677.86 16.503 276.06 0.26701 0.967
T2 {16.471, 1.0353, -4.3975, 6.9723, -5.1384, 1.9194, -0.35414, 0.025691)
TABLE IX
REGRESSION B MASS AND UNCERTAINTY ESTIMATES FQR
SELECTED COMBINATIONS OF CALIBRATION DISKS
Mass Relative
Number Uranium Uncertainty Uncertaginty
_of Disks Combination {g) {g) (x10-3)
1 6 278.29 0.2017¢ 0.725
2 6+7 553.63 0.35790 0.647
3 6+7+8 829.39 0.50238 0.606
4 5+6+7+8 1107.78 0.58913 0.532
5 H+6+7+8+9 1383.99 0.67445 0.487
6 4+5+6+7+8+9 1656.55 0.74722 0.451
7 4+5+6+7+8+9+10 1932.41 0.84151 0.436
8 3+4+5+6+7+8+9+10 2207.25 0.90680 0.411
9 3+4+5+6+7+8+9+10+11 2483.55 0.97838 0.394
10 2+3+4+5+6+7+8+9+10+11 2760.90 1.02622 0.372
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TABLE X

VAR TANCE-COVARTANCE MATRIX OF ESTIMATED PARAMETERS OF REGRESSION B4

N 1. N . } S - o

. a “ [3 ? [}
! 5.6727 3w .N92: R.7776 R5 . 7384 &N.4714 1A, 368! AT 5.1881
4 14.N92; 1029 .50M 3A55.5900 5115.5A00 I52R. 7700 1279.2300 231.n30 1h.347%
3 7R.77TR 3655 .50 14283, 0000 20935.9000 14876 .8000 RHO&, THOM 1nzn.9rnn '4.9274
) 85,7385 118 5A00 -201935.9N00 31555.5000 22858 .A000 RO, 100 1608, 484 MEER !
= 51.4214 3[R 7700 14876 .8000 2285R. 6000 16791 .3000 AT, 280N irna, e A9, 7399
£ 16. 3681 1279.2300 5605. 7600 A580. 3100 61370, 2RON 2617 00 4671, 80R0 34 756F
' 2.75717 213.6330 1N2N. 9700 1ANA. 440N 1214, 2170 AR, ANAN ap TR2 f.HR7&
= N 1881 1h.94/5 74,9274 119 NE3N RG, 7100 14, TURR F_RACE AL

AT ne tr, tn entry gives Toy . LT 1t tarh entry show’d he my tip'red =y '”'a_

The followina procedure was devised to qauge the re'ative acruracies of
the two procedures. Thick disk wuranium masses were first estimated ny each of
the methods without the use of the NDA [thick disk - measurements., Through the

) . . : "
use of the PRESS f(predicted residual sum of squares) statistic, we then

determined which of the method coculd better predict the deleted calibration

. .th
dic<k measurements. cet _y].j be the Jt measurement on the ith
calibration disk i = 1,...,12, 3 = 1,2,3) and let -, . be the uncertainty
1 J
associated with \V]j. By f. and f? denote the estimated wuranium
h 1

percentages for the 1t calibration disk as determined by the linear and
polynomial analyses, respectively. Ther our procedure 1is to compare PR[551
with PRESSP where

oRESS. - S T SRR (22)
, - Z N N
i=1 j:l oiJ
12 3 P 2
Py
PRESS, = 3 RETRRY (23)
1=1 j:l nij

Smaller PRESS values indicate better prediction effi_iency.
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The results of the linear and polynomial analyses are plotted in Figs. 3
and 4. In Fig. 3, best thin disk uranium percentage estimates, as determined
by the linear analysis, are plotted and, to reflect the linear interpolations
performed to obtain calibration disk estimates, are connected with straight
lines. The fitted ponlynomial, again of degree 7, is plotted in Fig. 4. Note
that the polynomial seems unstable at each end of the log. In particular, the
Tump centered over the left-most calibration disk appears to be unjustified
and, at first glance, may mean that the polynomial 1is overestimating
Tongitudinal flux in that region. Surprisingly, however, this 1is not the
case. The NDA measuremernts taken from the left-most thick disk indicate that
an increase in 235U content, as predicted by the polynomial, does, in fact,
occur (<ee Fig. 2). This leads to a reduction in PRESSP relative to
PRESS1, and, as indicated by the computed values of the PRESS statistics
(PRESSP = 0.00255 and PRESS] = 0.00264), overall, slight increases in

accuracy may be attributed to the polynomial approach.

VII. CONCLUSIONS

Figure 5 illustrates the results of the linear and polynomial analyses.
Thin disk uranium percentages, as determined by Run E in Sec. IV, are plotted
and connected by straight lines. Superimposed on this linear spline is the
seventh degree polynomial upon which the calibration disk mass estimates of
Sec. V were based. The results show substantial agreements, especially for
those calibration disks (2 through 11) to be used with the Shuffler. However,
on the basis of the comparisons carried out in Sec. VI, the polynomial
approach is preferred. Although slightly Tless conservative in terms of the
uncertainty estimates provided, as indicated by the PRESS analysis of the
preceding section, the method seems to more accurately characterize the
longitudinal variation in 235U density that occurs.
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