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Foreword

This annual report describes the accomplishments of the Engineering Research
Program in the Mechanical Engineering Department for fiscal year 1986. Thirteen proj-
ects are covered. For each project, goal(s), technical descriptions, and a financial
summary are provided.
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Introduction

Our purpose in conducting engineering research in the Mechanical Engineering
Department is to develop mechanical and related technologies to meet the future re-
quirements of Laboratory programs. In fiscal year 1986, the program provided
$2 900 000 for 13 projects. The funding consists of Engineering’s Institutional Research
and Development allocations, weapons research allocations, and that poriion of in-
direct funds previously allocated to exploratory development.

Discipline areas called thrust areas consist of related engineering technologies. We
currently have five thrust areas: Computer Code Development, Dynamic Systems and
Control, Fabrication Technology, Materials Engineering, and Nondestructive Evalua-
tion. We align projects within these thrust areas to focus our research on meeting the
Laboratory’s long-term needs.

As part of its mission to stay at the forefront of technology, the Engineering Research
Program exchanges information with and transfers technology to technical com-
munities both inside and outside the Laboratory. These extensive interactions are
detailed, as appropriate, within each project report.

The intent in this annual report is to provide timely information about researci. ac-
complished by members of the Engineering Research Program during fiscal year 1986.
Feaders desiring more information on the activities reported here are encouraged to
contact the individual authors.

]. P. Mahler
Acting Department Head
Mechanical Engineering Department
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Solid geometric modeling or “solid modeling” gives a complete, unambiguous
analytical description of a solid’s geometry and topology. Such modeling will provide
the basis for the next generation of computer-aided design (CAD) systems in mechan-
ical engineering. During FY 86 we pursued new avenues of solid modeling research,
aiming for payoffs in three major areas: developing a solid modeling link between CAD
and computer-aided analysis {CAA), applying solid modeling techniques to actual
LLNL components, and developing an understanding of the role and potential of solid

modeling within the nuclear weapons complex.

Introduction

Solid geometric modeling is a new and
increasingly popular modeling technology
that can easily and accurately model three-
dimensional (3D) objects. We began our
LLNL solid modeling research project in
Qctober of 1982. The continuing project goal
is to advance the state of the solid modeling
art in areas important to LLNL and to pave
the way for the eventual widespread use of
this technology at the Laboratory. To this
end we have already addressed such topics
as algorithm research, modeler erhance-
ment, benchmark development, and pro-
grammatic utilization. Our aim is not to com-
pete with commercial R&D in terms of
modeler development, but rather to con-
centrate on particular capabilities specific to
LLNL needs. We then desire to communi-
cate our innovations to the vendor commu-
nity for incorporation in commerctal prod-
ucts. We view ourselves not as product
developers, but rather as inventors, inno-
vators, testers, and publishers.

When our work began, we believed that
solid geometric modeling was a fundamen-
tally different approach with significant
potential for LLNL. Qur experience indicates
that solid modeling techniques will lead to
improved design methods, fewer design er-
rors, increased involvement of engineers in

design, more accurate data bases, signifi-
cantly increased information on physical and
optical properties of parts and assemblies,
better interfacing with analysis cedes, and
better interfacing with manufacturing,

Commercially available solid-modeling
systems did not meet all our needs. We un-
dertook our research with the Technical
Information Processing System-1 (TIPS-1)
and Part and Description Language-2
(PADL-2) solid-modeling codes because they
were developed for experimentation and
augmentation and because the source codes
were available. Also, they take fundamen-
tally different approaches to sclid modeling
and thus provide useful comparative tests
for our innovations.

Summary of Technical Accomplishments

This report summarizes the work of the
past year; for a summary of our efforts in the
three preceding years, see last year’s annual
report.! We have used two noncommercial,
experimental solid modelers for most of
our research, namely TIPS-1 and PADL-2.
During the past year we have also done
some work with a commercial solid modeler,
Computervision’s Solidesign. Specifically,
during FY 86 we accomplished the following:
® Wrote a program that generates a “neutral
file” for passing solid modeling data from
one vendor system to another. The approach
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we used is based on a boundary representa-
tion {(B-Rep) model and the Experimental
Solids Proposal (ESP} neutral file format. We
are among the first organizations to imple-
ment ESP for a B-Rep modeler. This imple-
menltation is a necessary step in eventually
communicating complete, “computer-
intelligible” product-definition data

among, sites.

& Modeled a proposed wide-angle refracting
telescope using our version of TIPS-1, which
is called TIPS-J/LLNL. This version is the
only solid modeler in existence that can
model both the mass properties and the
optical properties of optical components
and assemblies.

® Wrote a software tool that gives a finite-
element analyst more flexibility in specifying
the “lifetime” of an element. This tool was
successfully used in analyzing BOA.

® Modeled an unclassified Weapons
Engineering Division (WED) part using
Solidesign. The results of this project were:
(1) accurate mass properties of the part, a
highly desirable outcome, since results from
the wireframe model were questionable; and
(2) familiarity with the strengths and
deficiencies of Solidesign.

® Modeled TIPS-1/LLNL to generate uniform
rectangular meshes as a first step in creating
a finite difference mesh for use in the Elec-
tronics Engineering Department’s high-
power microwave project.

® Managed the nuclear weapons complex
(NWC) Advanced Geometric Modeling
(AGM) Project, with the goal of working
toward compatible implementation of AGM
technology throughout the complex.

® Initiated the Advanced Product Modeling
(APM) Project within the NWC, aimed at de-
veloping a complete product definition
model to facuitate automated part analysis
and manufacture in the NWC.

® Enhanced TOMAZE to handle more com-
plicated geometries and to be compatible
with current engineering practices at
LLNL. The TOMAZE program’ passes two-
dimensional (2D) data from our CV CAD
system to our 2D mesh generator, MAZE.

® Completed the design of our Television
Monitor Display System (TMDS) Frame
Grabber. The goal of this effort is to develop
a low-cost, high-resolution color display
based on existing IBM-PC computers and
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TMDS cables. The next step is to do the logic
simulation.

® Determined the characteristics required of
a 3D mesh generator to receive geometric
data from a solid modeler. This is a necessary
step in the automatic generation of 3D
meshes from solid modelers. These charac-
teristics were used to evaluate the suitability
of the 3D mesh generator, INGRID, as a
receiver for svlid geometric data.

® Devised and partially implemented an
algorithm to replace the wedge elements
generated by the 3D mesh generator, SPIN,
with quadiilateral elements. We expect that
this algorithm will save WED more than 100
hours of Cray 1-5 time each year.

Technical Status

During FY 86 we concentrated our efforts
in three avenues of research that appeared to
be the most promising and had the greatest
relevance to ME Department and LLNL pro-
grams (Fig. 1). The first of these was a link to
transfer information from LLNL's CAD sys-
tems, purchased from Computervision Inc.,
to our Cray-based analysis codes. Existing
links were cumbersome, and there was no
path for transferring 3D geometry and topol-
ogy. Qur search led us to Experimental
Solids Proposal (ESP), a proposed neutral file
standard for transferring solid model data,
which we implemented using the Solidesign
modeler from Computervision.

We also decided tu apply solid geom.tric
modeling techniques to actual design prob-
lems at LLNL. For this work we selected
typical weapons parts as well as unusual
parts that existing commercial modelers
could not handle. Our third major effort
during the past year was an overview of the
potennal of solid modeling throughout the
NWC. This study included an evaluation of
all advanced geometric modeling tech-
niques. The goal was to chart a course for the
appropriate implementation of these tech-
niques by the NWC.

CAD to CAA Link

ESP Generator. Through the NWC CIM
project, weapons sites are now able to
transmit visually equivalent drawings
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among themselves. The current medium of
exchange is the Initial Graphics Exchange
Specification (IGES) version 2.0 data format.
Although the IGES format is a significant
step in the linking of design and manufactur
ing systems, it is generally accepted that the
limited types of data it is able to transmit will
not be sufficient for the future automated
manufacturing environment because IGES
cannot communicate part topoiogy and
associated manufacturing text data (e.g,..
tolerances, finish specifications, etc.) in a
computer-sensible form.

The next step in the evolution of the IGES
format is the ability to model part topology.
The proposed extension to encompass this is
known as the ESP, The proposed ESP stan-
dard is able to handle both primary solid
model representations: Constructive Solid

2D
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CAA
) Cry)
3D
(INGRID)
1GES
(WF)
A
CAD
=y c {
3 D
ESP
(SM) 24D
3 CAM
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Figure 1. The Mechanical Engineering Depart-
ment’s three “Islands of Excellence,” namely
CAD, CAA, and CAM, and the bridges con-
necting them. Proven or installed bridges have
alphabetical labels; numbered links are under
development. The IGES bridge, currently
handling 2D CAA and CAM, operates from

a wire-frame data base. The ESP bridge,

now being built, operates from a solid-model
data base.

Geometry (C5G) and Boundary Representa-
tion. While there have been many trial
implementations of ESP CS5G, to this date we
know of no one who has yet implemented
ESP B-Rep.

We have begun an effort to implement an
ESP B-Rep capability on our CV solid model-
ing system. We feel that this project will
have two benefits to the ME Department.
First, it will enable us to evaluate the pro-
posed ESP standard and determine whether
it meets ME needs. If it is found not to, we
will have significant influence to change the
standard since we will be one of the few or
ganizations that has actually implemented it.
Second, we intend to link an ESP B-Rep ca-
pability into one of our 30 mesh generator
codes. Thus, the analyst’s burden of estab-
lishing part geometry and topology in a 3D
mesh generator code would be eliminated.

From the technical standpuint, the most
difficult part of the project was determining a
method by which the ESP file could be
generated. We have implemented two differ-
ing algorithms to accomplish ESP B-Rep
generation. To understand their approach
we must quickly review Boundary
representation schemes. In a Boundary
representation, the relationship of a part’s
geometrical points, curves, and surfaces is
established with the topological notions of
vertex, edge, loop, face, and shell. Briefly, a
vertex corresponds {0 a point; an edge to a
curve; a closed circuit of edges forms a loop;
a face corresponds to a surface; and a closed
grouping forms a shell. In a cube, for exam-
ple, there are 8 points and vertices; 12 curves
{lines) and edges; 6 loops; 6 surfaces (planes)
and faces; and one shell (see Fig. 2).

The first algorithm traverses CV’s data
base and establishes 22 cross-reference ar
rays that relate the geometry and topology of
a part. Once this is done, vectorized routines
“blast” out the file. Thus, once the cross-
reference arrays are established, only siinple
programming, loops need to be executed to
produce the file. The second algorithm takes
a differing approach: it traverses CV’s data -
base with a post fix traversal of the implicit
binary tree established by the B-Rep struc-
ture. Thus, whenever a leaf nede is encoun-
tered, part of the ESP file will be written.

At present, both ESP generator codes have
been written on development systems and

5



Solid Geometric Modeling

work stand alone (with a simulated modeler
data base). We are presently porting the code
to CV’s CAD system and will first try to run
them stand alone on the CV’s operating sys-
tem. Once this is accomplished, we wiii
actually try to interface directly to CV's
data base.

ESP to INGRID Interface. In tandem with
our ESP generator project, we also began an
effort to find a 3D mesh generator that could
be interfaced with an ESP B-Rep file. We ex-
amined the INGRID mesh generator for a
month and found that the basic approach of
INGRID is not compatible with the ESP
representation. The fact that INGRID does
not separate the mesh construction activity
from the establishment of the geometric/
topological part definition prevents it from
being easily used in an integrated CAE envi-
ronment. In INGRID two models must be

constructed: (1) an index space model of the
mesh, and (2) a geometric definition of the
part. These models cannot be constructed
separately, but instead must be constructed
simultaneously with both spaces “in mind.”
While this provides the user with “un-
matched” 3D meshing capabilities, the re-
quirement to also derive the index space
implies automatic mesh generation. Since
automatic mesh generation is an unsolved

roblem, this requirement makes interfacing
to INGRID difficult.

To understand this more clearly, consider
the two ESP file representations, B-Rep and
C5G. Recall that an ESP B-Rep file contains
geometric information (points, curves,
surfaces) and topological information
(vertices, edges, loops, and faces). Although
the B-Rep descriptions centain sufficient in-
formation to build a geometric definition of

Figure 2. Geometry and
topology of a cube.
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the part, they do not confain any information
that can aid in the construction of the
index space.

Now consider ESP C5G. In a C5G
representation scheme, parts are made up
of primitive solids, which are combined
using Boolean operators. While INGRID
does have 3D primitive geometric entities
(no topological information about these en-
tities is maintained), it has no mechanism
for evaluating Boolean groups of them.
Thus an INGRID real-space definition of
the part could not be derived from the ESP
CSG description. Actually, index space
descriptions may conceptually be easier to
derive if one is able to associate a generic
index space with each generic primitive. If,
then, algorithms could be developed for
performing Boolean operations on index
spaces, the index space problem would be
solved. Unfortunately much theoretical
mathematical work would have to be done
before an attempt a¢ developing such al-
gorithms could be made. The fact that
there are infinitely many real-space-to-
index-space mappings introduces additional
complexity to the problem.

Thus, we question the viability of linking
INGRID with any of the present (IGES ver
sion 2.0) or proposed (ESP) neutral file
standards. At this point, the best hope for
a 3D mesher that can be integrated into a
CAE environment using the neutral file
transfer concept seems to be one in which
geometry and mesh construction are
separated, like a 3D version of MAZE. The
ESP B-Rep file could be more easily in-
terfaced to such a system.

TOMAZE Enhancements. Extensions are
continuing to be added to the TOMAZE
preprocessor, which can take 2D IGES
geometry and create a MAZE input deck
that defines the same part. After an evalua-
tion of TOMAZE using a real part, we have
modified the code to enable it to digitize
paramelric cubic B-splines into MAZE line
segments with a completely flexible level of
accuracy, and also to extract geometry from
one or more IGES layers. We are currently
wotrking on an extension that will allow
TOMAZE to extract the material property
information from each layer of the IGES

file. Once this addition is complete,
TOMAZE will undergo further tests with
actual parts.

Recently LLNL’s A Division has become
very interested in communicating 2D infor
mation between physics and engineering.
They have implemented a code that can
convert TOMAZE output file geometry into
appropriate commands to generate the
same geometry in their mesh generator. We
are maintaining close communication with
A Division to ensure that efforts in the 2D
CAD area are not being duplicated,

TMDS Frame Grabber. In FY 86 we de-
signed a device that could plug into an
1BM-PC bus and grab TMDS 512 x 512 x 1
pictures. The TMDS data in this frame
grabber could then be made available to PC
application programs threcugh the PC bus.
After a design review in February 1986, the
Case CAD system was chosen for schema-
tic input. This phase was completed in
June 1986. Our next step was to do a logic
simulation to compare with our manual cal-
culations. Yet we could not do this because
the system we were on did not have an
adequate logic simulation capability. Due to
our other commitments, we did not have
time to locate a capable logic simulator in
the summer months, but have recently
begun an effort to find one. Once a timing
analysis is done, a wire wrap prototype
will be produced and fully tested.

Applications of Advanced
Modeling Techniques

Wide-Angle Refracting Telescope. We
were requested to contact O Division to
ascertain whether our solid modeling
resources could help them with one of their
SDI projects: the space-based optical tele-
scope. The telescope’s most attractive
features were an extremely wide-angle
viewing capability and low distortion, both
of which would facilitate rapid identification
and tracking of hostile ballistic missiles.
While the 5D office looked favorably on
the idea, O Division was worried that it
would be difficult to explain the project
to Congress, since optical designs are
inherently difficult to conceptualize. Thus,
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we suggested using TIPS-1/LLNL to model
the telescope and then to generate several
pictures that would illustrate some of the
characteristics of the design. However,
before we could generate any images we had
to make modifications to the cutrent version
of TIPS-1/LLNL.

The telescope consisted of four optical ele-
ments, each of which was modeled with
several TIPS-1/LLNL primitives. The problem
was differentiating between the TIPS-1/LLNL
primitives and the optical elements. Without
modification, the telescope would appear to
be made from 14 optical elements instead of
4. To overcome this problem, the PRODUCT
primitive was added lo the ray tracing al-
gorithm. The PRODUCT primitive is a valid
primitive of TIPS-1, but had never been
made functional for the ray tracing program
of TIPS-1/LLNL.

This addition to TIPS-1/LLNL required
several changes. First, it required changes to
the software that calculates the intersection
of an arbitrary ray with a surface. Next, it
required zdditions to the algorithm that
classifies a point as being inside or outside
the solid. Finally, software had to be
added to determine the surface normal of
a PRODUCT primitive for use in the
shading equations.

Once these changes and additions were
implemented and tested, several pictures
were generated. The first picture (Fig. 3)
shows an opaque view of the assembled tele-
scope. The next two pictures (Figs. 4 and 5)
show an exploded view of the telescope that
illustrates the shape of each optical element.
Although the telescope will be manufactured

from a transparent refractive material
(sapphire), Fig. 4 shows the refractive ele-
ments as opaque to depict their arrangement
clearly. We then generated images that
portrayed the telescope as it would appear
when manufactured frona sapphire (Fig. 5).
Finally, we generated a picture of the ~.-
sembled telescope showing a simulated ray
of light traversing through. the lenses and
focusing on the back surtace of the final lens
(Fig. 6).

Having generated the above pictures, we
produced one more set to illustrate the ai-
golar coverage of the telescope. To illustrate
tius, we crudely modeled the Eart and a
number of observation sites. We then

Figure 3. Assembled view of the high-
resolution wide-angle optical telescope.
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Figure 4. Two views of the telescope with optical elements separated to show shape and function.
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@ ngure 5. Twa exploded

. views of the telescope
showing refraction in sap-
phire optical elements.

Figure 6. Simulated light
beam passing through the
telescape optics and focus-
ing on the inner element.
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modeled the field of view of the telescope by
using a transparent cone with its apex at a
location representing the telescope in low
Earth orbit. The resulting images are shown
in Fig. 7.

WED Part. We were asked to help verify
the mass properties for a part of interest
within the Weapons Engineering Division
(WED). Mass properties are now calculated
by manually decomposing a part into simple
segments such as cylinders, cones, and
toroids. Complex part surfaces are usually
approximated by simple quadrics, introduc-
ing error into the calculations. We decided to
model the part using Solidesign, a solid
geometric modeler, Since solid modelers
have mathematically complete data bases
containing descriptions of all bounding
surlaces, mass properties can be computed
with a precision equal to the limits of the
algorithm and computer used. Thus, the
tedious effort of decompesing the part is not
necesszry. This is not possible with currently
used wire frame software because many
surfaces are implied and there is no topology
to discriminate inside from outside.

We were eager to model this part in order
to evaluate the real-world capabilities of
Solidesign with actual weapons compo-
nents. As our modeling proceeded, we
became painfully aware of many errors and
undocumented limitations. First we noted
that subtractions involving two faces that
were coincident (one lying on top of the
other) could not be performed. We also
found that there were limitations concerning
the types of objects that could undergo sub-
traction. Specifically, a solid formed from the
union of many primitives could not necessar-
ily be subtracted from a solid formed from a
revolved contour. Nevertheless, the part was
readily modeled after we became familiar
with the Computervision system and the
limits of Solidesign. Mass properties calcu-
lated using the model were within 1.5% of
the values obtained using the cumbersome
manual method. We also used the model to
generate a shaded image (Fig. 8), This proj-
ect demonstrated the value of Solidesign in
modeling weapons parts and reducing the
time required to calculate mass properties.

16

BOA Mesher. One of our first projects
was producing a contour mesh elimination
algorithm for the WED analysis group. This
algorithm takes as input a DYNA or NIKE in-
put deck and a piecewise (line segment)
contour closed curve. The algorithm then
marks all mesh elements that lie outside the
contour, so that they will quickly die when
the mesh is run in an analysis code. Our

Figure 7. Images demonstrating the field
of view of the high-resolution wide-angle
telescope. The sphere represents the Earth,
the cone indicates the field of view of the
telescope, and the cylinders represent
arbitrarily placed cbservation sites.
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algorithm allows the analyst complete
flexibility in selecting an element lifetime.

SPIN Fix. The wedge eleinents produced
in SPIN with the revolution of a 2D part
about an axis cost WED approximately 100
hours of Cray time a year in our analysis
codes. We have begun an effort to write
software that will eliminate those wedge
elements and extend the capabilities of the
SPIN code. To this point we have accom-
plished the following milestones:
® SPIN data base restructured.
® Ability to extract arbitrary core from
the mesh.
® Ability to graphically display mesh
and core.
® Algorithms completed for reconstruction
of wedge core for SPIN planes generated
with proportional incretnent ratio of 1.0
® Ability to display the reconstruction
process.

In the next fiscal year, we hope to com-
plete the project by adding the capability to
reconstruct the wedge core with spin planes
that have been generated with proportional
increment ratios other than 1.0; the ability to

Figure 8. Unclassified WED part modeled with
Computervision’s solid geometry modeler,
Solidesign.

generate slide planes; and finally the ability
to generate the NIKE/DYNA input deck.

Finite Difference Mesh Generation. The
EE Department required very large uniform
rectangular meshes of weapons systems to
perform certain types of electromagnetic
analyses for their high-power microwave
project. Presently none of the existing mesh
generating packages at the Laboratory ad-
dressed this need; thus meshes are gener
ated manually. While a former Methods
Development Group engineer had started
to add this capability to INGRID, his de-
parture from the Laboratory halted all efforts
along these lines.

When we learned of this problem, we
recognized its similarity to the octree
representation of solids. Ap octree is a tree
representation of space occupancy in which
space is divided into 8 identical cubes. Each
cube is tagged as being empty, partially
filled, or completely filled. The process is
then repeated for each partially filled cube
until all cubes are completely empty, com-
pletely filled, or until the size of a partially
filled cube is less than the desired resolution.
Given an octree representation of a solid, itis
easy to subdivide all cubes down to the size
of the smallest cube.

We agreed to conduct tests using
TIPS-1/LLNL to determine if a finite differ
ence mesh generation application could be
driven by a solid modeler. Since our version
of TIPS-1LLNL does not use octrees, we
added software to generate a finite difference
mesh, using the code’s existing capabilities.
TIPS-1/LLNL requires that solids be defined
with a user-specified domain or box. Our ap-
proach was to generate a uniform rectangu-
lar grid for this box, where each gnd point
defines a vertex of a mesh cell. Next the 8
vertices of each mesh cell can be tested to see
if the cell is inside or outside the solid. The
list of all mesh cells totally inside the solid is
sent to TIPS-1 Scanline' for graphical
manipulation. A sphere was used as a test of
this methedology; the resulting mesh is
shown in Fig. 9.

As a more advanced test of this algorithm,
we generated a simplified model of an F-14A
fighter (Fig. 10). The mesh size required to

11
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generate greater detail in this model resulted
in files that were too large for our current
versions of software. It is clear that the
software we developed would require con-
siderable refinement to become a useful tool.
However, our project did demonstrate the
potential usefulness of solid modeling tech-
niques in mesh generation applications.

Solid Modeling Throughout the
Nuclear Weapons Complex

Advanced Geometric Modeling Project.
Our leadership in the Advanced Geo-
metric Modeling (AGM) project is closely
tied to our eagincering rescarch effort in
solid geometric modeling. The Advanced
Geometric Modeling project is a NWC-wide
effort to define and implement the next gen-
eration of geometric modeling technojogy
required for NWC applications. The goal of
this project has been to work toward NWC-
wide compatibility in the use of advanced
geometric modelers.

An AGM working committee composed of
members from each of the eleven NWC sites
has been nieeting quarterly for nearly two
years. Meetings during the last nine months
of FY 85 included extensive in-depth discus-
sions on various aspects of AGM. The
committee also conducted a survey within
the NWC to explore AGM needs and
" expectations.

During FY 86 we focused the AGM effort
predominantly into three areas, and three
task groups were formed within the AGM
project to address these areas. The first
task group, Implementation, Analysis, and
Recommendation, was asked to stud
ve.ious scenarios with single- and multiple-
vendor AGM systems within the NWC, and
then recommend the most practical and cost-
effective approach. The second task group,
NWC AGM Requirements Document, was
assigned to supplement the FY 85 AGM
needs surveys with interviews involving key
peaple at all NWC sites. Their deliverable
will be a document summarizing AGM re-
quirements throughout the NWC. The third
task group, Vendor Surveys, was given the
assignment of comparing the NWC Require-
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ments Document to current vendor offerings
in the areas of solid modeling and AGM, and
then deciding which vendors best meet the
needs of NWC now and in the foreseeable
tuture.

The three AGM task groups are progress-
ing well, with final reports expected in early
FY 87. The Implementation, Analysis, and
Recommendation group submitted a draft of
their report in September of 1986. The report
from the NWC AGM Requirements Docu-

Figure 9. Uniform rectangular mesh of
a sphere.

Figure 10. Image of an F-14A from a solid
model generated with TIPS-L/LLNL.
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ment task group is expected in November of
1986, and the Vendor Surveys report is due
in January of 1987.

The AGM project has already received
nationai recognition. We influenced the
Computer Aided Manufacturing-Inferna-
tional (CAM-I) Geometric Modeling Program
to give immediate attention to generating a
requirements document. They are even en-
tertaining the idea of making geometric
modeling requirements the theme of a
nationwide seminar. In addition, several
vendors have appropriated the term we in-
vented, and now refer to their future
products as “advanced geometric modelers.”

Advanced Product Modeling Project, The
Advanced Geometric Modeling effort has
been redirected to go beyond just the
geometry and topology of a product and to
include the modeling of a complete product
definition. The new initiative, the Advanced
Product Modeling (APM) Project, is also
NWC-wide. Again, this effort is connected to
the Engineering Research Solid Geometric
Modeling Project, and we at I.LNL have
been asked to lead it. The APM is directed
toward the exchanging of complete product
definition electronically in such a way that
it will be able to be used for analysis and
manufacturing with less human intervention
than is currently required. The stated goal
of the APM Project is to (1) develop an
advanced product model that contains
information for product life cycle support,
enabling enhanced exchange and utilization
with reduced human interpretation, and
{2) provide a path for implementation.

The APM project is in the beginning
stages. In July of 1986 a proposal written by
LLNL was approved by the Department of
Energy ComputerIntegrated Manufacturing
Program Office. We hosted an APM plan-
ning meeting at Livermore on September
16-17, 1986, during which representatives
from all eleven of the participating NWC
sites agreed on the goals, objectives, and
scope of the APM project. At that meeting it
was agreed that all NWC activities concern-
ing APM should be closely tied to national
product modeling efforts such as the IGES
Product Data Exchange Specification project,

the Air Force Product Definitior. Data Inter
face project, the Air Force Geometric
Modeling Applications Interface Program,
and CAM-1.

Publications

During the past year we have prepared
several papers, including TIPS-1 User
Manual, CRAY-1 Version (UCID-20545), Image
Realism in Computer Graphics: Theory and Tech-
nigue (UCID-20547), and Extensions to He
Simulated Radiograph Capability of the Solid
Modcler TIPS-T/LLNL (UCID-20875).

Future Work

Lawrence Livermore National Laburatory
has outstanding facilities for CAD, CAA,
and CAM. However, these facilities commu-
nicate by the antiquated paper method,
which is slow, human intensive. and subject
to error. A solid-modeling CAD data base is
the key to the eventual automation of CAA
and CAM. CAD data bases using 2D line and
3D wire-frame concepts simply do not con-
tain sufficient information to support total
automation.

We have made good progress in building a
solid-modeling bridge between CAD and
CAM-CAA, and we recommend that this
work be centinued. We have completed the
first half of that bridge, namely the ability to
generate a neutral file containing a complete
solid-modeling data base. The next task is to
connect the bridge to our Cray analysis
codes, and then t6 our McAuto manufactur-
ing system. To compiete these connections
will require three further steps. Step 1 would
be to write a neutral file receiver that can un-
derstand a complete solid-modeling data
base; step 2, to write an interpreter that can
turn the neutral file into commands compati-
ble with our 3D mesh generation codes; and
step 3, to write a similar interpreter for our
CAM system.

Step 1 has been completed, needing only a
test with our neutral file generator. Concern-
ing step 2, our investigations during FY 86
suggest that our current 3D mesher INGRID
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may not be able to interface efficiently with
our solid modeling base because of basic in-
compatibilities between INGRID and
commercial solid-modeling systems. Step 3
cannot be implemented until McAuto adds
B-Rep capability to its solid modeler.

With these considerations in mind, our
recommendations for future work are as
follows:
® Test the link between our neutral file
generator and our neutral file receiver.
® Link the neutral file receiver into INGRID,
Although this configuration will not pass all
the information available in a solid-modeling
data base, it will still be a great improvement
cver current attempts to get 3D CAD data
from CV to INGRID.
® Begin a joint ME-EE effort to find or create
2 3D mesher that is compatible with selid
modelers.

# Continue to exercise all our solid modelers
and gain experience with actual LLNL parts,
® Train designers in the use of Solidesign as
soon as Revision 5 is released.

® Fabricate and test a TMDS frame grabber
prototype.

& Increase our participation in national ef-
forts aimed at automated product definition
exchange.

® Support the NWC Advanced Product
Modeling Project with LLNL people from the
areas most likely to benefit, namely CAD,
CAA, and CAM.

Outside Contacts

® In October 1985, M. Kong presented a
paper “Implementation of the IGES Experi-
mental Solids Proposal for Data Transfer
with Solid Modelers,” and also a paper by G.
Laguna on our work with simulated
radiographs, at the 4th DOE Workshop on
CAE, held at Brookhaven National
Laboratory.

® In October 1985, D. Vickers gave a talk
“Recent Advances in Adapting and Apply-
ing Solid Modeling to the Development of
Weapons” at the Joint Working Group
(JOWOG) 31 Meeting No. 5, held at Atomic
Weapons Research Establishment (AWRE) in
Aldermaston, England.
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# In November 1985, and also in February,
May, and September 1986, Vickers chaired
the two- and three-day AGM Working Com-
mittee meetings held in Los Alamos, NM;
Amarillo, TX; Miamisburg, OH; and
Livermore, CA, respectively.

® |n December 1985, Kong wrote a paper
“Integrating Finite Element Analysis with
Advanced Geometric Modeling,” which was
included in the FY 85 Technical Reports of
the AGM Working Committee.

® In December 1985, Vickers gave a talk
“Solid Modeling and Advanced Geometric
Modeling” to the LLNL Director and Associ-
ate Directors as part of the 1985 Program
Review for Engineering.

® |n December 1985 and August 1986,
Vickers gave talks to the DOE computer-
integrated manufacturing (CIM) Advisory
Board describing the status of the AGM Ini-
tiative, in Albuquerque, NM, and Golden,
CO, respectively.

® In January 1986, Vickers was asked by
UCLA to initiate and instruct a short course
on Solid Geometric Modeling. The three-day
course is scheduled for February 1987.

® In January 1986, Kalibjian gave a pre-
sentation “Solid Modeling Foundations for
Manufacturing Automation” to the
Applications System Division at LLNL.

® In February, May, and July 1986, Vickers
gave talks to the DOE CAD/CAM Working
Group on the status of the AGM Initiative, in
Livermore, CA; Large, FL; and Albuquer
que, NM, respectively.

® In February 1986, Vickers gave an invited
talk “Solid Modeling and AGM” at the 3rd
Automated Technica! Information {ATT) Con-
ference in Livermore, CA.

® In March 1986, Vickers compiled and
distributed the five FY 85 Technical Reports
written by the AGM Working Committee.
® In March 1986, Vickers gave a talk “The
History, Background, and Plans of the AGM
Initiative” to the new CIM Program Manager
in Albuquerque, NM.

® In April 1986, Vickers gave a six-month
Engineering Research progress report to
the Laboratory Engineering Executive
Committee.

® [n May 1986, Kalibjian gave a talk
“CAD/CAA/CAM at Lawrence Livermore
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Nationa] Laboratory and Throughout the
Nuclear Weapons Complex” to Dr. Alain
de Rosyray of Engineering System Inter
nationg], France.
® In May 1986, Kalibjian gave a talk
“CAD/CAA Links at LLNL” to Pete Hearst
of AWRE,
® In June 1986, Vickers was invited to speak
on “CAE at LLNL" at the engineering por-
tion of the LLNL Summer Lecture Series,
Livermore, CA.
® In Jyly 1986, Kalibjian was contacted by
Dr. Alan de Pennington, the Program Direc-
tor of the National Science Foundation, and
asked to provide input on solid modeling re-
search at LLNL.
® InJuly 1986, Vickers gave a talk titled “The
Progress r Suta' dodeing Sesearat ae
LLNL" to R Program engineers at LLNL.
® In Aygust 1986, one of G. Laguna's slides
of the wide-angle refracting telescope was
selecteq for inclusion in the prestigious
SIGGRAPH-86 slide set.
® In August 1986, Vickers and Laguna,
along with Peterson of Sandia, Albuquerque,
met with the technical staff of Automation
Technalogy Products to discuss strategies
for CIM,
® In September 1986, Laguna submitted for
publication UCID-20875, “Extensions to the
Simulated Radiograph Capability in the Solid
sdeler TIPS-1/LLNL.”
¢ Kong has been invited to give a paper
“Implementation of an IGES Translator for
the MAZE Finite Element Meshing Pro-
gram” at the October 1986 Computer Use by
Engineers (CUBE) Symposium.
» Kakilyior and dagnves have haar ievikad b0
give a paper “Linking FEM and Solid Model-
ing Using ESP B-Rep” at CUBE.
® We have been in frequent contact with
personing] in Computervision’s solid

geometric modeling product group. We have
used their solid modeler Solidesign as the
departure point of our ESP B-Rep generator,
® We have frequently collaborated with the
code developers of A Division, whn are
adapting our TOMAZE for their own fipite
element analysis needs.

® We have often met with ME analystg jn
WED and Nuclear Explosives Engineering
Division (NEED) to help us adapt and ang-
ment TOMAZE to their requirements.

® We have had several exchanges with FMC
in San Jose, CA. They are also using Cv
equipment and are experimenting with
Solidesign.

® Qur solid modeling research has alsg
brought us into significant contact with gther
Wmmmlmlﬁw, i ) R7d KITI'E'&_S’ re-
garding the ESP effort at the University of
Wyoming; Dr. L. Rosenblum, from the Naval
Research Laboratory and Chairman of the
IEEE Technical Commiittee, concerning an in-
vitation to Laguna to serve on that cornmit-
tee; and Dr. S.-Y. Kung, senior engineer at
Applied Research Associates of San Joge,
CA, concerning his mesh generator system,

Financial Status

The total expenditure of this project for
FY 86 was $192 000 to cover manpower costs
and expenses. Computer time was charged
to the Weapons Engineering Division
Computer-Aided Engineering account.

1. D L. Vickers. L. E Tavlop G. W. Laguna. j 3
Kalibjian, M. K. Kong, and F. N. Fritsch, “Sglid
Geometric Modeling,” Engincering Research
Anmual Report FY 85, Lawrence Livermore
National Laboratory, Livermore, CA, UCID
19323-85-2 (1985), p. 3.
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Investigation of Selected Topics
in Structural-Control Technology

S. C. Luand S. E. Bumpus S. H. Wang

Nuclear Test Engineering Division Department of Electrical and
Computer Engineering
University of California, Davis

This report summarizes 1esults of integrated structure-control research in three
areas: integrated simulation, modeling technique, and decentralized control design.
We developed a computer simulation procedure and demonstrated its applicability to
the evaluation of controller design with examples. We developed a computer code for
the extraction of Lanczos modes. We applied the Lanczos transformation to the solu-
tion of classical real and complex eigenvalues and eigenvectors that are commonly used
in the normal-mode model reduction method. We derived a theory to adopt Lanczos
coordinates as generalized coordinates in the component-mode synthesis technique as
an effective modeling scheme for complex structural systems. The theory was illus-
trated by a simple two-component structural system. Finally, we developed a powerful
algorithm for controller design based on an optimal decentralized control theory. In
FY 87, we plan to focus on improvements in all three research areas to enhance the

applicability of the results to large-scale structural systems.

Introduction

Various types of modern structures,
whether they are spacecrafts, precision ma-
chine tools, or computer disk drives, often
need control systems to assure desired per-
formance. Complex flexible (deformable)
structures are usually represented by large
mathematical models. The dynamics
(vibration) of the structure coupled with its
large medel size presents a formidable task
for control system design. The close interac-
tion between the structural dynamics and
the control system means that system and
structure must be dealt with in an integrated
manner. It has been felt that the state of the
art of the technology is inadequate to meet
the curtent and future needs.

In May 1985, an Engineering Research
Project entitled Critical Issues and Reguired Re-
search in Structural Control Technology was
initiated in the Mechanical Engineering De-
partment, resulting in a research work plan
for FY 86.'

The FY 86 Engineering Research Project
entitled Fnvestigation of Selected Topics in Struc-
tural Control Technology dealt with integrated
simulations, improvements of modeling
techniques, and decentralized control design
technology.

A computer simulation is essential in eval-
uating the performance of the control system
design before its actual implementation. We
developed a computer simulation procedure
by linking together a structural analysis code
(GEMINI)? and a control-design-oriented
code (CTRL-C)3 We exercised the simulation
procequre to demonstrate the applicability of
the procedure to the evaluation of various
control system designs and to identify im-
provement areas for large complex structural
systems.

The modeling technique is an important
aspect of the control system design and
simulation of large structural systems. Our
FY 86 effort concentrates on the exploration
of merits of the Lanczos transformation tech-
nique* with respect to the solution of real
and complex eigenvalue problems and the
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application to the component-mode synthe-
sis methed. The solution of the eigenvalue
problem is a crucial step in the normal-
mode model reduction scheme, and the
component-mode synthesis represents the
most effective modeling scheme for complex
large structural systems.

To control complex large structural
systems, innovative methods for control sys-
tem design are necessary. We developed a
powerful algorithm for control system
design based on an optimal decentralized
control theory?

Technical Status

Integrated Simulation

Large-scale structures are essentially
distributed parameter systems, and their
dynamic behavior can be described by partial
differential equations. The problem defined
by partial differential equations is generally
too complex to allow closed-form solution.
To circumvent this difficulty, an approach
commonly used is to discretize the dis-
tributed structure, i.e., to represent it by a
discrete model of finite order. The most pop-
ular technique of discretization is the
finite-element method.®

The finite-element mcdel for a structure
subject to external forces is usually presented
by the following equation of motion:

(M] {u} + [C]{u} + [K] {u}
={ff ={f}+{fa} .

where [M] = mass matrix,
{u} = the vector of physical
displacements,

[C] = damping matrix,

[K] = stiffness matrix,

{€} = vector of external forces,
{€} = vector of control forces,
{fs} = vector of disturbances,

{ | = derivative of a vector { }

.. with respect to time,
{ } = double derivative of a

vector { } with respect
to time.
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The control forces {f.} applied to the
structure are determined by the control
design and usually result in the following
expression:

{£3 = [C{u} + [K]) {u} + {£} . v

where [C.] and [K_ ] are gain matrices and {£,}
vectors are derived from reference input.

Substituting Eq. (2) into Eq. (1) yields
M) {u) + [Cl{u} + (Kl fu} =tf} ., (3

where

[€1 =1c1 - [l
(Kl = (K] - (K] ,
B = {t) + i}

The simulation of the dynamic behavior is
essentially to find the solution for Eq. {3). For
complicated structures the dimension of
Eq. (3) is usvally very large. Normally we
need to reduce its dimension by the normal-
mode method through the following
transformation;

{u} = [R1{q} . @
where {g} is a subset of the normal coor-

dinates and [R] is the mode shape matrix
resulting from the eigenvalue problem:

[#) fu} + [kl {u} = {o}

After the transformation defined by
Eq. (4), Eq. (3) can be expressed as follows:

M1 g} + [C*]{q}
+ [K] {q} = (£} . ©5)
where
(M1 = [RI"[M][R] .,
[C1 = [RI'[CI(R] .
[K*] = [RI'[KIIR] .
{#} = [RI" {f}
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The normal procedure to solve Eq. (5}is fo
express it in the following first-order form:

[E] ix} = [A] b3 +{b} . (®)

where

o[}

We can see now that the simulation of the
dynamic system rests on (1) the formulation
of the finite-element model expressed by
Eq. (1), and (2) the solution of the first-order
differential equation, Eq. (6).

In the simulation procedure we developed
for this research project, we use the
computer code GEMINI? to provide the
finite-element model and the computer code
CTRL-C? to provide the solution for Eq. (6).

GEMINT is a computer program developed
for the finite-element analysis of linear elastic
structures on CDC 7600 or Cray computers at
the Lawrence Livermore National Labora-
tory. On the other hand, CTRL-C is a
computer-aided design system that provides
commands for matrix analysis, control
system design and simulation, and other
operations. It operates on a VAX computer.
We have developed the necessary interface
to link the two codes, which reside in two
different computer systems.

! | }
b T—w—
hi) fo-— 10
1 Dimensions in inches £

Figure 1 Simﬁlifiéd spacecraft model.

To demonstrate the capability of the
simulation procedure, we have applied it
to two examples. The first example is a
simplified spacecraft model with two flexible
appendages derived from Ref, 7 (see Fig. 1).
The objective of this simulation is to evaluate
the adequacy of the control design for the
spacecraft, which is based on the assumption
that appendages are rigid.

The finite-element model has 10 beam ele-
ments for each of the appendages. The polar
moment of inertia about the center of gravity
of the spacecraft is 9000 lb-s*in. The
appendage has the following properties:
cross-section area, 40 in?2; area moment
of inertia, 1333 in, Young’s modulus, 107
psi; mass density, 2.5 X 107 Ib-%/in*. The
control design places proportional and
derivative (PD)) controllers at the tips of the
appendages. The control forces are therefore
defined by

f,=—kpu|—TdKP!;|+kpr ’
fa= —kpuu~TdKP1‘¢;2—kpr ,

where f; and f; are control forces at the tips,
1y and uy; are transverse displacements at
the tips, k; and T4 are feedback controller pa-
rameters, and r is the reference input.
According to Ref. 7,

Kp = 26.92 Ibfin. ,
Td = 0.06366 s

Based on the rigid-body model, these
parameters are chosen such that the
closed-loop system has 20% damping ratio
and 1-Hz natural frequency. In our closed-
loop system medel, we have included one
rigid body and three flexible modes. The
response at the tip to a unit step input [#(t) =
1for t = 0] is shown by Fig. 2. As we can see,
the tip of the beam approaches 1 in. as
desired. Even though the PD design was
based on a rigid-body model, the flexible
modes do not affect the system response.

To emphasize the effect due to the flexible
modes, we add a point mass of 10 Ib at nodes
6 and 16, respectively. We adjust the feed-
back parameter K, upward so that the
rigid-body system has the same eigenvalues.
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The'simulation results are in Fig. 3. We can
see that structural modes are excited and
affect the tip response significantly.

To control a complex large flexible
structure, innovative design methods are
necessary. In this research, we proposed to
apply the Decentralized Optimal Control
Theory® to our problem. The research effort
on decentralized control design will be ad-
dressed elsewhere in this report.

To evaluate the effectiveness of the
Decentralized Optimal Control Theory, we
adopt a specific example from Ref. 8. In this
example a 1-m-long flexible beam structure,

as shown in Fig. 4, is to be controlled. The
beam is pivoted in the middle, and has two
1-kg lumped masses at 30 and 70 cm from
one end, respectively. The beam has a
Young's modulus E = 10° (meter)?, which
corresponds to a 1-cm-square cross section.
Without the extra masses, the beam has a
total mass of 1 kg. The torsional spring is
rather weak with k = 0.1 N-m/rad and the
linear spring is very strong at k; = 10" N/m.

Two independent control forces, f and f,,
are applied to each end of the beam. We
have derived a finite-element model for this
system with 51 modes.

-
[
|

Tip displacement (in.)
g &

Time ()

Figure 2. Stable response at the lip of
the spacecraft.

Time (8

Figure 3. Unstable response at the tip of
the spacecraft.

Figure 4. Configuration of
the flexible beam.
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Figure 5. Initial beam deformation.

20



Dynamic Systems and Control

The Decentralized Optimal Control tech-
nique results in feedback law as follows:

fi = — 14.2045 X (displacement at left tip) ,
— 3.9060 x (velocity atleft tip) ,

f> = — 14.2045 x (displacement at right tip) ,
— 3.9060 x (velocity at right tip)

Next we perform the time-domain
simulation. For this regulation problem,
we simulate the time response of the
controlled beam starting from the initial
bending condition shown in Fig. 5. The
smooth time responses of both tips are
shown in Fig. 6.

Modeling Technique

The infinite-dimensional distributed
parameter system, which represents a com-
plex structure, can be reduced to a finite-
dimensional model by a discretization
scheme such as the finite-element method®
The dimension associated with the finite-
element model frequently has to be very
large to preserve sufficient fidelity to the
actual structures. This dimension is usually
too large for the successful implementation
of controllers. A variety of methods may
be employed to produce a reduced-order
model.

One of the effective model reduction
schemes is to find a subspace orthonormal
transformation to reduce the equation of mo-
tion to a much smaller number of degrees of

Figufe 6. Réspbnse at .tips of the flexible beam.

freedom. One example is the commonly
used normal-mode reduction method. In this
case, the transformation is the one involving
free-vibration mode shapes and frequencies
of the undamped structural system.

For structural systems of extreme com-
plexity, different portions of the structure are
often handled independently before the final
assembly. The component-mode synthesis
method® has been steadily developed over
the last two decades to meet the demand for
this independence in handling complex
structures. The complex structural system is
broken into substructures (or components)
for component-mode synthesis. The
dynamic characteristics of each component
are usually expressed by the free-vibration
modes and fregencies associated with the
component.

Application of Lanczos Transformation to
Eigenvalue Problems. it is recognized that
the normal-mode transformation is not the
only transformation that can be used to
produce a reduced-order model. Recently,
Nour-Omid and Clough? proposed a proce-
dure to calculate Lanczos ccordinates that
will serve as the orthonormal dynamic sub-
space transformation. Because the algorithm
for calculating Lanczos coordinates does not
necessarily orthogonalize the current vector
with all previously calculated “modes,” the
Lanczos transformation appears to be a more
efficient model-reduction algorithm. In our
research, we have explored the Lanczos
transformation as a model-reduction scheme
to serve as an intermediate step for the ex-
traction of approximate eigenvalues and
eigenvectors to be used in the model-
reduction method. We also explored Lanczos
coordinates as generalized coordinates to
replace normal coordinates in the
component-mode synthesis modeling
technique.

For an undamped dynamic system,
such as

(M] {u} + [K] {u} = {f} . (7)
where [M] is the mass matrix, [K] the stiffness

matrix, {u} the displacement vector, and {f}
the force vector, the Lanczos transformation,

{u} = Q] {qc} ., (8)
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possesses the following properties:
[QT'IMIQ] = [1] (an identity matrix) ,

[QIIMIIK]*[MIIQ] = [T] (a tridiagonal
matrix)

As a result, Eq. (7) will be transformed into
the following reduced and simplified form:

[THaut + Ulqud = {6} 9
where {fi} = "QI'[MIK]™'{f}

From Eq. (9), an approximate subset of the
real eigenvalues and eigenvectors of Eq. (7)
can be casily extracted by solving the eigen-
value problem [T){q.} + [I}{q} = {0}

For a damped dynamic system
[MHu} + [C] {u} + [KHu} = {€} ,  (10)
the Lanczos transformation results in
[THad + (G {qut + et = {6} . (D)
where [C,] = [QI" [M] [K]™* [C1Q]

From Eq. (11), we have the following com-
plex eigenvalue problem

[ANx} = [BY{x} (12)

where {x} = {q,['} .
qL
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Table 1 shows the real eigenvahies (or
frequencies) for the first four modes of a
cantilevered beam extracted by the Lanczos
transformation technique. Table 2 shows the
complex frequencies for a shallow beam
clamped at one of the ends. The complex
modes were introduced by a single dashpot
attached to the structure.

Application of Lanczos Coordinates to the
Component-Mode Synthesis. The funda-
mental theory and the detailed mathematics
involved in this research effort are quite
lengthy and therefore will be presented in a
forthcoming report.!! In the present report,
the component-mode synthesis of a two-
component structural system is described
to illustrate the procedure. The overall
structure is a fixed-fixed beam with unit
length and unit properties (bending
modulus, area, mass density) and is divided
into two components.

Component 1 is a 0.6-unit-long .
cantilevered beam fixed at the left end. Com-
ponent 2 is a 0.4-unit-long cantilevered beam
fixed at the right end. The finite-element
model for Component 1 has 13 nodes and 12
elements, while that of Component 2 has 9
nodes and 8 elements.

The component-mode synthesis of the
unit-long beam included the Lanczos coor
dinates that were generated for the 0.6- and
0.4-ong cantilevered beam models as
generalized coordinates. Four Lanczos
modes and three Lanczos modes were ex-
tracted, respectively, for Component 1 and
Component 2. In addition, static shapes
were also included as part of the generalized
coordinates for synthesis. These shapes were
obtained by applying a corresponding static
load to each degree of freedom at the bound-
ary interface. That is, a unit force in the
lateral direction was applied at the transla-
tional degree of freedom at the tip of each
cantilevered beam. Also a unit moment was

Table 1. Frequencies in Heriz obtained by the
Lanczos technique vs the direct solution.

Mode Lanczos solution Direct solution
1 9.26002 x 107* 9.26002 x 107*
2 6.03160 x 1073 6.03160 x 1073
3 1.75297 x 1072 1.75203 x 107*
4 3.71372 x 1072 3.78727 x 10°*

Table 2. Complex frequencies in Hertz obkained
by the Lanczos technique vs experimental
results.

1 59.16 52.88
2 370.66 331.57
3 1029.78 935.30
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applied at the rotational degree of freedom at
the tip of each beam.

With these 11 generalized coordinate
shapes—4 Lanczos coordinates and 2 static
shapes for the 0.6-unit-long beam plus 3
Lanczos coordinates and 2 more static
shapes for the 0.4-unit-long beam—a
component-mode synthesis was performed
using the method that Flashner'* described.
There are two boundary constraints on this
problem, namely the deflection and rotation
at the boundary of the two components. The
11 generalized coordinates and the 2 con-

Table 3. Eigenvalues in lertz obtained by the
component-mode synthesis (CMS) vs the direct
salution.

straints resull in 9 unconstrained generalized
mathematical courdinates in the formulation.
From these nine coordinates, tre full nine
eigenvalues were extracted. The e values are
shown in Table 3 with compara. e values
obtained by the direct solution o. the
eigenvalue problem. The eigenvctor results
were back substituted in all the generalized
coordinate equations to give the synthesized
mode shapes for the overall unit beam.

To further demonstrate the capability of
the component-mode synthesis, we also cal-
culated transfer functions and conducted a
forced response simulation.

Overplots of transfer functions using the
derived mode shapes and frequencies from
component-mode synthesis and from the
undamped ecigenproblem solutio - given

Mode CMS$ solution Direct s0l . i Fins 7 ancB Th tors o
- in Figs. 7 and B. The overplots show very
; g:?ésgﬁzg g:gggzg little discrepancy in either amplitude or
3 19.0676 19.0459 phase until mode number 6 at about 400
4 31.4538 31.2495 radians/s is reached. Forced time-history
5 46.6023 46.2437 response corresponding to the transfer func-
6 70.979% £€3.8619 tions were generated to show the capability
7 110.281 83.9132 to perform such analyses. The input moment
g ggg;g %ggigg was taken as the north-south component of
: . the 1940 El Centro earthquake because it has
Figure 7. Displacement
E+00 T T T 1 T 1 T 1 transfer function at node
14 due to a force input at
7 node 8.
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a broad frequency spectrum. The moment
was taken as the evenly digitized accelera-
tion, completely unscaled. The time scale
was scaled down by a factor of 4 so that all
frequency content was shifted lower, which
is nearer to the frequency range of the unit
beam. The plot for the case where the mode
shapes and frequencies are obtained from
component-mode synthesis is shown in
Fig. 9. The plot for the standard eigenvalue
simulation would normally be shown sepa-
rately, but there is so little difference that the
plot in Fig. 9 can serve instead. In fact this
figure is the overplot, which shows only a
little mismatch that occurs due to some small
response of modes at high frequencies.

Decentralized Contro] System Design

To control complex large structural sys-
tems, innovative methods are necessary. In
this research, we propose to apply the
Decentralized Optimal Control Theory” to
our problem.

In Ref. 5, Yanchevsky and Hirvonen have
proposed an interesting algorithm, which
constructs a sequence of feedback matrices

for decentralized optimal control problems.
Specifically, consider the following discrete-
time system:

X1 = Ax, + By, (13)
where x, € R", 1€ R™ are the state and input,
and A and B are constant matrices of
appropriate sizes. The usual quadratic
performance index is defined as

I= x5y Qmxr

-1 (14}
+ Eé (i Qx +uf Ronty) ,
t=

where Qr and Q are assumed to be positive
semidefinite, and R, is assumed to be posi-
tive definite.

The optimal control problem is to find a
sequence of matrices K,, such that the feed-
back control ¥, = — K;x, minimizes the
performance index ] in Eq. (14). Let & be the
element at the ith row and the jth column of
the matrix K,. Let «; and x; be the ith compo-

Figure 8. Displacement

transfer function at node 8 E+88

due to a torque input at
node 14.

¥

:
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nent of i, and x,, respectively. Then uf can be
written as
wi=uw+ L+ u

o= Ky

i
= 2 Kix
=1

=—k'xf -

The augmented performance index is as
follows:

T=1
S (x10x +uRotiy
0

] = x7 Qexy +

(15)

T i Ma

7 -
 $

The nonnegative numbers r"/ may be in-
terpreted as the cost of feedback from the jth
component of x, to the ith component of #,.

1
] = x5 Quer + E xi(Q + Ki Ro K,
(16)

+ 2 ei'el K RKlel'el)xl ’
=1
where R; are diagonal matrices R; = diag (r, ;,
Frie o oo o P @1, , ). Usmg dynamic
programming techmques to minimize
Eq. (16), the following iterative formula is
obtained:

Ki-i=(B'PB+R,+ R)D} ,

(f=1...n ,
Py = Q + (A - BK,-)'P{A - BK,-))
+ K;-IRUKI—I

t
+ 2 eelKioRKeel . (17)
i=1

Let ¢ denote an #1-dimensional column D,=B'PA ,
vector whose ith component is equal to 1 and Pr=0Q
others are equal to 0. Then the performance L
index shown by Eq. (15) can be rewritten as J=xPyxp ,
z 1 ' ] i 1 —h L 1; : L] T ] ] ¥

 Dieplacement (x10-? in)
. i

T z=-

by ——

-2 1 ] 1 ] Y |

anure 9. T:me-hlstory response for uml: beam
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where Diand Ki, (i=1, . . . .n) are the ith
columns of matrices D, and K,, respectively.

vation (17) generates a sequence of
feedback matrices K, for the performance in-
dex in Eq. (16}, and it converges to the
steady-state solution K if system Eq. (13) is
stabilizable. We consider the case of
decentralized control by setting the cost of
feedback r'/ to cither 0 or = =, depending on
whether the state x’ is available for evaluat-
ing ' or not. Equation (17) can be modified
as foflows:

Ki_, = F((B'P,B + Ry), Ry Dt ,
i=1...1 ,
B Q+ (A — BE ) PLA ~ BE, ),
+ KjRoKe—y ., (18)
D, =BPA ,
Pr=0r ,

] =xbPoxo .
where F (+) is defined as follows:
F(B’ P:B + Ro), R)
=lim...lim(B P8+ Ry + R)™' ,
ri—x, (ij)eS

and § = { (i,j)) | &/ is required to be zero for
alt 1}.

'1‘3 evaluate the effectiveness of the
Decentralized Ogtimal Contral Theory, we
adopt 2 specific example from Ref. 8, which
represents a flexible beam as described
previo“SIY- . .

To apply the Decentralized Optimal Con-
trol Technique, we exclude all but the lowest
six modes in the design model. This
continuous-time design model is further
transformed into a discrete-time system
using 2 sampling time of 0.01 s.

In E9Q- (15), the weighting matrices Q and
Q are chosen to be 50 x I15, and Ry = 107> x
I,. We further assume that at each tip of the
beam there is a displacement sensor and a
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velocity sensor to produce the information

for feedback. .
By using the formula in Eq. {17), we obtain

the decentralized feedback law as follcws:

fi = — 14.2045 x (displacement at the left tip)
= 3.9060 x (velocity at the left tip).

f> = — 14.2045 x (displacement at the right tip)
— 3.9060 x (velocity at the right tip).

Then we apply this decentralized feedback
to the 12th order design model; the resulting
closed-loop system is stable with the follow-
ing eigenvalues:

0.7625 = 0.1933i,
—0.4212 = 0.7023i,
—Q5A13 + 059995,

0.7925 = 0.2883i,

0.8426 = 1.1087;,

0.9226 = 0.0255;.

The largest magnitude of these eigen-
values is 0.9230.

Next we perform the time-domain
simulation to evaluate the performance of
the controller. The smooth time respo-es of
both tips are shown in Fig. 6. For more
details, see Ref. 13.

Future Work

In FY 87, we plan to focus on improve-
ments in all three research areas to ephance
the applicability of the results to large Struc-
tural systems. We will investigate a special
time i ion scheme ta be i ented
in GEMINI to solve the closed-loop dynamic
equation and improved closed-loop model
reduction techniques for the simulation pro-
cedure. We plan to conduct a systematic
evaluation of a number of major sourses of
modeling errors in order to improve struc-
tural modeling techniques based on control
stability considerations. We will also es-
tablish the component-mode synthesi$
modeling capability applicable to complex
structural systems. With regard to the Op-
timal decentralized control algorithm, we
will continue our efforts toward efficient
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computational algorithms and the enhance-
ment of stability robustness.

Outside Contacts

We have had close interaction with the
Strategic Defense Initiative Office (SDIO)-
funded Controls Technology Research
Program and with a closely related engineer-
ing research project in the Electronics
Engineering Department at LLNL. We also
had contact with R Program and the Preci-
sion Engineering Program at the Laboratory.
We have constantly received guidance an
review from the Dynamic Systems and Con-
trol joint thrust area leaders and other ME
and EE professionals. We have received
technical consultations fror and conducted
technical exchanges with the Aerospace Cos-
poration, Dr. J. W. Young of SDRC, Inc.;
Prof. R. K. Yedavalli of the University of
Toledo, OH; Prof. Robert Taylor of the Upi-
versity of California, Berkeley; and Prof. J. R.
Hutchinson of the University of California,
Davis.

Financial Status

The total expenditure on this project for
FY 86 was about $265 000.
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Study of Complex Modes :

J. W, Pastrnak

Nuclear Test Engineering Division

This eighteen-month study has been successful in providing the designer and
analyst with qualitative guidelines on the occurrence of complex modes in the
dynamics of linear structures, and also in developing computer codes for determining
quantitatively which vibration modes are complex and to what degree. In this second
year of study, the work has focused on predicting complex mode behavior. I have ex-
perimentally verified the presence of complex modes in a test structure, performed a

finite element analysis of the structure with non-proportional damping, and for-
mulated a partial differential equation to eliminate possible modeling errors.

Introduction

The study of complex modes (more
formally: the study of complex vibrational
modes of structures) is concerned with
quantifying the way in which mechanical
systems tend to oscillate in their natural
modes of vibration.

As noted in the FY 85 Engineering Researcit
Amnuql Report,! the key to describing the
vibrational nature of a mechanical system
(the eigenvectors) lies in the nature and
distribution of the system’s damping. For ex-
ample, for an undamped system (i.e., one
that does not have any energy dissipation
mechanisms) the natural modes of vibration
are called “real normal” modes. Theoreti-
cally, when a system is vibrating in a normal
mode, the system’s total energy is constant
and the system will continue ad infinitunt to
pass through states of pure kinetic energy to
pure potential energy af a rate equal to the
frequency of vibration {eigenvalue).

In reality, though, all mechanical systems
exhibit some form of energy dissipation in
the form of damping. This damping
produces eigenvectors with real and imagi-
nary parts and the modes of vibration are
appropriately called complex modes. For
every complex eigenvector there will also ex-
ist a complex conjugate eigenvector, so that
the projection of each counterrotating eigen-
vector (phasors) leads to a real mode shape
when superimposed. When the phase angle
between the components of each eigenvector
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equals N7, where N = 0, 1, 2..., the mode
shapes are identical to the undamped mode
shapes. This special casc results when the
system is proportionally damped or more
generally, as pointed out last year, when the
system damping is in Caughey form? Thus a
real normal vibrational mode can be consid-
cred as just a special case of the general
complex mode.

Technical Status

The concept of modal analysis has proven
to be a very useful and efficient tool for
analyzing the dynamics of linear structures.

This year’s work has focused on predicting
complex mode behavior, using three differ-
ent approaches:
® Experimental verification of the presence
of complex modes for a test structure,
® Finite element analysis of the above test
structure with nion-proportional damping,
® Formulation of a partial differential equa-
tion for a simple test structure to eliminate
possible modeling errors introduced by
discretization.

Experimental Verification

An experimental modal analysis was per-
formed on a redesigned, damped cantilever
beam. This year, however, the damper was
chosen and then the beam was sized so as to
make the damping forces of the same magni-
tude as the restoring forces due to the beam
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stiffness. The damper used to approximate
linear viscous damping was a voice coil from
an industrial disk drive. By using the voice
coil essentially backwards (that is, to drive
the coil with a force and velocity as input and
to dissipate the generated voltage and cur
rent as output) a linear viscous damper could
be implemented. The idea of using a voice
coil as a damper arose out of discussions
with last year’s consultant from U.C. Davis,
Professor D. Margolis.!

The constitutive relations to describe a
linear voice coil are:

e=m , (1)
and

ir=F , )
where

r = voice coil (gyrator) modulus,

e = generated output voltage,

i = generated output current,

v = input velocity,

F = input force.

To use the damper, I first had to calibrate
the voice coil to determine its effective damp-
ing coefficient C. The effective damping
coefficient C is given by:

.F 2
C="=% 3)
where

R, = external resistance used to dissipate
energy.

By measuring the voltage drop e, across R,
and the driving velccity v, it was possible to
calculate r using Eq. (1).

A second method of calibration, which led
to more accurate results, came from measur
ing F/v directly. Figure 1 shows the laboratory

* Nodal lines are locations on the beam that at specific fre-
quencies have no motion. (They are not to be confused with
node points, which are points on the structure chosen for ref-
erence and usually, in this context, for measurements.)

set-up. A precision: velocity transducer was
used to measure the coil velocity while a
standard load cell was used to measure the
input force. Up to approximately 800 Hz, the
value of C for displacements under 0.25 in.
was found to be 0.015 lb-secfin.

The next step was to demonstrate the
effect of the damper experimentally. Using
Bernoulli-Euler theory for beam bending, |
calculated the location of the nodal lines* for
the cantilever beam in its third bending
mode. The damper coil was then attached to
the beam at the nodal line closest to the free
end of the beam (Fig. 2). The beam itself was
constructed from a piece of homogeneous
aluminum 66.22-in, long by 1-in. wide and
0.25-in. thick. At 16 measurement locations,
evenly distributed along the length of the
beam, 5.3-gram masses were added to simu-
late the mass of the accelerometer, except at
the location where the damper was

Figure 1. Voice coil damper being calibrated.
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mounted. The mass of the moving part of the
damper was 27 grams.

The reason for attaching the coil at this lo-
cation was to show that all the modes except
the third bending mode would be affected by
the damper. Figure 3 shows the cantilever
beam with the damper attached and the data
acquisition equipment used. As predicted,
careful placement of the damper caused the
first, second, and fourth bending modes to
be affected, leaving the third mode un-
changed (Table 1},

Examination of the animated mode shapes
with PC-MQODAL' on an 1BM personal com-
puter clearly showed the presence of the

Damper
/
Mode 3 l
| in.
— 579
in.

Figure 2. Third bending mode of a
cantilever bean.

damper. The first bending mode was most
affected, evidenced at the damper location,
which tagged behind the other nodes.
Phasor plots of the mode shapes showed vir-
tually no difference for the third mode with
the damper on or off. Figure 4is a typical fre-
quency response function from the IBM-PC
and depicts the textbook quality of the actual
data. The frequency response function is a
complex quantity, in this case expressed by
amplitude in the top plot and phase in the
bottom plot. The locations of the peaks on
the amplitude plot correspond roughly to
the resonant frequencies of the beam. The
actual resonant frequencies listed in Table 1
were found by curve-fitting the measured
frequency response functions with a multi-
degree-of-freedom complex exponential
curve-fitter in PC-MODAL.

Finite Element Analysis

Using the same cantilever beam design
(including the point masses at the nodes), 1
created a 16-clement model using beam ele-
ments in GEMINL* With this model I was
then able to do a normal mode analysis using

o IR —rnt

g 2

Figure 3. Experimental setup for the damped cantilever beam.
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GEMINJ on the Cray-1 computers. Then,
using the program KREAMX (written for this
project by Stan Bumpus), 1 was able to
extract the undamped beam’s mass and stiff-
ness Matrices from GEMINL I then inserted
into an empty damping matrix the dashpot
coefficivnt from the voice coil calibration at
the correct degree of freedom corresponding
to the damper location. Using the CPLXMI
program (also written by Stan Bumpus for
this project), I then performed a complex
eigenanalysis using these matrices. Deflec-
!mns due'to internal shear forces were
mCh_ldcd, but the rotatory inertia effects were
not inclyded because GEMINI overcom-
pensateg these effects. Table 2 gives the
results of the GEMINI calculations as well as
those from the CPLXMI program. These
results show the frequencies obtained in
both these analyses correspond well with
those obtained experimentally (Table 1).

Partial Differential Equation Formulatign

The third approach pursued was to use the
partial differential equation (PDE) to solye
the complex eigenproblem. The PDE
approach was chosen to preclude any djs-
cretization errors that may be inherent iy the
finite element approach. Clearly, the mpgt
straightforward solutions for the PDE arjse
from the assumption of separation of
variables:

wx, ) = Z(NW({) 4)

where Z(x) and W{¢) are spatial and tempora)
functions, respectively.

The question arises: can a complex mode
be separated into temporal and spatial parts
exactly, when the damping may be a fupc-
tion of the spatial variable x and the tempora|
variable ?

Damper off

Damper on Table 1. Comparison of

first four measured

F D i Frequency D. i
ey Pl el P e bending modes, with 3n4

Mode (Hz) % <) (Hz) (% cn) 3
] 67 i3 15 53 wnho;t the damper
2 10.63 0.61 10.60 1.38 tumed on.
3 30.20 0.65 30.20 0.6
4 58.66 0.51 58.60 0.57
5.0]5.,.00 1 [} T

. |
: !
T L | |
8 I |
y I I I
I | |
| | ]
| | |
~27Ev00 1 | 1 I . | I
ode 1 Mode 2 Mode 3 Mode 4
17Ev00 T T T
i3 ;
s \ i
-17E4pp L ] !
Q.000E+00

9!75E+01

Frequency (Hz)

Figure 4. A typical measured frequency response function for the beam.
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To help answer this question, I asked
Professor W. C. Hurty from U.C. Los An-
eles to look at the PDEs of a Bernoulli-Euler
beam with a point damper attached. Profes-
Sor Hurty’s work has been documented
in the form of a UCID report.” Dr. Hurty
Worked with the Bernoulli-Euler formulation
Of a beam in transverse bending:

Fw aw iw
hy ——s— —— =
'at2+cm+El e 0. &
Where
W(x,t} = transverse displacement,
m = mass per unit length,
£l = flexural stiffness,
¢ = coeffictent of viscous damping,.

He reported that when the damping term C
ify this formulation is not constant, and in
fact may be a function of x, then separation
of variables in the normal sense may not be
Possible. Instead, Professor Hurty offered an
abproximate solution by expanding the dis-
Placement w(x,!) with a set of orthogonal
functions. The details of this methodology
ahd a sample application can be found

In Ref. 5.

A second plan to aid in understanding
€5mplex mode behavior was to have been in
Modeling the free vibrations of a mechanical
System using traveling transverse, longitudi-
Nal, and Rayleigh® waves. With this type of
Continuous formulation, a resonance can be
atcounted for by the constructive interference
Of two opposite traveling waves. Likewise,
an anti-resonance explained by the
Testructive interference of two opposite
traveling waves. As the speed of the wave
Varies due to non-constant dispersion in the
Material, it is conceivable that as the waves
Superpose, a smearing or delay may occur

and thus give rise to an observeq CO"IP]EX
mode! Unfortunately, the scope of work for
this program did not allow for detajled
traveling wave analysis.

Conclusions

From the results of FY 85-86 work, it is con-
cluded that if the damping in a structure is
not uniform, the resulting vibratignal mode
shapes may be complex. Causes of non-
uniform damping include point-lgcated
dampers (dashpots), non-uniform, viscous
vibration suppression coatings, rate feed-
back actuators, and friction in joints, For any
linear system containing any of these ele-
ments, the designer is strongly cyutioned to
be prepared to analyze the systerm with a
complex eigenanalysis if accuracy jg
important.

The original goal was to provide the struc-
tural designer and analys: with gyidelines
on when to expect complex modes The con-
clusions above will serve this purpose;
however, these statements are ony quali-
tative criteria at best and do not fZive a
quantitative measure of the degree of com-
plexity of the resulting complex ryodes. For
this reason, we developed the computer
codes CPLXKI, CPLXMI, and KREAMX to
determine more concisely which mpdes were
complex and to what degree. Our work has
provided these tools to the Laboratory as
well as to the outside engineering
cominunity.

A second goal of this work was tp make
engineers and scientists more aware of the
idea of complex modes. Professor Taylor at
U.C. Berkeley now has a graduate student
working on a complex eigensolution package
for their previously normal mode finijte ele-
ment work. The Modal Analysis } ;b of the
Dynamic Test and Analysis Group jn Nu-

T?ble 2. Comparison Damper off Demper o
Of calculated modes, GEMINI LT CPLIOME ey
Uhdamped and damped. froquency m frequency F’Lml -
Mede (Hz) {tz2) (Hz) (% en

1 1.65 1.67 1.62 255

2 10.60 10.61 10.60 0.80

3 29.80 29.81 29.80 0.0001

4 57.89 57.89 57.89 0.106
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clear Test Engineering Division performs all
modal test analysis using complex modes.
Ancther project in the Engineering Research
Program at LLNL is trying to use Lanczos
vectors to perform a complex eigenanalysis.

Future Work

for the use of the Modal Lab facilities, Gerald
Goudreau from the Methods Development
Group, and special thanks to Stan Bumpus
for writing the KREAMX program as well as
his patience in helping me with GEMINI.
Thanks also to the management of the Nu-
clear Test Engineering Division for allowing
me time off to work on this project.

Though this work will not continue irntto
FY 87, this report will serve as a benchmark
for the work to date, and also as a guide for
further efforts in the near future. I expect
that the KREAMX and CPLXMI programs
will be used by various LLNL personnel
when it becomes necessary to model me-
chanical systems that contain point-located
viscous dampers. The answers to questions
such as “How is a dashpot coefficient related
to the degree of complexity for any given
mode?” or “How much phase variation can
be expected between structural nodes for a
given mode before critical damping is
reached?” are unknown and are left for
the future.

Financial Status

The total expenditure on this project for
FY 86 was $134 000.

Acknowledgments

I would like to acknowledge the following
individuals for their support that contributed
to the success of this project for FY 86. First, 1
would like to thank Howard Woo from the
Engineering Research Program for his guid-
ance and funding. Thanks also to Joe Weaver

1. ). W. Pastrnak, “Determination of Complex Mode
Criteria for Design, Structural Analvsis, and
Controls,” Engincering Research Aunual Reporl
FY 85, Lawrence Livermore National Laboratory,
Livermore, CA, UCID-19323-85-2 (1985),
pp. 32-33.

2. T. K Caughey, “Classical Normal Modes in
Damped Linear Dynamic Systems,” J. Appl. Mech.
272}, pp. 269-271 (1960).

3. PC-MODAL Users Manunl (Modal Test Associates,
San Jose, CA, 1985).

4. S. E. Bumpus and R. C. Murray, GEMINI—A
Computer Program for Tivo and Three Dimensional
Lincar Status, and Seismic Structural Analysis—Cray
Version, Lawrence Livermore National Labora-
tory, Livermore, CA, UCID-20338 (1986).

5. W.C. Hurty and J. W. Pastrnak, A Brief Study of
Complex Viscous Damping, Lawrence Livermore
National Laboratory, Livermore, CA, UCID-20913
(1986).

6. R. Wasley, Stress Wave Propagation in Solids
(Dekker, New York, NY, 1973}, pp. 55-67.

33 [34—



Chip Science: Basic Study of the

Single-Point Cutting Process:

R. R. Donaldson

Precision Engineering Program

R. A. Riddle

Enginecring Sciences Division

C. K. Synand]. S. Taylor

Materials Fabrication Division

During FY 86 we measured the wear tha: diamond tools sustained during the cutting
of electroless nickel (eNi). We were able to detect wear at previously unattained levels,
down to 100 A, and we found that the tool wear resulted in a burnishing action after a
relatively short cutting distance, To provide a more direct connection between
computer-based modeling and experimental measurements, we also performed macro-
scopic cutting tests on a well-characterized aluminum material. The results showed
good agreement between calculated and measured cutting forces. We also completed
the installation of a new high-resolution cutting force dynamometer.

Introduction

Technical Status

Our long-term objective is to develop a
fundamental understanding of the single-
point cutting process, with an emphasis on
attaining a high degree of accuracy and a
smooth surface finish. Our pursuit of this ob-
jective draws on three areas of technical
strength at LLNL:
® Precision engineering, for accurate cutting
experiments and measurements of geometry
and surface roughness.
® Materials science, for insight into the
deformation process, aided by a wide variety
of characterization techniques.

e Computer-based numerical analysis, for

the ability to check our basic understanding
by comparing calculations and experiments,
leading ultimately to a predictive capability.

During FY 86, we conducted an extensive
diamond tool wear lest on the cutting of
electroless nickel, using a preparation, previ-
ously tested in FY 85, that had yielded the
lowest surface roughness. We also per
formed orthogonal cutling experiments on a
well-characterized 7075-T6 aluminum mate-
rial, under experimental conditions designed
to provide direct comparisons with our
finite-element modeling work. Additions
were also made to our experimental test and
characterization facilities.

Electroless Nickel Cutting Tests and
Characterization Studies

During FY 85, we made an extensive
study'? of electroless nickel (eNi), during
which we varied the percentage of phos-
phorous and the heat treatment conditions.
The study measured the effects of these
parameters on the eNi microstructure,
hardness, diamond-machined surface
roughness, and tool wear. The eNi prepara-
tion yielding the lowest surface roughness
(13 wt% P with a 2-hr, 200°C heat treatment)
showed no detectable tool wear (as evi-
denced by SEM and optical microscopy) for
the 2-mile cutting distance used in the test.
In the present study, we extended the
cutting distance for the optimum eNi
preparation until definite wear was ob-
served, with additional measurements to
quantify the amount of wear. We also used
two tools, chosen to have differences in the
fracture strength and fracture toughness of
their diamonds. A complete report of this
test has been prepared.”

Cutting Test. Of the two diamond tools
that were selected (from the six used in the
previous study), one had the least, the other
the greatest concentration of nitrogen-
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platelet impurities, as determined from their
infrared (IR) absorption characteristics. The
tools were round-nosed, with radii of 0.030
in. After careful resharpening, these tools
were used in the Precision Engineering Re-
search Lathe (PERL)* to cut sets of 2-in.-diam
copper disks that had all been plated with
eNi in a single batch. The test sequence con-
sisted of multiple passes of cutting and
characterizing, beginning with examination
of the tools before use. A cutting pass for a
given tool consisted of facing each of four
disks once, after which the tool was removed
and characterized for wear, and the surface
roughness of the four machined disk
surfaces was measured. Each facing cut was
P50 . aee, with & sprinalle spaad &f A0
rpm. A light oil was used as a cutting: fluid.
The feed rate was 100 pin. per revolution,
which yielded a cutting distance of about
2500 ft per part (10 000 ft per pass). At each
installation, care was taken to align the tool
shank parallel to the Z slide travel within 0.1
mrad, to assure that the same region of the
tool tip was exposed to wear.

Characterization Techniques. The surface
roughness was measured with a Talystep
profiler, using a hachet-shaped diamond
stylus that had a 4-pin. tip radius in the
scanning direction. This instrument was
equipped with an LLNL-designed data
acquisition computer system that provided
data storage, optional detrending, and cal-
culation of rms amplitudes. Short scan
lengths (500 pin.) were selected from longer
measurements (4 mil) to suppress longer
i th conisihutions oo machive and
environmental sources. This emphasized
changes, due to tool edge wear, in the
surface profile across the individual feed-
marks. Typically, measurements were made
at five equally spaced radial positions on
each disk, although a larger number of mea-
surements were made over the first 1000 ft
of cutting to examine the initial stages of
tool wear.

The tools were examined with an optical
microscope at magnifications up to 500X, in
normal and Nomarski modes, and with an
SEM at magnifications of 2500 to 10 000X.
The tools were sputter-coated with a 50- to
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100-A layer of gold-palladium to ayoid charg-
ing effects in the SEM; the layey was
removed before the next cutting pass.

Another method used to track the tool
wear was a tool edge replication technique,
during which the tool nose made a plunge
cut into an oxygen-free, high conductivity
(OFHC) copper sample. This technique was
based on an observation, made during the
FY 85 study, that the "signature” of the tool
edge across a feed-groove was repeated over
nearby grooves within a few nanometers
(1 nm = 10 A = 0.04 pin.). A plunge cut rep-
lica was made initially and aftey each
machining ﬁass. The depth of the plunge cut
was twice the eNi cut depth, 50 45 to include
adiincand awasad adge sagians & refecence.
A variation on this technique wag added
later in the test series: the tool wag fed
laterally for about ten spindle revolutions,
with a relatively coarse feed per yevolution
before retraction. This demonstrated the
reproducibility of the tool edge sipnature
and added an angular (tilt) crienytation to the
tool-tip wear pattern. The grooves resulting
from the plunge cuts were examined with an
optical microscope and measured bya
Talystep profiler.

Experimental Results. Figure 1 shows a
rapid rise in the surface roughnpss, from
about 5 to 30 A rms, that occurg within the
first 1000 ft of cutting distance for both tools.
Figure 2 shows a more gradual rise to 90 A
rms, with significant local fluctyations, over
the duration of the test (five pagses for the
tool designated as L-10 and seven passes
far1-9)

Figure 3 is a sampling of the eNj surface
profles cut with tool L-9 at varioys distances;
the figure aids in the interpretation of Figs. 1
and 2. Each plot is about five feedmarks
wide. A comparison of profiles (a) and ()
clearly shows a significant change in the tool
edge signature in less than 2000 ft of cutting
distance. Profile (c) has a smalley rms ampli-
tude than (b), and a more jagged shape,
while in (d), only 80 ft later, the profile is
considerably smoother. This sequence sug-
gests that a microfracture of the ool edge
occurred just prior to profile (c), in a location
that reduced the rms amplitude, and that a
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chemical reaction and/or dissolution mecha-
nism is also operative that tends to smooth
the fractured edge. A comparison of profiles
(b) and (e) shows that the amplitude of the
latter is only about 50% larger, despite being
at 20 times the cutting distance. Finally, {f) is
indicative of the variety of periodic tool edge
signatures that were observed.

Figure 4 shows a montage of optical
micrographs of the bottom of the plunge-cut
replica grooves made between the eNi
machining passes; the cutting distances are
labeled in miles. The figure shows that the
tool fip is producing a set of closely spaced
parallel lines or grooves that increase in
number with the cutting distance. The
spacing between the lines (100 pin.) is the
same as the feed per revolution (feedmark
width) used in cutting the eNi samples. The
location of the lines is at or beyond the trail-
ing edge of the cut, where no tool-to-work
contact would be expected unless wear had
changed the shape of the tool tip.

Figure 5 shows the Talystep profile of the
lateral-feed replica groove for each tool after
the final cutting pass. The tool motion in
Fig. 5 is from right to left It is evident that
the circular tool tips have receded by about
750-1000 A (3-4 pin.) to a flattened shape.
Also, the flattened region exhibits a highly
periodic structure consisting of 5-7 grooves,
each 100 pin. wide, equal to the feedmark

spacing. Thus it is evident that wear of the
tool edge has resulted in tool-to-work contact
over some half-dozen feedmarks, with the
final interaction being one of burnishing
rather than cutting. The flattened region
exhibits a small but definite slope that is
probably a consequence of the workpiece
and tool deforming in response to the thrust
component of the cutting force (measured at
approximately 10 g}, although no calcula-
tions have been performed to quantify

this effect.

Figure 6 shows a series of Talystep profiles
taken of the replica grooves of Fig. 4. The fig-
ure depicts the evolution of the hailing edge
wear notches as a function.of cutting dis-
tance. Figure 7 shows a plot of the edge
recession distance vs cutting distance. Edge
recession causes figure error in 2 machined
optic (e.g., if the tool were used for a single
long facing cut on a large eNi optical flat).

A final confirmation of the presence of
trailing edge grooves is the five feed-spaced
marks (arrows) along the cutting edge of tool
L-10 (Fig. 8, a composite of several SEM
micrographs).

The formation of regular feed-spaced wear
notches has been observed on other tool
materials, such as high-speed steel and
cemented carbides, at much larger mag-
nitudes,’ and has also been observed when
diamond tools have sustained severe wear

Figure 1. Increase of the
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Figure 2. Variation of the rms surface roughness vs cutting distance for the full duration of the
wear study, for (a) tool L-9 and (b) tool L-10. Each pass, consisting of cutting four parts in
succession, is labeled with a pass number (1 to 7 for tool L-9 and 1 to 5 for tool L-10}.
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Figure 3. Talystep profiles of the feedmarks cut into the eNi surface by ool L-9 at the cumulative
cutting distance shown, Each profile is about five feedmarks wide and the tas] advance is from
right to left. The peak-ta-valley and rms amplitudes are in angstroms. Note the change of vertical
scale for (e) and (f).

Figure 4. Montage of
photographs (taken with
the optical microscope) of
the trailing edge side of
the replication grooves for
() teol L-10 and (b) tool
L-9. The number in each
photograph represents the
cutting distance in miles;
clearly visible is the in-
crease, with cutting
distance, of the size and
number of lines caused by
trailing edge tool nolches.
The photographs were
aligned by using the lines
(indicated by the arrows)
caused by a nick in the
tool. The leading edge of
the tool is upward in the
photographs. The scaled
bar length is given in
micrometers.
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Figure 5. Talystep profiles
of samples that have been
laterally f-d to replicate
tool edges. The profiles
show the full set of feed-
marks at lower magnifica-
tiont and one feedmark at
higher magnificaticn, for
tool L-9 after pass 7 (a, b),
and tool L-10 after pass 5
(c, d). Tool motion is from
right to left at a feed rate
of about 1.5 mils/revolu-
tion. The dashed curve

is an estimate of the _
original tool contour.
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Figure 6. Talystep profiles of the replication grooves shown in Fig. 4. The profiles show the
progression of the tool tip recession vs the cutting distance for (a) tool L9 and (b) tool L-10. The

uppermost profil:s correspond to those in Fig. 5.
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during the cutting of mild steel.® To our
knowledge, it has not been reported previ-
ously for diamond tools at the very small
scale observed in the present study.

Based on the IR absorption data, tool L-9
would be expected to have higher hardness
but lower fracture toughness than tool 1-10.
In Figs. 4 and 6, tool L-9 develops wear
notches more slowly than tool L-10, with a
lower initial wear rate slope in Fig. 7 How-
ever, in Figs. 2 and 7, tool L-9 also shows
more abrupt increases in roughness and
edge recession amplitude, which may be due
to fracture of the edge. Thus the general
trend is in the expected direction, although
the statistical data base is obviously
very small.
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Figure 7. Plot of the tool edge recession dis-
tance vs cutting distance for bath cutting tools,
based on the Talystep profiles of Fig. 6.

Two findings of the extended eNi wear
study were unexpected, and are deserving of
further investigation. First, for the nominally
identical eNi preparation, the tool wear was
greater than was projected from the FY 85
study. As discussed further in Ref. 3, this
may be explained by a tendency of eNi baths
to fluctuate, depositing layers containing
higher or lower phosphorous concentra-
tions. (The wear rate of diamond is known to
increase when the P content drops below
about 11 wt%.) If confirmed, improved tech-
niques for fine contro! of the plating bath
parameters might be possible.

The second unexpected result was the
evidence indicating a rubbing or burnishing
interaction at the trailing edge of the tool cut-
ting zone. This is contrary to the widely held
view that the mirror finish produced by dia-
mond tools iis a result of clean cutting with an
extremely sharp edge, without bumishing.
The clean-cutting model may still be valid at
smal cutting distances {(and over refatively
long distances for more benign work materi-
als such as copper). However, Figs. 2 and 4
show that multiple wear notches occur when
the surface roughness is in the 30- to 50-A
rms range (hence, “mirrorlike”), which
shows that burnishing and mirror finishes
are not incompatible. This relates to a ques-
tion of considerable theoretical and practical
interest: what is the minimum attainable
depth of cut for a given state of tool wear;
i.e., at what uncut chip thickness will the
work material flow under the tool edge with-

Figure 8. SEM photographs of the trailing edge region of tool L-10, showing the presence of wear

notches (five arrows), Note that the notches have the same spacing as the feedmarks on the eNi
surface, 100 pin. or 2.5 pm. The single right-hand arrow indicates the nick used for al'gnment

in Fig. 4.
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out being removed? Further study of this
problem has begun and will be continued
in FY 87.

Numerical Modeling of the
Chip Formation Process

Introduction. We have numerically
modeled the chip formation process using
the finite element program NIKE2D. Our ef-
forts have been focused on three areas:

1. The choice of the failure criterion in
analyses of orthogonal metal cutting. The
correct value of the effective plastic strain-to-
failure, &,, along the tie-break slideline has
been derived using concepts from fracture
mechanics.

2. The modeling of the orthogonal metal
cutting experiments, particularly with regard
to choosing the best work-hardening work-
softening (WHWS) constitutive model for
simulating the measured shear angle, cutting
forces, and chip morphology.

3. Preliminary indentation studies aimed
at (a) quantifying the effect of the tool nose
radius and tool stiffness on the load required
for machining and (b) determining the mini-
mum possible depth of cut.

In each of these areas progress has been
made in understanding how the mechanics
of material deformation relate to the chip
formation precess.

The Failure Criterion in Orthogonal Metal
Cutting. In the finite element cutting
analyses, we modeled chip formation and
crack growth with a “tie-break slideline.” A
tie-break slideline consists of two sets of
nodal points, initially coincident, that are
allowed to separate when a specified crite-
rion is met. Values of strain in the elements
adjacent to the tie-break slideline are extrap-
olated to obtain values at the double-node
points. When the value of effective plastic
strain at a nodal point reaches a critical input
value, the “tie”” between the double nodes
on the slideline is “broken,” and material
separation occurs between the chip and the
workpiece surface.

The theoretical correlation between the
critical effective plastic strain-to-failure, €,
along a tie-break slideline and the | Integral
has been derived. The ] Integral is a measure
of the energy required for crack growth in an
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elastic-plastic material, and is the subject of a
widely accepted standard for experimental
measurement. The correlation between the |
Integral and the €ps has also been demon-
strated numerically in an orthogonal cutting
analysis, using a 60° rake angle tool and alu-
minum 7075-T6 workpiece material.”

A 60° positive rake angle was chosen for
this demonstration to limit the amount of
plastic deformation in the chip as the tool
progresses (Fig. 9). The large mesh distor-
tions found in the analyses of smaller rake
angles make the verification of the line inte-
gral calculations difficult. The material
properties of the aluminum alloy used in the
analysis are shown by the solid curve in
Fig. 10. The critical strain value for the mate-
rial is 0.15.

Figure 11(a) shows the ] Integral values as
a function of tool travel (i.e., cutting distance
with a constant tool velocity). A node

T
1T
y -
T

Figure 9. The NIKE2D chip {eformation
model, with a 60° positive rake angle, used to
correlate the J Integral with the effective plas-
tic strain-to-failure chip separation criterion.

Stress (ksi)

003 015 055 200

Figure 10. The work-hardening work-softening
{(WHWS) true stress-strain curves used for the
NIKE2D calculations of chip flow in aluminum
7075-Té. The solid line was used for the cal-
culation shown in Fig. 9.
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opening occurred at 0.068 in.; the negative
values preceding the opening and after
0.080 in. appear to be a code anomaly, in that
the reversed sign occurs when there is an in-
terpenetration between a tool tip node and a
tie-break slidelire node. If the sign change is
ignored, the equivalent stress intensity factor
K; can be found from

(T1E

172
POy L
! (1—“2/

where p is Poisson’s ratio and E is the elastic
modulus of the material. The resulting
values of K; are shown in Fig. 11(b). The fact
that, for a single value of ey, K remains

nearly constant as the chip formation
pregresses indicates a unique relationship
petween the two failure criteria.

These analyses of the failure criterion in
metal cutting have shown that the effective
plastic strain-to-failure along a tie-break
slideline and the J Integral are correlated.
Thus, if we know the J Integral value for a
material, we can calculate the effective plas-
tic strain-to-failure. Also, the exercise has
shown that for most practical cutiing
analyses, where the rake angle is near zero,
the mesh distortion is too large to perform
the ] Integral calculation accurately; hence,
the effective plastic strain-to-failure is the
best failure criterion for numerical imple-
mentation at the present time,

Figure 11. The variation of
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Orthogonal Metal Cutting Experiments
and Analyses. Orthogonal metal cutting
experiments have been conducted on
0.125-in.-thick aluminum alloy blanks with
high speed steel tools of various rake angles,
using uncut chip thickness depths of 0.005,
0.010, and 0.020 in. The blanks were made
from aluminum 7075-T6 compact shear
specimens that had been tested previously
for failure behavior under mixed mode
loading.’ While the experimental data reduc-
tion and the corresponding analyses are not
yet compiete, several important facts have
emerged.

One conclusion is that the deformation in
the chip and the chip shape are very depen-
dent upon the stress-strain relationship
beyond maximum load, particularly for the
analyses of the near-zero-degree rake angle
tool cuts. This idea is further clarified by con-
sidering several WHWS constitutive models
for the aluminum material, as shown by the
solid and dashed curves in Fig. 10. Here the
elastic and plastic material properties are
identical up to the point of maximum load;
thereafter the stress is assumed to soften to
constant load levels of 20, 50, and 80 ksi. This
material behavior assumption for aluminum
is borme out by actual experimental data for
OFHC copper’

In light of these assumplions, we ex-
amined the case of a —10° tool rake angle
(Fig. 12), where the shear angle formed by
the tool tip and the material changes with the
constant work-softening (WS) stress levels.
For a WS level of 20 ksi, the shear angle in
Fig. 12(a) is approximately 70°; for WS values
of 50 and 80 ksi [Figs. 12(b) and 12(c)}, the
shear angles change to 45° and 30°,
respectively. These results are preliminary
because no attempt was made to include the
effect of friction between the tool and chip
{which tends to cause additional conver-
gence problems with NIKE2D).

Photographs of chips forming during our
orthogconal cutting experiments (Fig. 13}
show the shear angle to be 45° or less,
making the larger values of the WS stress ap-
propriate. These photographs also allow us
to estimate the depth of plastic deformation
under the machined surface by examining
the distortion of the milling knes on the
transverse surface of the specimen blanks.

4

The formation of the segmented chips of
Fig. 13 results in large periodic oscillations in
the cutting force. Figure 14 compares the
peaks and valleys of the measured and
computed cutting forces; measurement and
computation are in good agreement.

An examination of the analytical and ex-

rimental results leads to the suggestion
that if the WS stress levels and frichion factor
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Figure 12. Three calculations of chip flow in
7075-T6 aluminum, using the true stress-strain
curves of Fig. 10 with differing work-softening
end-points: (a) 20 ksi, (b) 50 ksi, (c) 30 ksi.
Result {b) is closest to the experimental results
of Fig. 13.
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are determined from the cut with the most
negative rake angle (—10°) and the value for
€,¢ is determined from the most positive rake
angle cut (30°), then for all intermediate rake
angle cuts the material properties should be
adequately determined.

The orthogonal metal cuts provide an
important opportunity to compare
experimental and analytical results, and
should provide valuable insights into the
processes occuring in chip formation in
three-dimensional cutting.

Indentation Studies. Analyses in which
the side of a workpiece is indented by a
rounded tool edge have been initiated, for a

i . .
LE
”J.’!JWJ.JN‘

~¢—— Tool travel direction

Figure 13. Photographs from the 7075-T6
aluminum orthogonal cutting experiments:
(a) chip formed by a 0.020-in.-deep cut;

{b) evidence of subsurface plastic flow pro-
vided by the milling cutter marks remaining
from the preparation of the samples.

variety of reasons. First, attempts to analyze
chips formed with a rounded tool edge have
not been successful with NIKE2D, compared
to chips formed with mathematically sharp
tool edges, because of difficulties with the
tie-break slideline position relative to the tool
edge. The indentation studies do not employ
a tie-break slideline. While this limits how far
the tool can travel before the code is halted
by excessive element distortion, it is possible
to achieve significant plastic deformation of
the work material, which can then be
compared with an experiment. Second, by
reducing the ratio of the uncut chip thickness
to the tool edge radius, we can study the
problem of the minimum depth of cut,
Figure 15 shows two indentation calcula-
tions, using an uncut chip thickness of 0.010
in. and tool edge radii of 0.001 and 0.002 in.
The material model is the curve of Fig. 10
with a WS stress of 50 ksi. The friction factor
between the tool and workpiece is 0.1. The
deformation clearly proceeds to the onset of
shear band formation befcre a convergence
failure. Figure 16 shows the associated cut-
ting forces, with the force required for the
larger tool tip radius being about 10% higher.
The analysis is presently ahead of the experi-
ment, which has not yet been performed.
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Figure 14. Maxdmum and minimum oscillatory
force per unit chip width observed experimen-
tally in the orthogonal cutting of aluminum
7075-T6, with comparisons io the NIKE2D chip
flow analysis for the same material.
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Figure 17 shows the results of two
analyses of the minimum depth of cut. For a
0.001-in. tool edge radius, the 0.0001-in.
depth of cut [Fig. 17(a)] results in a burnish-

ing action without chip formation.

Figure 17(b) shows the contours of effective

stress for a 0.0004-in. depth of cut, where

chip formation is in evidence. Thus, for this
material model, the minimum depth of cut is
less than 40% of the tool edge radius. Again,

Figure 15. Analysis of an @
aluminum 7075-T6 work
piece indented with a
round-edged 10° rake an-
gle tool, using NIKE2D
without a tie-break slide-
line for chip separation,
for a cut depth of 0.010 in.
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the supporting experiments have not yet
been performed.

NCSU Modeling Effort. The modeling
work at North Carolina State University has
focused on two areas: (1) improving the
NIKEZ2D cutting model, and (2) studying an
Eulerian approach to improve the Lagran-
gian NIKE2D model.

Previously,' the NCSU group had
extended NIKE2D to include thermal effects
caused by the plastic deformation of the ele-
ments. In designing the model, the group
assumed adiabatic heating within each
element. To model shear-banding
deformations, materials that exhibit WHWS
behavior and temperature dependence are
required, a combination that was not avail-
able in NIKE2D. This feature was added to
the “material type 4 option of NIKE2D,
allowing general stress-strain curves to be in-
put at eight different temperatures, with
two-dimensional interpolation. The new

routines were tested by use of a temperature-
dependent, bi-linear, stress-strain example,
which is also allowed under the existing
“materia! type 3” option. Essentially identi-
cal results were demonstrated with both
options. During testing, a difficulty with an
existing subroutine input was discovered
and corrected. Listings of the modified sub-
routines have been provided to LLNL.

In considering how to improve the
modeling accuracy of temperature effects,
the NCSU group examined the problems of
including the internal conduction between
the elements, and adding the frictional
heating that is caused by the chip sliding
along the rake and flank faces of the tool.
The proper lreatment of frictional heating re-
quires identification of the nodes in contact
with the tool surface and their relative
velocities, neither of which is immediately
available with NIKE2D. After a detailed
examination, it was decided that the modifi-

Figure 16. Variation of

Cutting force

cutting force "vith tool
travel distance for the in-
dentation calculations
shown in Fig. 15.
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cations would require an effort exceeding the

available resources. Instead, the group
elected to combine their work to date on
NIKE2D with an Eulerian code written as

part of an NCSU dectoral thesis on chip flow.

The Eulerian code, which computes steady-
state solutions for visco-plastic materials, has
several advantages compared to a Lagran-
gian code such as NIKE2D. For example,
even with round-edge tools, the chip separa-

Figure 17. Contours of
effective stress (in psi)
during a minimum depth
of cut simulation. The
material is aluminum
7075-T6; the tool edge
radius is 0.001 in.; the cut
depths are (2) 0.0001 in.,
(b) 0.0004 in.
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tion appears naturally as a stagnation point,
avoiding the difficulties of a tie-break slide-
line. Also, thermal conduction and fricticnal
boundary heating can be handled in a
straightforward manner. However, other fac-
tors, such as the location of the free surface
of the deformed chip, are handled better by
NIKE2D. The NCSU team is examining the
best approach to the overall problem, includ-
ing the joint use of both Eulerian and
Lagrangian codes in a complementary
fashion,

Research Hardware

Work on a two-axis cutting force dyna-
mometer, initiated in FY 85, has been com-
pleted. In contrast to the piezoelectric force
dynamometer used previously? the capaci-
tance gauge sensors can measute steady-
state force components. The unit is made
of superinvar for low thermal sensitivity,
and has a stiffness of approximately 10°
Ibfin. or 2 gffA. Since the noise level cor
responds to a force of about 2 gf at the tool
tip, the capacitance gauge sensitivity is
about 1 A. A technical paper on the dyna-
mometer design and performance is planned
for FY 87.

Near the end of FY 86, the Materials
Fabrication Division bought an 151 Model
DS-130 SEM. It is being installed in Bldg. 691
in support of the chip science effort. The
availability of a modern dedicated SEM will
be a major benefit, and will allow the future
development of new capabilities, such as an
internal machining stage for in sitn study
of the chip formation process at high
magnification.

Summary and Conclusions

We have completed an extended wear test
on the diamond turning of electroless nickel,
using an optimum eNi preparation and two
tools with different IR absorption character-
istics that we had already studied in FY 85.
The previous study showed a nearly uniform
surface roughness aver a cutting distance of
10 000 ft, of which the initial few thousand
feet were unavailable for study because of
repeated cuts in the test sequence. By includ-
ing the initial region in the present study, we

found that initial wear causes a significant
shape change in the tool edge signature in
the first 10 000 ft, increasing the machined
surface roughness from 5 to 30 A rms. There-
after the roughness amplitude remains in a
band of 30-50 A rms over the next 40 000 to
50 000 ft. If we did not know about the initial
rise, we would probably assume that the ini-
tial irregularity in the too! edge resulted from
the sharpening process. Additional insight
was also obtained by introducing a tool edge
replication technique, which showed a con-
tinuing edge recession. This showed that a
plateau appearing in the graph of surface
roughness vs distance did not imply a lack of
cantinuing diamond loss. Also, the replicas
showed the formation of a feed-spaced peri-
odic groove structure that strongly suggests
a burnishing interaction between the dia-
mond tool and the workpiece surface. The
burnishing evidence indicates the need for a
reexamination of the traditional “clean cut-
ting” model of diamond turning, raising
questions, for example, about the minimum
chip thickness that can be achieved by the
diamond tool edge as a function of cutting
distance. The IR absorption data that we col-
lected helped us to correctly predict which
tool should exhibit the lower wear rate and
the larger tendency toward brittle fracture.
The orthogonal culting tests and the
associated numerical modeling of chip flow
for a well-characterized aluminum material
gave encouraging agreement, indicating
that routinely available material test data
is a sufficient basis for analysis {at least for
low-speed cutting where temperature-
dependent properties are not required). This
view is further supported by the connection
established between the J Integral (an estab-
lished materials testing concept) and the
effective plastic strain-to-failure used as the
chip separation criterion in NIKE2D. The
NCSU investigation into the complementary
use of Lagrangian and Eulerian codes shows
premise as a means of reducing the various
limitations of either code.

Future Work

Two areas of investigation will be the prin-
cipal focus for FY 87. The first is the problem
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of the minimum attainable depth of cut for a
given cutting tool, and its implications in
terms of surface roughness and dimensional
accuracy. To investigate diamond tools, we
have started to collaborate with Prof. N.
Ikawa of Osaka University. Since the mini-
mum depth of cut for diamond tools may be
only a few nanometers, the experiments
are very challenging. Additionally, non-
diamond tools with edge radii several orders
of magnitude larger will be tested, both be-
cause the experimental difficulties are less
severe and because the results are of practi-
cal interest for the precision machining of
non-diamond-turnable materials. The
second area of investigation witl be the dia-
mond turning of silicon. From an application
viewpoint, silicon is of interest for the next
generation of liquid-cooled high-energy laser
mirrors, because of its low thermal expan-
sion rate and high thermal conductivity.
From the viewpoint of increased under-
standing, silicon is interesting because it is
an extensively characterized material, and is
available in single-crystal, polycrystalline,
and amorphous forms. The limited available
evidence indicates that silicon is nominally
diamond-turnable, producing a specular
finish, but that tool wear is an issue. A
transition from ductile, continuous chips to
brittle fracture has been reported!” to occur
at depths of cut exceeding 1 pum for single-
crystal silicon; a combination of fracture
mechanics, code work, and experiments may
provide both an understanding of this tran-
sition point and a means to shift it to
deeper cuts.

OQOutside Contacts

A faculty-student group headed by Prof. J.
Strenkowski is under contract to LLNL to do
numerical modeling work at the North
Carolina State University Precision Engineer-
ing Laboratoty. The faculty of the Precision
Engineering Laboratory visited LLNL in July,
1986, and gave a series of seminars covering
the full spectrum of research at their labora-
tory. Other contractors include professors A.
Mukherjee of UC Davis and I. Finnie of UC
Berkeley, who continue to consult on materi-
als science subjects. Interaction on the study
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of diamond tool wear also continues with the
China Lake Naval Weapons Center. Prof. N.
Ikawa and Dr. 5. Shimada of Osaka Univer-
sity visited LLNL for several days in May,
1986, for initial planning of an Osaka/LLNL
collaboration on determining the minimum
depth of cut that is attainable with diamond
tools. Osaka is providing specially selected
diamond tools and edge sharpening tech-
niques, while LLNL is providing cutting
tests and characterization studies. Travel
grants have been obtained by LLNL from the
National Science Foundation and from its
Japanese equivalent by Osaka to support this
collaboration. During FY 86 members of the
LLNL chip science group have also attended
the SPIE Conference in San Diego, the
Congress of Applied Mechanics in Austin,
the ASME Winter Annual Meeting, the SME
Precision Engineering Workshop in Boston,
and the CIRP General Assembly in Israel;
presentations were given at four of these
conferences and information exchanged with
others interested in chip science. Similar ex-
changes have taken place with numerous
visitors to LLNL.

Financial Status

We are receiving support from several in-
ternal and external sources for chip science
studies. The total funding for FY 86 was
$580 000, of which $400 (00 was provided by
the Engineering Research Program.
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J. A. Monjes, C. H. Gillespie, and D. E Edwards

Fabrication Technology Section
Materials Fabrication Division

We have attained the initial goal of this project, which is to characterize convex
spherical surfaces accurately, quickly, and reliably by applying the principles of
topometric interferometry. A topometric interferometer can provide graphical and nu-
merical information on surface height over an extended area. This article describes the
design, construction, and test of a prototype instrument for inspection of spherical
surfaces with diameters between 1 and 15.5 mm.

Introduction

The genesis of our project was the need for
increased accuracy in characterizing optical
surfaces and other components for nuclear
weapons programs, the laser program, and
thin-film measurement. Our project meets
this need through the use of a single instru-
ment that combines multiple interference
and wavelength scanning. The instrument,
which is extremely accurate and simple to
use, can scan an entire sphere in a few’
minutes. By incorporating automatic rotation
of the sphere, scanning time could be
reduced to a small fraction of a second.

The topometric interferometer we describe
here uses a very narrow bandwidth for the
luminating light. We measure height
differences on an object’s surface by deter-
mining the differential wavelength at which
interference fringes are produced. Since two
or three fringes are not required in the field
of view to gauge fringe distortion, the theo-
retical fringe spacing can in principle be
made arbitrarily large. If there is only one
fringe for each wavelength in the field of
view, and the wavelength difference is small
compared to the separation, the fringe center
can be located with respect to the next fringe
boundary with greater accuracy. The theoret-
ical limit of the method is a function of the 8A
of the source; a practical limit exists, which is
related to the quality of the surface under
test. Increasing the iest object’s quality and
reflectivity sharpens the fringe boundaries
and makes the measurement more a2ccurate.
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We invested considerable thought and
effort in the investigation, construction,
and testing stages of the project. During the
preliminary phase we undertook extensive
research into the literature as well as analyti-
cal work to determine the best technique for
achieving a resolution of 1 to 2 pm and an
accuracy of 0.001 pm or better. This project
is indebted to the pioneering research of
many investigators, especially Tolansky' on
the charactertzation of metallic surfaces;
Hermiott? Heintze,? Gates? and Biddles® on
the characterization of spherical surfaces;
and Pilston and Steinberg® and others on the
use of discrete wavelength intervals to
reduce fringe spacing.

We considered several techniques,
including scatterometry, profilometry, and
interferometry. In topometric inierferomeiry,
an extended area is plotted simultaneously
by measuring contour lines of equal height.
By contrast, a profilometer plots a single line
of varying levels along a pre-established
path, and scatteromeiry explores the sur
face point by point. We concluded that
topometric interferometry offered the best
chance of achieving maximum accuracy,
resolution, and speed, along with simple
data interpretation.

Next came experimental verification of our
theoretical stitdies. We completed the layout
of an experimental topometzic interferometer
and purchased the main components for the
instrument. We then constructed an experi-
mental setup using a helium-necn (HeNe)
laser as a fight source. Even with no tuning
capability we were able to demonstrate good



Fabrication Technology

fringe visibility and overall mechanical
feasibility.

Later phases of the investigation included
a study of tunable light sousces. We acquired
an infrared (IR) diode laser with control unit,
and designed and built a system adapted
to the IR wavelength. We calibrated the
infrared laser wavelength as a function of
power output and diode temperature, We
also designed and constructed mutorized
micro-stages for ball positioning, and
assembled and aligned the topometric
interferometer on new, magnetically sus-
pended bases. We were able to demonstrate
the instrument’s capability of resolving inter
ference fringes on the recorded interfero-
gram with an accuracy approaching 0.7 A
per millimeter.

Technical Status

Topametric Approach

The elements of a topometric inter
ferometer are shown in Fig. 1. The topo-
metric instrument basically measures su-face
profile along lines of constant level. From
these measurements, statistical data for the
entire area can be calculated. The instrument

can also provide automatic statistical infor
mation by direct measurement, and it can be
adapted to measure surface curvature and
roughness. Qur calculations show that the
theoretical limiting accuracy of such an in-
strument approaches 107" m.

When the instrument is operating, the
test object is illuminated by infrared laser
light with an extremely narrow frequency
spectrum. The frequency of this ligat is
scanned over a given bandwidth by tuning
the source, and as a result the light is
made to resonate in the reflecting cavity
formed by the surface of the test object and
the reflection-coated outer surface of the
illumination lens. The cavity resonance
produces localized multiple interference
fringes, which are detectad by the television
camera for analog display. The television
monitor shows a magnified view of lines of
constant phase, representing precise incre-
ments of distance betwaen the test surface
and the reference {illumination lens) surface.

An entire sphere with a diameter ranging
between 1 mm and 1.5 cm can be explored in
less than 5 min by rotating it to pot more
than six to eight successive angular posi-
tions. The maximum diameter of the test
object is limited by the curvature of the il-
lumination lens, and the minimum diameter

L)

XY Z aud ¢ \
bail positiensr Hinminating lems (aplamat)

Figure 1. Elements of a topometric interferometer.
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of the test object is limited by the desired ac-
curacy and resolution.

Theoretical Considerations

The basic theory and analytical description
of this method of measurement have been
previously published” The following discus-
sion represents a summary of the relevant
points and conclusions.

Accuracy of Measurement. The accuracy
limit is proportional to the line width of the
illumination beam. That is,

St = (M/2)8n (1)

where M is the number of half-wavelengths
in the space between the object’s surface
and the reflecting surface of the illumi-
nating lens.

Tunability Range of the Probing Beam.
To choose a light source, we must first define
the tunability range of the probing beam.
The topometric interferometer detects lines
of constant level by scanning the wavelength
of the source. For this reason, the total differ-
ential height & to be explored is the factor
that determines the tunability range AN".

Here we can define twao cases in which the
differential height 81 fulfills the condition 6
< M2 or the condition 84 > A2. In both cases
we can find the tunability range by consider-
ing the Fabry-Perot resonant condition
established between the object and the re-
flective surface of the lens. This condition is
discussed in a previous publication? where
the smallest resolvable height differential 3/
is shown to be

dy —ds = 8h = (M/2) 8n . 2)
Since

M2 =dn &)
we have

8h = (dy/A)) BA @

where d; and d, are the variable spacing
between points 1 and 2, and M is the integral
number of half-wavelengths in the distance d
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between the object surface and the illurni-

nating lens.
In the first case, 8l < M2. Therefcre, Misa
constant. We have previously shown that

AN* = (Alid) \, . (5)

In the second case, It > M2. Therefore, M,
is not equal to M,, and we have M> — M, =
n. Therefore,

AN 28I - g N 6
= — .

2!’1 + 1\, ! ( )
Here we see that when M; = M; we have n =
0, and Eq. (6) reduces to Eq. (5). Also,

2Ah — 1Ay
2d1 + nh,

Therefore, the tunability range defined by
Eq. (5) is larger than the one given by Eq. (6),
and we can safely use Eq. (5) to determirie
A\, By combining Egs. (4) and (5), the selec-
tion of AX* becomes independent of d.
Therefore

< Ahld, . (%)

AN = AIBMBR (8

where the tunability range is a function of

the desired range of measurements Ah, the
line width of the probing beam A, and the
desired accuracy dh.

Fabrication Technology

The equations given above show that
for constant Ah, 8l and AXY, a longer
wavelength has the advantage of increasing
the working distance d, allowing the mea-
surement of spheres with a wider range of
diameters while using the same illuminating
lens and obtaining the same accuracy. Use of
a longer wavelength also reduces the effects
of mechanical movement and thermal varia-
tion on the structure, If infrared light is used,
a visible-light alignment laser can be incor
porated into the design.

The most important conclusion of our
previous study is that the tunability range of
the source needs to be only of the order of 10
A. Therefore broad-band incoherent sources
are not required, and we need consider only
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laser diodes and dye lasers. For reasons of
availability and cost, we selected an infrared
diode laser with a wavelength range of 0.7 to
0.8 pm and a control unit that provides for
temperature-tunable wavelength.

The Infrared System

Qur present light source is a Liconix
Diolite 800 system, with a maximum power
of 10 mW, wavelength of 780 + 20 nm,
bandwidth of less than 20 MHz or 0.004 A,
and wavefront distortion of less than /4, The
laser dicde is a Hitachi 7802E operating in a
single longitudinal mode (TEq). The control
unit has a sensitivity of 1 mW/V, a tempera-
ture control of 10°C/V with 0.1°C steps, a
wavelength control of 0.05 nm, and a
tunability range of = 20 nm.

We have calculated that the required
tunability range is AA* = 10 A, The Diolite
800 has 2 range of AX* = 400 A. This offers
the possibility of reducing the tunability
range by a factor of 40, with an improvement
in wavelength control accuracy from a 8\ of
0.5 A to 0.0125 A.

The specifications discussed above are
those given by the manufacturer. For the ac-
tual Diolite 800 unit we used, our calibration
(Table 2) gave slightly different values, with
wavelength control of 0.18 A, tunability
range of 70 A, and a tunability constant of 1.8
ArC for output power less than 5 mW and
diode temperatures between 7°C and 20°C.
The experimental results presented here are
based on these actual calibration results and
not the manufacturer’s specifications.

The Topometric Interferometer Setup

The layout of the topometric interfer-
ometer is shown in Fig. 2, which indicates
the essential simplicity of the instrument.
Figures 1 and 2 show the optical path.
Figure 3 shows the entire setup as we as-
sembled it in the laboratory, Fig. 4is a closer
view of the object test stand and illumination
lens, and Fig. 5 shows the opposite end of
the instrument with infrared laser and focus-
ing microscope. Figure 6 is a semi-schematic
view showing the test object and the focus-
ing mechanics of the illuminating lens.
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Figure 2. Layout of experimental topometric interferometer.
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Centering the test sphere on the axis of
the illuminating lens is greatly facilitated
by the use of remotely controlled motor
micrometers. A similar remote control
operates piezoelectric positioners for fine
centering. The overall stability of the system
is greatly improved by the use of a magnetic
vibration isolator in addition to the air
isolated optical table.

We used a Leitz periplan microscope
objective No. 559141 with NA of 0.22 and
focal length of 16 mm. By introducing a
specially designed aplanat illuminating lens
in front of this objective we obtain a NA of

0.33, which will cover a circular area of
4.7-tnm diameter on a test sphere of 15-mm
diameter. For the measurements reported
here the outer surface of the aplanat was
made only 50% reflective instead of the
optimum 90%. This compromise was made
to facilitate alignment at the expense of
rasolution.

‘Test Procedure

We nise the following equivalent of Eq. (2)
to define the minimum resolvable height dif-
ferential 51 = (M/2) 8A. This in turn permits

"

- 4

Figure 3. Overview of laboralt—n;y setup.

-~ \ - )
Figure 4. Closeup of object test stand and

illumination lens.

56

Figure 5. Closeup of infrared laser and focusing
microscope.
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the evaluation of the total height differential
Al between two areas of the test object. The
equivalent expression is

Al = (Mi2) An &)

where Al is the total heigh: differential
between two areas, and %A is the fringe
displacement as meas+ired on the
interferogram.

In the present case, AN is not calibrated by
measuring the fange separation at A/2, but by
measuring AN = A, — A3 as the laser diode is
being tuned. We must therefore calibrate the
laser wavelength as a function of the diode
temperature, which is regulated by the Jaser
control unit. The required calibration values
as functions of power and temperature
are given in Tables 1 and 2. Graphical
representations of these data are given in
Figs. 7 and 8. We can see that the laser
operates at A = 784.9 nm from zero power up
to 2.7 mW. At 2.9 mW the laser “jumps
mode” and the output changes to A =
786.8 nm.

Wavelength variation as a function of
diode temperature at a constant output of 5
mW is shown in Table 2 and Fig. 8. We ob-
serve that at 5 mW and 20°C there are two
possible values of A. We therefore chose to
operate at temperatures less than 20°C and
power levels less than 5 mW during our ex-

riments. Within this range we found that
the calibration factor or ANAT is 1.8 A/°C.

Having obtained these calibration factors
we proceeded to make measurements on a
lapped spherical ball of 13.81-mm diameter.
This ball was partially gold-plated with a
plating thickness varying between 0.4 pm
and zero. A zone approximately 2.5-mm
wide along the equator of the ball was left
unplated, creating a step with a height
varying between 0.4 pm and zero as shown
in Fig. 9. The ball was centered with respect
to the illuminating lens, with the upper edge
of the step approximately on the centerline
of the beam. We obtained the television
monitor interferogram shown in Fig. 10 with
the ball displaced from the concentric posi-
tion approximately 1.5 A closer to the lens.

Figure 6. Semi-schematic
view of test object and
illuminating lens.
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The laser was stabilized at 15°C and 2.5 mW,
which corresponds to Ap = 784.5 nm.
Figure 11 shows an interferogram of the
same area with the laser setting unchanged
and the ball less than 0.5 A from the
concentric position.

Then the laser temperature was reduced to
14°C. From the calibration curve we obtain
A=A~ 1.8A, 508N =N — A = 1.8A.

Figure 12 is an interferogram at an inter-
mediate temperature, taken while the fringe
of Fig. 12 is scanning the bali from the edge
of the field toward the center.

Figure 13 shows the stabilized fringe when
the laser has achieved \; = 14°C. By reduc-
ing the temperature still further, the fringe is
made to converge on the center, while a new
fringe is generated at the edge of the field of

Table 1. Laser wavelength vs output power
(T = 20°0).

Power (mW) Wavelength (nm)
0.7 7839
1.0 784.9
2.0 784.9
2.7 784.9
29 786.8
3.0 786.8
5.0 786.8
7.0 786.8
9.9 786.8

Table 2. Laser wavelength vs temperature
(Power = 5 mW).

Temperature *C Wavelength (nm)

7.4 783.1
10.0 783.6
15.0 784.5
20.0 786.8
25.0 787.3
30.0 788.6
35.0 790.1
38.0 791.0

| I 1T 17 1T 1
1 Calibration slope at 5 mW .
AA = 7845 - 7831 = 14 nm
M|~ AT = 15° - 74° = 78°C -
Ah _ 14nm _ 01842 nm
- AT 76°C °C -1
E 78 |- A% - 1am7C° -
i w7 — Mode ]
- stable
i 76 |— region | —
0 1 ]
74 - | —
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Figure 8. Laser output wavelength vs
lemperature.
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Figure 7. Laser output wavelength vs output
power.
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Figure 9, Fringe pattern on target with recessed
zone.
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view. These three images show how tuning time is less than 1 s, but the temperature os-
the laser at AX intervals can make a single cillates for a few seconds before stabilizing at
fringe scan a field approximately 5> mm the new value.

across in less than 10 s. The actual scanning

Figure 12. Interferogram showing fringe
Figure 10, Interferogram with target 1.5 A from  scanning ball as laser temperature is changing
concentric position. from 15° to 14°C.

Figure 11. Interferogram with target less than Figure 13. Interferogram showing fringe
0.5 A from concentric position. stabilized after laser attains 14°C.
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Interferogram Evaluation

Continuing with the test cbject described
above, we can evaluate the thickness of the
gold film by measuring the fringe discon-
tinuity on the interfercgram at the area of
discontinuity. We have shown that differen-
tial heights on the abject surface are given by

AR = (M/2) AN 1)

where M is the number of half-wavelengths
in the distance d between the object surface
and the front of the aplanatic illuminating
lens. Thus, in terms of fulf wavelengths, we
can obtain

Ak = My Ak {n

where M is the number of full wavelengths
in the distance d. The distance between the
test object and the aplanat is

d = (Do/2) - Ra

where D, in this case is 13.810 mm, the
diameter of the sphere, and R, is 7.830 mm,
the surface radius of curvature of the
aplanat. These figures give a value of 0.925
mm for 4. From the calibration curve (Fig. 8)
the value for A at 15°C is 784.,5 nm, so M, is
d/A, which equals 1179,

Next we determine the scale of the inter
ferogram. We know that the 4k between
Figs. 10 and 12 is the value corresponding to
a AT of 1°C. Applying this value to the
calibration curve gives a Ak of 1.8 A. By mea-
suring the diameter differential between the
central fringes on the same figures, we ob-
tain a ADy of 20 mm. The interferogram scale
is therefore

WX
= =009A/
5] ADf 0 mm
The fringe discontinuity in Fig. 10 for the left
side (Af)) equals 9.3 mm, and for the right
side (Af,) equals 8.0 mm. The fringe shift for
each side is therefore

ANy = Aﬁ X 5 =0837A n

and
AN = Af, x5, =0720 A
Since the height differential is given by
Ah=MAx (10)
we obtain
Al = 1179 X 0.837 =987 A ,
and
&k, = 1179 x 0.720 = 849 A

The previous values can be verified by the
interferogram of Fig. 9, which shows the
spacing between three fringes. We should
note that only the two central fringes can be
used to evaluate the interferogram because
these fringes are on a spherical surface pro-
jected onto a plane. The marginal fringes will
therefore appear to be spaced more closely
than they actually are. From the two central
fringes, therefore, we obtain

N2 = 3923 A = 16 mm on the interferogram.

The interferogram scale has the following
value:

S, = 3923/16 = 245 A/mm

The fringe discontinuities as measured on
the interferogram have the values for Af; of
4.5 mm and for Af, of 4.0 mm. Thus the dif-
ferential height values are

Ah=AfXS, ,
Al =1100A ,
Ak, =980 A

As expected, due to spherical curvature
error, these values are larger than the ones
obtained by fringe scanning. We obtain a dis-
crepancy of approximately 120 A, or M65,
which is a good value for reading A2 fringe
spacing.
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Accuracy could be greatly improved
by uSlnF a higher reflectivity than the
value of 509 we selected for the aplanat’s
surface, by using a longer wavelength,
by decreasing the distance between ob-
ject and illuminating lens, and by increas-
ing the frequency stability of the light
source.

Systemt Eyrors

Le? US assume that we can measure fringe
location with an accuracy of * 0.2 mm either
by reading /2 fringe spacing or by fringe
scanning, The errors for A/2 fringe spacing
would then be equivalent to an inter
ferogram scale exear (Sy) of 245 Afam. a
reading error (3,) of 0.2 mm, and a surface
measureément error (4} of S; X &, 0r = 50 A
For fringe scanning, the corresponding er-
rors wotld be an interferogram scale error
(51) 0£0.09 A/mm, a reading error (8;) of 0.20
mm, anq an interferogram error (3,) of §, x
8 or = 0,018 A.

According to Eq. (10) this interferogram
Tor trans)ates into an actual error on the
surface 6f the sphere as given by

8 = Mo 56

In the present case we have a large value for
M,, whith equals 1179, and the error may be
computeq ag

b =179 x 0.018A =214

For more accurate measurements, the
value of M should be reduced to a few
wavelengths; that is,

10 <M < 100 S, for M = 50

5o if all other conditions remain the same,
we have

8Ro =50 x 0.018A =09 A

These ervor calculations confirm our
theoreticyl predictions concerning the
performance of the topometric inter-
ferometer, We conclude that for maximum

accuracy the spacing between lens and object
should be minimized. It is also plain that
longer wavelengths are desirable to redyce
the value of M and permit measurement of 3
large range of object sizes with maximum
accuracy. We further conclude that higher
fineness is required to improve fringe loc,-
tion to a value better than 0.2 mm; this
would require a mirror reflectivity greater
than the value of 50% used in our
experiments.

Future Work

The advantages of using multiple inte,.
ference fringes in interferometry have
already been shown.'™® Our investigation
was designed to demonstrate the benefits of
fringe scanning as combined with multiple
interference interferometry.

We have evaluated both methods in thjs
project through interpretation of inter-
ferograms of multiple interference at
constant wavelength (e.g.. Fig. 9) as wej] a5
interferograms of multiple interference with
wavelength tuning (e.g., Figs. 10-12). Gyy
results show that fringe scanning provides
greater accuracy because of increased fringe
spacing for small A\ increments.

Several other importan: benefits are asgp-
ciated with the fringe scanning technique,
For example, all points of the surface urider
measurement are scanned in a continuoyg
manner, without the untested areas charac-
teristic of technigues using fixed wavelength
and narrow fixed fringes. Additionally, the
use of longer wavelengths actually increases
the accuracy of the technique and its ady
tability to different object diameters]Eq. (4)),
And finally, the technique permits simulg,-
neous fringe presentation over an extended
area, offering the possibility of automati,
synchronous fringe scanning and ball rota-
tion for high production rate. These last two
points are more appropriate for funding yn-
der a programmalic develepment or with
industrial participation, since they are highly
relevant to industrial applications such ag
high-speed, automated inspection of ball
and roller bearings.
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Financial Status

Total expenditure for this project was

$187 000, of which $133 000 was for man-
power and manufacturing and $54 000 was
for procurement.
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Advanced Fabrication of Optical Materials

P. P. Hed and K. L. Blaedel

Fabrication Technology Section
Materials Fabrication Division

The fabrication of high-precision optical elements for new generations of high-power
lasers requires a deterministic method of generating precision optical surfaces entailing
considerably less time, skill, and money than present optical techniques. Such a
process would use precision computer-controlled machinery with ongoing in sity
metrology to generate precise optical surfaces. The implementation of deterministic
processes requires a better understanding of the glass-grinding process, especially the
control of ductile material removal. This project is intended to develop the basic knowl-
edge needed to implement a computer-controlled optics-manufacturing methodology.

Introduction

In its July, 1985 report, the Advanced
Laser Development Research and Require-
ments Committee stated that advanced
optical fabrication techniques were an
engineering requirement of the highest
priority for large, high-power laser applica-
tions. The Committee found that future laser
developments would be seriously limited
unless optical fabrication costs were substan-
tially reduced through new manufacturing
technology, specifically deterministic
processes that would markedly decrease
production time and simultaneously com-
pensate for an otherwise serious shortage of
skilled craftsmen. Such processes would use
precision machinery under computer control
to generate optical surfaces to exacting
tolerances and would subsequently verify
surface quality through in site metrology. An
automated machining technology with ac-
curately predictable performance could be
expected to perform consistently within
acceptable tolerance limits.

Great strides have been made in auto-
mated machining technology during the past
thirty years. Modern structural and thermal
engineering design methods have helped
create unusually stable machine tool plat-
forms. Computer numerical controls in
conjunction with meticulously prepared dia-
mond cutting tools have resulted in steadily
improving dimensional accuracies in sur-
faces generated through turning processes.

It is now possible to diamond-turn selected
parts of more than 1-m-diam to mirror-like
surface finishes, with figure tolerances down
to a few tens of nanometers, and with
surface roughnesses of under 100-A rms.

However, these superior finishes can be
attained only witi certain metals such as
electroless nickel, copper, and perhaps alu-
minum. Glasslike materials, often preferred
by optical system designers for their dimen-
sional stability, are not so well suited to
diamond turaing. Diamond turning is essen-
tially a crushing process when applied to
brittle materials such as glass, and the result-
ing surface finish is seriously impaired by a
damaged layer up to 50-100 pm deep caused
by the crushing forces. Moreover, short
wavelength optical applications require fig-
ure accuracies that are difficult to attain even
in metallic materials.

It is plain that the development of a
process for the high-speed fabrication of
large optical components requires more than
just a high maternal removal rate. The pri-
mary requirement is a reduction in the total
time deveted to the fabrication and certifica-
tion of the optical element. This beginning-
to-end fabrication process includes initial
part setup, material removal processing,
in-process and final inspections, and any
handling, transporting, and setup necessary
during the overall manufacturing cycle.

Cost reductions may be possible at any
given step in the process. However, the larg-
est reduction would result by taking a
comprehensive look at the process as a
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whole. This means examining all the steps
individually and also searching for ways to
integrate the sequence of manufacturing op-
erations more efficiently. Reducing the
number of operations would be particularly
valuable. One operation that might be
eliminated is the extremely time-consuming
transportation and setup now required
whenever the part is inspected after material
removal.

We believe that there are two approaches
to reducing the cost of producing advanced
laser systems. One approach focuses on
the science and mechanics associated with
individual manufacturing operations. The
other approach, while drawing on the results
of the fizst, explores a new method of
integrating the manufacturing steps. An ex-
ample of this latter approach would be a new
machine tool that uses a deterministic mate-
rial removal process and simultaneously
incorporates an in sity metrology capable of
near-real-time tracking of the surface being
generated.

Let us first briefly consider the individual
manufacturing steps, in particular the mate-
rial removal steps. The manufacture of
high-quality glass optics has traditionally in-
volved three quite different material removal
stages. The first stage is a roughing or grind-
ing stage in which the optical blank is
machined to approximate final shape by an
abrasive bound into a tool, for example, a
grinding wheel. After completion of this
stage the workpiece has a good overall con-
tour, but the surface is poor, manifesting
considerable roughness accompanied by
subsurface damage. This stage of manu-
facture has been the central focus of our
continuing research. We will refer to it as
“bound abrasive grinding.”

At some point the workpiece may be trans-
ferred to the secoand manufacturing stage,
lapping, which is generally characterized by
a lower material removal rate. During lap-
ping the workpiece is machined by an
abrasive that is free to circulate in a slurry be-
tween the tool and the workpiece. Whether
lapped or not, the work eventually passes to
the final stage, palishing. This stage, which
has the slowest material removal rate of all,
is a low-force variant of bound abrasive
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grinding in which very fine abrasive is held
in a soft matrix such as pitch, and is aug-
mented with a slurry, which has both
chemical and abrasive qualities. These two
latter stages, lapping and polishing, remove
the roughness and subsurface damage
caused by the initial bound-abrasive grind-
ing. However, the metrology required to
maintain or improve the surface contour of
the workpiece during these slages is ex-
tremely costly and time-consuming. This is
especially true when the initial bound-
abrasive grinding operation has produced a
substantial daraage layer that must subse-
quently be removed.

It is important (o note that polishing is not
a deterministic process. The compliance of
the pitch precludes any accurate estimate of
the location of the machined surface. The
longer polishing proceeds beyond a surface
measurement, the more uncertain the actual
surface contour becomes. Thus a large num-
ber of time-consuming measurements are
routine during polishing.

The second and third material removal
stages of manufacture are also of concern in
the overall fabrication process, but they are
not part of our investigation. In the FY 85
Enginecring Research Annual Report! we pre-
sent some insight into these processes.
However, in FY 86 we have focused on the
grinding step because it is a major source of
subsurface damage. This damage is, in turn,
a major contributor to the high processing
costs and manufacturing complexities associ-
ated with the generation of precision optical
surfaces.

Our general goal was to demonstrate a
precision-grinding fabrication process for
optical glass resulting in minimal surface
roughness and damage, which in turn min-
imizes the subsequent lapping and polishing
required to finish an oplical element. We
therefore conducted a series of experiments
to study the relationship among assorted
bound-abrasive parameters and the associ-
ated surface roughness and damage. This
aspect of our work was a continuation of our
FY 85 Engineering Research Program activi-
ties? We simultaneously pursued the design
and construction of a precision grinding ma-
chine. This is a departure from our FY 85
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approach, which focused on diamond crush-
ing. Because of the subsurface damage we
observed in association with the diamond
crushing process, we now fcei that the main
role of this methad is roughing. We have
therefore turned our attention toward
precision grinding machinery.

Technical Status

Bound Abrasive Studies

As we stated in our annual report for
FY 85,! the first objective in our fine grinding
study is the establishment of an engineering
data base. Such a data base will permit the
development of a method to accurately
predict the depth of the subsurface damage
resulting from the grinding process. Ideally
such predictions would be based on an easily
measured parameter, which in our case
would be the surface roughness of the
workpiece. We would then correlate the
observed subsurface damage with the
associated grinding conditions. Knowledge
of this important relationship will be helpful
in guiding the development of advanced
fabrication processes, and will be immedi-

ately useful for process control in current
fine grinding practice.

Our plan for building the engineering data
base consists cf three objectives. The first
objective is the preciston grinding of glass
samples with a single diamond peilet and the
measurement of associated surface rough-
ness and subsurface damage. The second
objective is the precision grinding of glass
samples with multiple diamond pellets
(Fig. 1) and continuous wheels, again with
measurements of surface roughness and
subsurface damage. The third objective is the
correlation of grinding parameters with the
measured surface roughness and subsurface
damage. During FY 85 we focused our atten-
tien on the first and third objectives, During
FY 87 we plan to pursue the second objective
when the appropriate precision grinding ma-
chinery is available.

Experimental Preparations

The glass samples® we used in our experi-
ments were Schott BK-7, Zerodur, and
Corning No. 7940 fused silica measuring
48-mm-diam by 20-mm thick. All surfaces of
the samples were carefully polished to
remove any traces of subsurface damage

[

Figure 1. Multiple-pellet diamond grinding tool.
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produced during the initial fabncahon
process. Previous experience! has verified
that our sample preparation method yieids
surfaces free of residual damage.

Our diamond grinding experiments were
made on the polished glass samples after
the surface had been lapped for about 20 min
on a cast-iron tool with a 500-g load. We used
9-pm aluminum oxide slurry containing a
small amount of sodium citrate:* The lapped
surface is necessary because diamond grind-
ing is ineffective on polished surfaces. The
surface finish of the 9-um lapped surfaces
was 2.5 um, 2.3 pm, and 2.3 pm peak-to-
valley (P-V) for the BK-7, Zerodur, and fused
silica, respectively. Previous measuremetts
indicated that the 9-pum lapping as used hare
produces a damaged layer of 10 um or less as
measured by the taper-polishing technique!
Knowledge of this initial damage depth aids
us in determining the minimum amount of
glass that must be removed in the grinding
experiments. We need to be certain that any
measured damage was produced during the
grinding process and was not left over from a
previcus lapping or fabrication step.

Single-Pellet Grinding

The single-pellet grinding experiments
were performed using the single-axis
Pneumo surfacing machine.” The glass
samples were held in a vacuum chuck in a
fixed position and the single-pellet tool was
mounted as a fly cutter with 280-mm
diameter. For these experiments the tool
rotation speed and crossfeed were fixed at
1750 rpm and 5 mm/min. The lubricant was

4.5% Rust-Lick B by volume® in deionized
water at 22°C. For a given experiment the
depth of cut was also fixed. Three differen:
peliet t, pes were used (Table 1}. The concen-
tration of the abrasive in the bonding
material was 12.5 vol%. The protrusion of
the abrasive (Table 1) was determined by two
methods. The first method requires making
an impression of the dressed pellet using
Frater’s Facsimilike” and then measuring tne
impression with the Federal No. 2000 Sur
fanalyzer profilometer This impression
method prevents excessive wear on the
2.5-pm-radius profilometer stylus tip. The
second method requires focusing a micro-
scope on it~ diamond tip an.! then on the
bond, and measuring the difference betwecn
the two microscupe settings.

Prior to each experiment, the single-pellet
tool was dressed with an aluminum oxide
stick applying 20 cuts, each 0.5 pm deep,
taken at 350 rpm and 25 mm/min crossfeed.
Contact between the rotating pellet and
sample was determined by observing tool
marks on the painted surface of the sample.
This method was found to be more reliable
than an acoustic method because of the high
background noise produced by the lubricant
flow. The sample was advanced a given dis-
tance, and a uniform layer was removed
from the sample on each cut. This cutting
step was repeated for a given number of
passes. The results for these single-pellet
grinding experiments are summarized in
Table 2. Shown in the fifth column is o, the
P-V surface finish, representing the arith-
metic average and standard deviation of a

Table 1. Properties of pellets.

Abrasive
Abrasive  protrusion Pellet
Grinding Abrasive size  affer dressing  Bond Bond Rockwell  diameter
application type {pm) (pm) material hardness (B-Scale) (mm)  Source
Single Pellet  Diamond 53-65 7-12 Bronze 109 13 DTP
Single Pellet  Diamond  180-250 25-30 Bronze 90 10 DTI®
Single Pellet  B,C 180-250 25-30 Bronze 90 13 DT
Muiti-Pellet Diamond 15-25 4.5 Cobalt bronze 98-104 6.4 PDT*
Multi-Pellet Diamond 6-15 1.5-2.0 Phenolic N/A 6.4 Elgin®
Multi-Pellet Diamond 6-15 1.5-2.0 Cu-5n-Resin N/A 6.4 Elgin®
Multi-Pellet Diamcnd 6-15 1.5-2.0 Cu-Phenalic N/A 6.4 Elgin"
Muiti-Pellet Diamond 6-15 1.5-2.0 Epoxy N/A 6.4 LLNL

* Diamond Technology Industries, Lake Forest, IL
® Diamond Precision Toei Co., Elgin, 1L
¢ Elgin Diamond Products Co., Elgin, IL
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number of readings on similar samples. In a
few cases, more than one finish measure-
ment was made on the samc sample. The
subsurface damage depth, &, given in the
sixth column of Table 2, was determined by
the taper polishing method.! Here also we
give the arithmetic average and standard
deviation for a number of measurements on
similar samples. The last column, K, gives
the ratjo of the subsurface damage depth to
the surface finish (§/0).

The first three rows of Table 2 compare the
single-pellet grinding properties of BK-7,
Zerodur, and Corning No. 7940 fused silica
for 53-65 wm mesh diamond. The Corning
No. 7940 fused silica, which has the largest
microhardness of the three materials, also
has the smoothest finish. Time restrictions
did not permit further experiments using the
other abrasives with the fused silica. In all
cases the Zerodur surface was smoother than
the BK-7 surface. This was true for the larger
diamond size, the boron carbide, and the
greater depth of cut. The 1.2-pm P-V for
Zerodur using 180-250-pm diamond is
suspect. Previous experience indicates that
P-V values increase with increasing abrasive
size. For this reason we neglect this value in
our analysis.

From Table 2 the § values for BK-7
{rows 4 and 6) appear to be inconsistent
with the notion that the depth of damage
increases with depth of cut for a given dia-
mond size. The value of & in row 6 for BK-7
appears to be too small when compared

with the damage depth values in rows 4, 8,
and 9. No explanation can be offered at
this time. For the BK-7 sample of row 9,
three sparking-out passes were made at the
end of the experiment. This means that
three additional cutting passes were n.ade
without advencing the tool. This sparking-
out appears to have improved the surface
finish {compare rows 8 and 9).

The K-values in the last column show a
consistent correlation between the P-V
roughness and the depth of damage. As
will be shown below, the surface finish for
fused silica tends to improve {(i.e., smaller
P-V) as cutting progresses. We believe that
this is a result of excessive diamond wear
dise to the hardness of the fused silica
workpiece. This smaller P-V value makes
the K-value larger than the others. For few
cuts and thus less diamond wear, the
multiple-pellet data indicate that one might
expect a surface roughness about twice that
shown in row 3 (Table 2). This being the
case, the K-value for fused silica would be
about 5.0.

The single-pellet grinding experiments
give a K-value that is valid for diamond in
two grit sizes and B,C in one size, three
commonly used glasses, and several depths
of cut. We believe this to be a universally
applicable K-value within the precision of
our measurements. We will show below
that this single-pellet K-value is within
the standard deviation of the multi-pellet
K-value. Using the K-values in column 7,

Table 2. Results of single pellet grinding using the pneumo surfacing machine.

o-suriace finish  S-subsarface

Abrasive  Abrasive Glass Depth of (am}) damage depih K=8§
Row " type size (um) lype cut (pm}  peak-to-valiey (nma) ¥F
1 Diamond 53-65 BK-7 2.0 3.0+x09 149 =27 5.0+ 06
2  Diamond 53-65  Zerodur 20 2607 180 +37 6.9 =04
3  Diamond 53-65 Fused Silica 2.0 1.5 +x07 15.1 = 4.0 10.1 = 2.0
4  Diamond 180-250 BK-7 20 42 +12 340=24 81=17
5 Diamond 180-250 Zerodur 20 1.2+ 0.3 21821 182 +28
6 Diamond 180-250 BK-7 10.2 45+ 13 262=x15 58=x13
7  Diamond 180-250 Zerodur 10.2 2808 Not established N/A

8 Diamond 180-250 BK-7 305 8.0=x19 423%13 53+1.1
9 Diamond 180-250 BK-7 30.5° 7412 36.7 = 2.0 5005

10 Boron
Carbide 180-250 BK-7 10.2 57+14 43.8 = 6.0 7708

11  Boron
Carbide 180-250 Zerodur 10.2 35+08 26.1 =23 7510

* Three spark outs.
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excluding the value in row 5 and taking
half of row 3 as explained above, the
mean value for single-pellet grinding is
K=63=*13

Multiple-Pellet Grinding

We investigated the mechanism of dia-
mond grinding with multiple pellets by
measuring the temporal changes in the
amount of material removed, the temporal
changes in surface finish, and the effect of
a grinding liquid additive on the grinding
properties. Our results show that for multi-
ple pellets, the primary diamond grinding
mechanism depends on the properties of the
glass, the size of the diamond abrasive parti-
cles, and the mechanical properties of the
bonding material holding the diamond.
Izumitani’ reached a similar conclusion from
his investigation of the diamond grinding
mechanism for single pellets. In addition, we
have measured the depth of the damaged
layer produced in fused silica for different
grinding times. We used five types of dia-
mond pellets in our investigations (Table 1).
The Rockwell hardness was measured only
for the metal bond; the other bonding ma-
terjals contain resin.

Figure 1 shows typical multiple pellet
grindirg tools. Fifteen pellets, each of 6.35
mm diam, are attached to the 40.6-mm-diam
stainless steel or brass tool with epoxy resin.
The tool and bearing pin are hollow to allow
the grinding liquid to flow through the tool
onto the center part of the workpiece. The
grinding liquids were pure water or water
with 2 vol% Rust-Lick B additive, fed at
100 ml/min. The multiple-pellet grinding
experiments were performed using a
Strausbaugh'” overhead oscillating-arm
grinding-polishing machine, with workpiece
on the bottom and tool on top. The arm oscil-
lation was at 28 strokes/min with a stroke
length of 16.5 mm. The spindle speed was
325 rpm, which is the upper limit of this ma-
chine. The pellet pressure was adjusted to
1.1 kgfem? for each of the multiple grinding
experiments.

Prior to each experiment, the grinding
tools were dressed with a steel lap and a
loose-abrasive slurry. The empirical rule for
dressing diamond pellets is to use a dressing
abrasive having a grit one or two sizes larger
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than the grit size of the pellet. A 30-pm alu-
minum oxide slurry was used to dress the
15-25-pm diamond tool. A 15-pm aluminum
oxide slurry was used to dress the 6-15-um
diamond tool.

The multi-pellet diamond grinding proper-
ties were measured for Schott BK-7 and
Corning No. 7940 fused silica. The Knoop
hardnesses of ti'ese glasses are 595 and 630
kg/mm,? respectively. The temporal changes
in the cumulative amounts of material
removed by grinding are shown in Figs. 2
and 3, both with and without the Rust Lick B
additive, The grinding tool in both cases con-
tained 20-wm diamond abrasive particles in a
bronze bonding material.

Analysis of Results

Using the single-pellet data of Izumitani’
as a guide, we believe that the no-additive
data of Figs. 2 and 3 indicate a diamond-
grinding mechanism that is predominantly
fracture for the BK-7 material, and a combi-
nation of fracture-plastic scratching for the
fused silica. At grinding times greater than
10 min, plastic scratching becomes the
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Figure 2, Cumulative material removed for BK-7
with water and water/Rust-Lick multiple-pellet

grinding.



Fabrication Technology

dominant grinding mechanism for the
fused silica.

The experimental conditions for
Izumitani’s single-pellet experiment are not
the same as those of our multi-pellet experi-
ment. Differences include bond hardness,
spindle speeds, loads, and diamond concen-
tration as well as the number of diamond
pellets, so no simple relation exists between
the quantities of the two experiments. How-
ever, we believe that it is reasonable to make
a rough comparison of the temporal trends.
We measured the hardness of our bronze
bonding material to be 100 on the Rockwell B
scale. This corresponds to 61.5 on the Rock-
well A scale, which is the hardness of several
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Figure 3. Cumulative material removed for
Corning 9740 fused silica with water and
water/Rust-Lick using multiple pellet grinding,
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Figure 4. Surface roughness (P-V) as a function

of 20-pm grinding time for BK-7; (a) with waler,
(b) with water/Rust-Lick.
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of Izumitani’s single diamond pellets? Com-
paring the 5- and 10-min removal amounts
given by Izumitani with our data, we believe
that our pellets closely resemble Izumitani's
No. 2 (Ref. 9, Fig. 4.38) with bonding
strengths of about 30 kg/mm? and a degree
of wear of 10.3 (Ref. 9, Table 4.3).

Additional evidence for the grinding
mechanisms stated here for BK-7 and fused
silica is obtained by comparing the single-
and multiple-pellet temporal changes in
surface finish. Our multi-pellet data (Figs. 4
and 5) show the temporal changes in surface
finish for the two glasses with and without
the Rust-Lick additive.

Our data show that surface finishes are ap-
proximately linear with time, although there
are large error bars on the data (BK-7, with
and without Rust-Lick, Fig. 4; and fused
silica with Rust-Lick, Fig. 3). According to
Izumitani,’ this type of temporal behavior
indicates predominantly a fracturing
mechanism with minor plastic scratching.
Fused silica with pure water [Fig. 5(a)] shows
a slightly greater temporal dependence than
the other data, indicating more plastic
scratching, which was evident upon micro-
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Figure 5. Surface roughness (P-V) as a function
of 20-pm grinding time for fused silica; (a) with
water, (b) with water/Rust-Lick.
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scopic examination of the surface, especially
for working times greater than 8-10 min.

Based on the discussion above and
Izumitani’s data, we believe that multi-pellet
diamond removal for BK-7 and for fused
silica with Rust-Lick is caused predomi-
nantly by a fracturing rather than by a plastic
scratching mechanism. For this mechanism
the diamond pellets would be continuously
dressed by the ground glass waste or swarf,
leading to diamond pellet wear that is linear
with time. As a result the surface finish
would be approximately independent
of time.

As shown by data in Figs. 2 and 3, adding
Rust-Lick to the polishing liquid increases
the cumulative removal. The removal for the
BK-7 becomes greater than thai for fused
silica, both with and without the additive. In
normal shop practice it is more common to
use a non-aquecus grinding liquid instead of
water. When water s used, a hydrated layer
is formed on the glass, leading to scratching
instead of fracturing. A small amount of
Rust-Lick retards the formation of this
hydrated layer, so the predominant removal
mode is fracturing. This effect is more evi-
dent for fused silica than for BK-7.

The multi-peliet grinding mechanism for
fused silica with water as the grinding liquid
was further examined by measuring the
surface finish and damage layer depth as
a function of grinding time. The same
15-25-um cobalt/bronz.-matrix diamond tool
was used. The results are shown in Table 3.
An additional 10 min of grinding improved
the surface finish from 3.8 pm t0 0.9 um P-V,
but the damage layer depth showed little
decrease. We believe that this is due to the
significant amounts of scratching involved in
the grinding mechanism as grinding time in-
creases. The surface will have a cosmelic,
smooth finish, but littie of the damaged layer
is removed. For some applications a smooth
surface will be sufficient. For high-power
lasers and precise optical elements requiring
long-term stability, our experience shows
that this damaged layer is not acceptable.
Time did not permit measurements similar
to those shown in Table 2 for BK-7 nor
measurement of the effect of Rust-Lick on
fused silica.
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The cumulative removal rate for fused
silica depends on the dressing of the pellets.
Table 4 gives the cumulative removal
amounts for dressing and non-dressing con-
ditions, each in 10-min dressing. With a
dressed tool the two cumulative removals
were 66.4 pm and 62.1 pm, respectively.
With the same tool, but without previous
dressing, the cumulative removal was only
17.3 pm. This reduced removal with time is
also scen in the data of Fig. 3. We can infer
that for fused silica and water as a grinding
liquid the grinding mechanism is mu.:e com-
plex than for the other cases measured.
Plastic scratching appears to become an im-
portant mechanism for grinding times
greater than 8 to 10 min.

Figures 6 and 7 show cumulative removal
amounts for BK-7 and fused silica for several
9-pm diamond abrasives in varying resinoid
bonding materials (Table 1). The linearity of
the data in Figs. 6 and 7 indicates that
fracture is the predominant grinding mecha-
nism for the materials and conditions given.
The surface finish data (not shown) are ap-
proximately independent of time, support-
ing the fracture-grinding mechanism
hypothesis. Excessive diamond wear was
observed for the copper-phenolic bonding
material. At the completion of the fused
silica measurements, the Cu-phenolic pellets
were 50 worn that we could not perform the
BK-7 measurements. Our data indicate that
epoxy is ineffective as a bonding material.

Table 3. Fused silica diamond grinding
properties.

Grinding Surface finish Subsurface
time peak-to-valley damage depth
{min) (um) (um)

10 3809 Hi1=16
20 09 =03 25425

Table 4. Cumulative removal for fused silica
after 10-min grind.

: Cumulative removal
Pellet condition {(um)
Dressed 66.4
Dressed 62.1
Not dressed 173
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The cumulative removal amount is {oo small
to be of practical value.

The K-value, or the ratio of the P-V surface
finish to the depth of damage, can be esti-
mated from the multi-pellet grinding
experiments for fused silica. Time did not
permit K-value data for the BK-7 or Zerocdur.
As shown in Fig. 5(a), the first few minutes
of grinding, or the initial linear region, cor-
responds to the fracture region for fused
silica and water. Taking the initial data point
from Fig. 5(a) for the surface finish (4.8 =
0.8 pm P-V), and the depth of damage from
Table 3(34.1 um), the corresponding K-value
would be 7.1 = 0.9 for multi-pellet grinding
of fused silica. This value compares favor-

ably with the K-value of 6.3 = 1.3 found for
the single-pellet experiments (Table 2). The
average of the single- and multiple-pellet
K-values would yield a “universal K-value”
of K =6.7 + 1.4. Using the data of Anderson
and Frogner'! for bound-diamond grinding,
we ¢an calculate that K = 6.1 = 2.7 for their
fused silica. Because of possible variations
between their experiments and ours, this
agreement is perhaps fortuitous.

Khodakov, Korovkin, and Altshuler'?
have reviewed the fire grinding of optical
glass with a diamond tool. From their data
for unspecified glasses we estimate that K =
4,3 for diamond particles between 10 to
40 pm in diameter. Their descriptions of ex-

Figure 6. Cumulative ma-

terial removed for BK-7
with water for 9-pm
multi-pellets and various
bonding materials.

Figure 7. Cumulative ma-
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perimental details are incomplete, and their
method of measuring the depth of damage is
not described. Even considering these un-
knowns, we believe that their K = 4.3isin
reasonable agreement withourK = 6.7 = 1.4
as reported above.

We used the taper polish technique to esti-
mate the depth of damage in our experi-
ments (Table 5). The polished surfaces have
a characteristic pattern, with damage fissures
clustering near the surface and ending at a
certain depth. However, for all cases ex-
amined, a single fracture was found at a
distance 1.4 = 0.2 times deeper than the ter
mination of the clusters. Our depth-of-
damage values in this report are all based on
this single, deeper fissure. If we assume that
Khodakov et al. estimated their damage
values relative to the shallower clusters
rather than the single, deeper fracture, then
their K-value would be K = 6.2 = 0.9. This
agrees much more closely with our value,
but again this agreement may be fortuitous,
since many details of their experiments are
unknown to us.

After weighing all the evidence, we
believe that our value of K = 6.7 * 1.4 ac-
curately describes our measurements, and is
consistent with the data of Anderson and
Frogner!! as well as Khodakov et al.?

Conclusions

Qur results shaw that for bound abrasive
grinding the primary abrading mechanism
depends on the properties of the glass and
the size of the abrasive as well as on the
properties of the abrasive bonding material
and the grinding coolant. With hard bronze
bonding material (Rz = 100) the abrading
mechanism for BK-7 glass is mainly fractur-
ing, while for fused silica it is initially
fracturing, i.e., for times up to 8 min in our
experiments, changing gradually to plastic
scratching (viscous flow) for times greater
than about 10 min. In fracturing, we find that
removal rate, surface finish, and probably
subsurface damage depth are independent
of grinding time. Plastic scratching improves
mainly the surface finish without removing
subsurface damage. It appears that this im-
provement is caused by a wearing out and
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dulling of the diamond tips, a process more
pronounced when grinding harder glasses
such as fused silica. Adding a lubricant such
as Rust-Lick B grinding fluid to the cocling
water increases the duration of the fracturing
mechanism by reducing friction between the
cutting abrasive and the glass and thus re-
ducing the rate at which the diamond tips
wear out. Phenolic or bronze-resinoid
bonding materials showed a consistent
fracture-type grinding.

We have found that for fracture-type
grinding there is a consistent correlation or
K-value between the P-V roughness and the
subsurface damage depth when using
bonded-diamond or B,C tools on fused
silica, BK-7, or Zerodur. This K-value is
6.8 £ 1.7 within the accuracy of our
measurements.

It seems that finer diamond grit combined
with a smaller depth of cut can resutt in both
finer surface roughness and a lesser depth of
subsurface damage. This may lead to the use
of several tools having successively finer
sizes of grit in a deterministic automatic
grinding operation. Probably the use of a
single tool throughout the entire grinding
operation is not optimal, especially when a
large stock Temoval is required.

Machinery Development

A critical factor in controlling the depth of
subsurface damage in bound abrasive grind-
ing appears to be the ability of the process
to proceed from brittle to ductile removal
of glass. Brittle removal occurs at greater
depths of cut with higher material removal
rates and is characterized by considerable
fracturing and attendant subsurface damage.

Table 5. Maximum damage depths for fused
silica after various grinding processes
(after Anderson and Frognen)."

. Maximum
Abrasive tools Maxioum  fract
' Gritsize  Material  pit depth depth
(um) bond {pm) ()
75x15 Resin 15 62
.20 Metal 5 25
40 Nicket pad 6 55
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Ductile removal, on the other hand, occurs at
very shallow depths of cut with lower
removal rates and is characterized by con-
siderable plastic deformation and relatively
less subsurface damage. Reducing the sub-
surface damage will allow us to reduce, or in
some cases eliminate, iterative polishing
steps for achieving the final figure and
surface. Consequently, we are pursuing the
design and construction of precision equip-
ment, which would allow us to investigate
the grinding of glass in a ductile fashion.

We are beginning to explore two different
approaches to modeling the transition be-
tween brittle and ductile grinding. The first
approach, based on fracture mechanics,
postulates that the transition from brittle to
ductile behavior is governed by force, or,
more specifically, by a stress. The second ap-
proach, stemming from the chemistry of
polishing, suggests that the transition is
governed by the depth of cut; because of
hydration, the properties of the glass surface
are different from the bulk properties,
leading to a different behavior in the surface
layer. It is not yet clear which process offers
the best hope of modeling the cutting
process during ductile grinding.

A survey of research in glass grind-
ing"*™° has led us to the conclusion that
controlling the performance of the grinding
head is critical to the maintenance of ductile
glass removal. Cur plan for FY 86 therefore
called for a grinding head designed and built
specifically for ductile grinding. We would
then be able to experimentally characterize
the conditions under which ductile grinding
occurs. To this end we have obtained and
are making appropriate modifications to a
spindle and moter drive suitable for ductile
grinding of glass. This unit was originally de-
signed and built for the PERL machine.!®

Certain requirements must be met by a
grinding head intended for ductile grinding
of a brittle material such as glass. For exam-
ple, the grinding wheel must spin with
minimum runcut, either normal or tangen-
tial, at the poini of contact with the work-
piece. Also, the spinning wheel must not
excite vibrations in the structure of the ma-
chine. Both requirements are a consequence
of the need to grind a workpiece to an accu-

rate form at cutting depths close to, but not
exceeding, the transition from ductile tc
brittle removal. Good balance, high stiffness,
and a high-quality axis of rotation are charac-
teristics important to any grinding head. but
are particularly relevant when grinding
brittle materials.

Imbalance has a number of deleterious ef-
fects during grinding,. First, it causes runout
of the periphery of the wheel, which varies
as a function of speed. Unless compensation
is applied, varying the speed of the wheel
can cause an error in the depth of cut or the
size of the workpicce. Imbaiance can also
cause the wheel to cut at one spot on its
periphery instead of distributing wear
uniformly over the entire wheel. Finally,
imbalance causes an excitation force and
concomitant vibration within the structure of
the machine tocl. This in turn can cause a
degradation in the finish of the workpiece
being ground.

Machine stiffness is important for many
reasons. High stiffness -cduces the shifting
of the axis of rotation, and hence the runcut
of the wheel periphery due to any residual
imbalance. It also reduces the deflections of
the wheel with respect to the workpiece re-
sulting from the small fluctuating forces that
accompany grinding. Further, high stiffness
is known to reduce the problems associated
with chatter, a self-excited vibration induced
between the workpiece and the tool.

A high-quality axis of rotation is required
of a grinding head. A spindle that pro-
duces no error motion as a result of imbal-
ance may still exhibit error motion due to
other influeaces, which might include geo-
metric imperfections in the spindle compo-
nenis, dynamic effects from the spindle air
bearings, and the influence of the drive.

In general these effects are thought to be
small relative to imbalance effects.”

Description of the Spindle

The grinding head we have obtained is
particularly suited for grinding brittle ma-
terials (see Figs. 8 and 9). An air-bearing
spindle is used for the actual axis of rotation.
This spindle has radial and axial stiffness of
1.5 and 0.5 pin. per vound of applied force,
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respectively. The drive for the spindle is a
brushless dc motor, whose rotor is canti-
levered directly from the spindle rotor. In
this design there are no bearings in the
motor to degrade the axis of rotation defined
by the air bearing.

Because of its brushless design most of
the heat developed in the motor is generated
in the stator. A temperature-controlled water
jacket surrounds the stator to remove this
heat before it migrates into the grinding head
structure. If the generated heat were to enter
the grinding head structure, it would cause
dimensional change, which would, for ex-
ample, introduce uncertainty in the depth of
cut. The motor is driven with a sinusoidal
voltage instead of the usual square wave to
reduce degradation of the axis of rotation.

Initial Evaluation of the Spindle

We performed an initial evaluation of the
spindle to assess its applicability to the
grinding of glass. Our greatest concern was
whether we could balance the grinding head
well enough to preserve the high quality of
the axis of rotation inherent in the air-bearing
spindle. Most balancing is performed by
placing a transducer on a stationary part of

the grinding head and measuring accelera-
tion or velocity resulting from imbalance.
However, our goal is to reduce the excur-
sions of the rotor to a level difficult to sense
by an accelerometer.

We therefore chose to measure runout,
which is the relative change in the gap be-
tween the rotor and stator as the rotor spins
(Fig. 10), by using a capacitance gauge that
measures displacement between the rotor
and the stator. Such a measurement is com-
plicated by factors other than imbalance that

Figure 8. Grinding head with air-bearing
spindle.

Figure 9. Schematic cross
section of air bearing
spindle with integral

motor.

-V
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may change the rotorstator distance. For
example, if the rotor is not perfectly round,
then the gap will vary as the rotor spins even
if the rotor is perfectly balanced. The scheme
employed here is to make measurements at
more than one speed in order to separate
those effects that do not vary with speed,
such as rotor roundness, from those that do,
such as imbalance. This could be seen as
taking a measurement at zero spindle speed
and then subtracting this signal from that ob-
tained at grinding speed. For a high quality
air bearing the difference between the two
signals is due to imbalance.

In our tests we first rotated the well bal-
anced spindle at different speeds and
measured the runout. Next we placed an im-
balance mass of 7 g on the spindle at a radius
of 38 mm and repeated the runout measure-
ments. The results (Fig. 11) show runout in
win. vs spindie speed in rpm. The dashed
curve shows the data for the case with no
added imbalance. Note that both curves start
with about the same amount of runout at low
speeds. We feel that in the low speed range
we are observing error motion not due to
imbalance, Therefore we can graphically
subtract this error motion from our data to
leave only the component due to imbalance,

From this initial evaluation we think that
the spindle can meet the demands of ductile

grinding of glass. The runout can be limited
to 1 or 2 pin. and the exciting forces to a
value resulfing in a comparable structural
displacement.

Fuature Work

We are in the process of visiting various
centers where research on ductile grinding is
under way. Our purpose is to define the
parameters that determine whether glass
grinding will occur in a brittle or a ductile
fashion. We feel that we have a good under-
standing of the required hardware, but we
require further knowledge concerning such
factors as the techniques of dressing the
grinding wheel, the fluids used during
grinding, and the specific process
parameters,

We believe that a fundamental under-
standing of the transition between ductile
and brittle material removal is crucial to con-
trolling that transition in order to achieve
economy and quality in manufactured
optical elements. This understanding will
develop from well-founded analytical
studies corroborated by experiments.

To this end we will review the application
of classic fracture mechanics to propagating
surface cracks and then progress to more in-

Figure 10. Capacitive
gauge in place to measure
runout.
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tricate modeling to achieve a better grasp of
the brittle-ductile transition. We will also
strive to explain and model the transition
between brittle and ductile failure based on
the hypothesis that the surface of the glass
workpiece has undergone hydration from
reactions with water-based coolants. Because
of these reactions, the surface properties dif-
fer from those of the bulk glass.

Improved grinding machinery resulting
from the FY 86 work will enhance our ability
to perform the carefully controlled experi-
ments required for this research. The
new spindle and grinding head assembly,
mounted in place on the Laboratory’s
recently completed CBN numerically con-
trolled machine tool, offer a good founda-
tion on which to proceed. This installation
accommodates precision experiments that
are conveniently sized. We anticipate sub-
stantially lower research costs with this
system as compared to the previously pro-
posed designs built around much larger
precision tools. Eventually we will expand
our capability to a larger scale. However,
based on our results o date, numerous ex-
perimental iterations lie ahead as we search
for optimal grinding parameters.

Outside Contacts

We have exchanged information on the
single- and multiple-pellet grinding mecha-
nisms with T. Izumitani of Hoya Corpora-
tion, Tokye, Japan.

Also, we have exchanged information on
ductile grinding with the following experts
and institutions:
¢ M. Miyashita and E Hashimoto, with
whom we held discussions at the 2nd Inter-
national Grinding Conference concerning
LLNL’s attempt to develop the capability of
grinding glass in a ductile mode.
® T. Nakagawa, who during a visit to LLNL
gave a presentation on the development of a
cast-iron bonded-diamond grinding wheel.
& North Carolina State University, which
has recently initiated a program lo inves-
tigate ductile grinding of brittle materials.
We are collaborating with researchers there,
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having recently sent them a sample of glass
with a low coefficient of expansion on which
to perform grinding. We will subsequently
analyze the ground sample here at LLNL for
subsurface damage.
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Study of Zero CTE of
Graphite/Epoxy Composites

W. W. Feng D. A. Schauer
Materials Test and Evaluation Section Weapons Engincering Division
Engineering Sciences Division

The design of composites with very low coefficients of thermal expansion (CTE) is
discussed. The magnitude of the CTE of a composite laminate is usually coupled with
its mechanical praperties. In this report the thermomechanical properties of multidirec-
tional faminates, consisting of plies with arbitrary orientations and stacking sequences,
are obtained with the laminate theory. Tests were performed to determine the ther
momechanical properties of unidirectional composite Jaminates and to verify the
analytical results for a variety of composite laminates. These tests measured the elastic
moduli, Poisson’s ratios, and CTEs. A differential dilatorneter was used to provide the
required accuracies for measuring low CTEs. All test results agree with the analytic i
predictions. Finally, the authors propose future investigations on other subjects thz.

affect the design of very low CTE composites.

Introduction

The large variety of properties of fiber
composites requires methods of analytical
evaluation to enable the designer to choose
suitable compaosite materials. All such
analyses are based on models that simplify
reality so as to make mathematical analysis
possible. In this report we develop such a
mathematical model to determine the coeffi-
cient of thermal expansion (CTE) of a fiber
composite laminate. We have two objectives.
The first is to apply the laminate theory to
determine the ply orientations for a desired
CTE. The second is to develop accurate test
methods to measure the thermomechanical
properties of a composite laminate and then
verify the analytical results. We used the
laminate theory to obtain the thermome-
chanical properties for muitidirectional
laminates consisting of plies with arbitrary
orientations and stacking sequences. Expe:i-
ments were then performed to verify the
validity of the Jaminate theory and the
numerical results. The analytical results
provide the longitudinal and transverse
moduli of elasiicity. the longitudinal and
transverse CTEs, and Poisson’s ratios for a
{64/—86,]; laminate. All analytical predictions
agree with the experimental results; the com-
parisons are presented.

In order to apply the theory with faci' ty,
we developed a computer program. W :en
designing composite laminates in the future,
one can use the computer program to study
the many choices of stacking sequences and
Ply orientations. Numerical studies cferin a
very short time many design possitlities
that corresponding experimental study
would take years to produce.

This project has direct applica’ on fo the
Strategic Defense Initiative Prog :m where a
stiff, lightweight, zero (or very .ow) CTE
platform is required. Researchcrs in other
LLNL projects, such as for the earth
penetrator weapon, Sabot, and free electron
laser, will also find that the theoretical ’
analyses, computer programs, test methods,
and data obtained from this project are use-
ful. Besides these prograr s, many LLNL
projects have become he ivily involved in
using new materials, es ecially fiber com-
posites. This project will benefit them as
well. The results and the method obtained
from this project will 1lso benefit the com-
posites community, < nce a major application
of composites is spa.e structures where ther
mal expansion and thermal fatigue are
critically importan'.

The other impo:tant areas that affect the
thermomechanical properties of a com-
posite’s structur: are tua residual stress
during fabricat on, the failure criterion, the
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maximum allowable temperature change,
size effect, and zero CTE fabrication tech-
niques. These are listed as possible future
research areas.

Technical Status

Analysis

The theoretical work here is a study of the
effects of ply orientations and stacking se-
quences ont CTEs and on the mechanical
properties of the composite. The laminate
theory to be developed in this section was
employed. The constitutive relationship for
composite materials is

o=Qe , (1)

where o and € are the stress and strain ten-
sors of order 2, respectively; Q is the stiffness
tensor of order 4. For a single-ply composite
where the plane stress assumption is used,
the explicit forms of these quantities, written
in terms of their components, are

o = [C11 02 012] . € =[en €n €12]

— —

En vabn
l-viprn 1-vpvm 0
. @
Q= vi2Exn Ly
1-vpyy  1-vpvy 0
0 0 P~12J

where E is the modulus of elasticity; p is the
shear modulus of elasticity, and v is Pois-
son’s ratio. The subscripts denote directions.
The ply-axis, denoted by 1- and 2-axes, are
shown in Fig. 1. The 1-axis, in the longitudi-
nal direction, coincides with the fiber
direction. The 2-axis, in the transverse direc-
tion, is perpendicular to the fiber direction.

When both mechanical and thermal loads
are applied to the single-ply laminate, € can
be decomposed into two parts:

ce=¢ +eM , (3)
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where €' represent the strains due to thermal
loads, and €™ represent the strains due to
mechanical loads. The thermal strains are
related to the CTEs (a) and to the tempera-
ture changes (AT) by

€ =a AT . “,

For a single-ply composite laminate, « can be
written in terms of its components:

= [ay ex ap] . )

The material properties @ and Q are in the
ply axis. A rotated-axes system, denoted by
1'- and 2’-axes, is also shown in Fig. 1. The
angle of rotation is ¢. These quantities in a
rotaied-axes system are related to the quanti-
ties in the ply-axes system by

aI

— Tt
a-7Qs (©)

Q7 ,

where T and 7are the second- and
fourth-order tensor transformation matices,
respectively.

The mechanical properties of a laminate
with » plies of various orientations and
stacking sequences can now be obtained. In
this case, the thermal strain value €' = Qs
assumed. The stress results (N) and the in-
plane strains for a Jaminate are related by

N'=A& | 7

- 2

1111
\
<

Figure 1. Definition of the ply-axis system and
the rotated-axes system.
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where the stress resultants are defined by

Ni= | © dn {8)
and the in-plane moduli of a multidirectional
laminate (A) are defined by

A = Che
Ez Qic ©)

where hy is the thickness for the kth ply.
Eauation (7} can be rewritten as

el =aN" , {10)

where a, the in-plane compliance matrix of a
multidirectional lasninate, is the inverse of A.

If a multidirectional laminate consists of
plies with uniform ply thicknesses (lo), then
the apparent mechanical properties of the
laminate are

En=1nhytx ,
1y

L —
E“ = 1in hn a5
phe = Unhoas; , Vi = —anlay

The thermal properties of a laminate with
n plies of various orientations and stacking,
sequences can also be obtained. In this case,
the assumption that the stress resultants are
zero is implied, or

N'-=L QeMdn=0 , (12)
and
L Q" -eNdh=0 . (13

With Egs. (1), (7), and (9), Eq. (13) reduces to

1 H
300 AT — 2 Qialh AT=0 ,

k=1 k=1
(14)
or
[}
2 Q; a'ic by
ol = £ (15)

17
Qi
k=1

Equation (15) indicates that the thermal
properties of a composite laminate are func-
tions of both mechanical and thermal
properties of the single-ply unidirectional
laminate.

Computer Program

Using the formulation described in the
theoretical study, the researchers developed
an interactive computer program. The pro-
gram solves various aspects of mechanics
problems in composite material structures,
including the thermomechanical properties.
‘The values of the material properties for a
unidirectional ply are assigned at the begin-
ning of the program. The program asks for
other necessary input values. Some numeri-
cal results are presented.

Experimental Work

Five panels of T-30/F263 fiber composite
laminates with [0,/—04], orientation and stack-
ing sequence, as shown in Fig. 2, were
prepared. Five 8 values, 0°, 10°, 20, 30°, and
45°, were chosen. Two mechanical and two
thermal specimens, each with their longitu-
dinal axes coinciding with the 1-axis, were
cut from the panels. The other two mechani-
cal and two thermal specimens with the
longitudinal axes coinciding with the 2-axis
were cut from the panels. Therefore, for the
test specimens, 8 has nine values: 0°, 10°, 20°,
30°, 45°, 60°, 70°, 80°, and 90°. The mechani-
cal properties of a unidirectional composite
laminate can be obtained from uniaxial
tensile tests:

E =& , Exn = bl
! e j0=0 = €; ol =90°,
= Lall
12 & e — 14 (16)
2 e - em) ' 9 = 45°
- €22
vp = — =0
1 €11 0=1_

The CTEs of a unidirectional composite
laminate can also be obtainied from one-
dimensional thermal expansion tests:
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an =,Ei
AT 6=0°

oz = 11 . (17)
AT 8 = 9°

ap =0

The thermomechanical propercties for a
unidirectional composite are determined
With the [Og]sr [908 s and [454/_454]5

specimens. The results of the tests for
T-300/F263 composite laminates are

E" =21.1 x 106 PSi ’
Exp=126x10°psi .

Lz = 0.65 x 10‘. PSi .
Viz = 0.246 ,

Wy = = 0.25 % lO"'/“C ’
oz = 34.1 X 107%°C

(18)

Figure 2, Diagram of the
thermal and mechanical
test specimens.

A 2

Figure 3. The differential
dilatometer for measuring
low CTE.
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The other specimens were also tested; their
results were used mainly to verify the
theoretical predictions. The theoretical
predictions and the experimental results are
compared in the next section.

From the preceding formulation, only one-
dimensional thermomechanical tests are
needed to determine the fundamental mate-
rial properties of a unidirectional composite
laminate. Some very small quantities are

12 =L DL LA B B

Figure 4. Theoretical and experimental elastic
moduli for [6y/— 8,1, laminates.

15 L Tﬁj 1 l L} I .

s

10

Figure 5. Theoretical and experimental
Poisson's ratios for [0,/ —0,], laminates.

measured in these tests. Accurate tests and
data acquisition systems were required and
were developed for this project. In the uni-
axal tensile tests, the results are accurate
to 0.1%. In order to provide the required
accuracies for measuring low CIEs, a
differential dilatometer is used to simulta-
neously measure the differential expansion
of two specimens. A picture of the apparatus
is shown in Fig. 3. The differential
dilatometer was checked by using calibrated
specimens. The calibration indicates a preci-
sion of 0.03 0 0.06 x 107 per °C for the
coefficient of thermal expansion. To test
thermal expansion of composites more
accurately, we compared the CTEs of a
specimen with that of the standard quartz
specimen, while the linear variable
differential transformer (LVDT) chamber
temperature was maintained at 40°C.

Results

The moduli of elasticity and Poisson’s
ratios for [8,/-8,]). graphite/epoxy composite
laminates are shown in Figs. 4 and 5,
respectively. The CTEs for [85/—0,];
graphite/epoxy composite laminates are
shown in Fig. 6. The lines indicate the

ab (0-¢/°C)

-
» 0 2° x w

Figure 6. Theoretical and experimental CTEs for
[84/— 84}, laminates.
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analytical results, and the data points indi-
cate the test results. From these curves, the
analytical predictions agree well with the
experimental results. The results also indi-
cate that a very low CTE graphite/epoxy fiber
composite Jaminate can be obtained.

Future Work

The very low CTE for graphite/epoxy
composites has been obtained theoretically
and the resulls verified experimentally.
However, during the course of study, the
investigators identified the following sub-
jects that affect the design of very low CTE
composites:
® Residual stress for epoxy-resin com-
posites. A micromechanics model for
studying the effect of curing on the residual
thermal stress of epoxy-resin composites will
be developed. The thermorheological con-
stitutive equations for epoxy and the effect of
residual strain on CTE will be determined.
® Fajlure criterion. The failure surface for
composite materials will be determined. In
addition, a new criterion based upon the
strain invariants will be developed. Experi-
ments will be performed to determine the
failure criterion quantitatively.

& Maximum allowable temperature change.
When the residual stress and failure surface
of a composite is determined, the maximum
allowable temperature change for a com-
posite before fracture will be determined
precisely. Experiments will be performed to
verify the analytical results. The non-
destructive evaluation methods, such as
acoustic exiission, will be used to determine
the anset of failure.

® Size effect. A simple flat panel, cut into
small test samples for mechanical and CTE
evaluation, is refatively easy to fabricate.

However, a larger structure is usually fabri-
cated from several panels with several
right-angle joints. This more complex
structure may not exhibit the same thermal
expansion behavior as the small specimens.
The large-scale CTE apparatus will be used
to determine the CTE of a finished large part
approximately 30-in. long.

@ Zero CTE fabrication techniques. Several
other factors can also be important in achiev-
ing a zero CTE composite. Epoxy volume
fraction, high modulus fibers, low CTE ma-
trix fillers, and precise alignment of each
laminate ply all can affect the overall com-
posite CTE. Further effort in each of these
areas will determine the practical limit in
achieving a very low CTE.

Each of the foregoing subjects will be a
reszarch topic by itself; each topic will be
investigated in the future. As far as all goals
stated in the original proposal of this project
and the current applications of low CTE lo
the Strategic Defense Initiative Program are
concerned, this project is complete.

Qutside Contacts

We have constantly interacted with the
personnel in the chemistry and mechanical
departments that are developing new ma-
terials for R Program.

A paper entitled “The Design of Low CTE
of Graphite/Epoxy Composites” has been
accepted for publication by the Society of
Manufacturing Engineers, Composites in
Manufacturing 6, Anaheim, CA, January
19-22, 1987.

Financial Status

The total expenditure for this project in
FY 86 was $304 000.




High—Tempefafure Metal A]loy Radiant
Property Measurements in Conjunction with
Advanced Surface Spectroscopy

M. Havstad W. McLean

Energy Systems Enginecring Division Laser Isotope Separation Program

The purpose of this work is to study the radiative and optical properties of pure lig-
uid metal surfaces using both a state-of-the-art radiation property measurement system
and the recently developed techniques of surface analysis. These techniques allow us
to analyze in detail the atomic composition of a metal surface. Research reported to
date has not utilized these tools, so sample materials have been impure and of un-
known surface composition. In FY 86, we designed and fabricated an apparatus,
which, for the first time, will allow complete radiative property measurements and
surface spectroscopy to be done in the same device. Our system employs argon ion
sputtering, Auger electron spectroscopy (AES), and ultra high vacuum techniques and
makes radiative property measurements as a function of angle, wavelength, and tem-
perature. After assembly and shakedown, we used the apparatus to make two sets of
measurements. The data are being analyzed. We have also initiated theoretical work to
compare our data to predictions derived from the Fresnel equations and free electron
theory. In FY 87 we intend to make measurements on several additional materials of in-

terest in many technologies and develop a predictive capability by working with

existing theoretical relations.

Introduction

The thermal radiative properlies of liquid
metals are important in a variety of technolo-
gies being studied both within and outside
the Laboratory. At LL.NL the Laser Isotope
Separation (LIS} process, under develop-
ment as the nation’s future uranium
enrichment capability, has th= greatest need
for improved understanding of molten metal
thermal radiation. In proposed LIS systems,
where molten metal films must flow con-
tinuously, iocal temperatures must be
maintained above the freezing temperature
of the metal. The liquid metal radiant
properties—the fraction of blackbody radia-
tion emitted (emissivity), and the fraction of
incident radiation reflected (reflectivity)—
determine tocal temperatures and, thus,
whether or not film flow is maintained and
system design is acceptable, or whether
freezing occurs and system redesign or
maodifications are required.

Lawrence Livermore National Laboratory
laser and electron-beam welding projects,
where radiative heat loss influences perfor-
mance, will also potentially benelfit from
studies of liquid metal radiant properties.
Qutside the Laboratory some other areas of
note are vacuum arc remelting, arc welding,
and designs of advanced nuclear reactor
cores where, as with the LI5 process,
radiative properties combine with other fac-
tors to determine energy flows, temperature
distributions, and, ultimately, device
performance.

Radiative properties of materiais have
been measured or estimated with a variety of
techniques since at least the end of the Stone
Age, when man began to work with metals
and blacksmiths sought to know the temper-
atures of their work pieces. Measurement
techniques advanced as the need for
accuracy increased or as more difficult en-
vironments were encountered. By the mid
1960s, the standard references on this
subject'? all discussed the dependence of
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radiative properties on surface state, compo-
sition, structure, roughness, and other
factors. However, discussions of surface con-
dition were limited to crude descriptions of
surface polishing or roughening techniques
and bulk material elemental assays. These
characterizations have long been inadequate
and have been the source of large uncer-
tanties and expensive margins in process
designs. Furthermore, with liquid metals,
the surface material’s reactivity, and, in some
cases, its gettering ability make surface speci-
fications commonly found in the literature
irrelevant. Molten metals form smooth
surfaces, so the critical specification is
surface composition. The strong gettering
abilities of uranium and stainless steel, in
particular, require that the environment in
which surface property measurements are
made be very tightly controlled. Visual ob-
servation of hot and especially molten metals
confirms that radiative properties vary
widely with surface composition. Figure 1
shows the reported data for the emittance of
uranium. The data, which extend nearly to
the melting temperature at 1406 K, vary

widely because each citation is for a different
but unknown surface composition. Like-
wise, Fig. 2 shows reported emittance data
for stainless steel. Once again, variable and
undetermined surface compositions account
for a range of reported values, which renders

.the whole of the data nearly meaningless.

The thrust of this research project has been
to bring quantitative surface analysis tools to
radiative property measurement so that
meaningful data on known surfaces are ob-
tained. These tools are argon ion sputtering,
which purifies metal surfaces, and Auger
electron spectroscopy (AES), which precisely
determines surface composition. With these
techniques, we may obtain and report the
radiative properties of pure materials of
known composition.

Technical Status

Experimental Work

In response to the inadequacies cited
above in both the reported data and the tech-
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Figure 1. State of the data—uranium (from Tovloukian and DeWilt, Thermophysical Properties of
Matter, vol. 7, IF1/Plenum, New York, 1970, p. 835. Used with permission.).
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niques heretofore applied, we designed a
molten metal radiative property system with
surface analysis capability. Such a design
had not been attempted until now for a num-
ber of reasons. Quantitative surface analysis
was not developed until about 1969 and was
not commercially available until about 1972.
Even now, surface analysis equipment is not
widely available—perhaps 300 Auger spec-
trometers are in use jn the U.5.—and it
remains expensive ($100 0600-250 000).
Furthermore, work with molten metals and
surface equipment required a host of other
expensive and complex equipment, includ-
ing, for example, ultra-high vacuum (UHV)
pumping capability, ion sputtering guns,
and ali-metal vacuum systems.

To control surface composition, our only
option was to place the radiative property
measurement system in the same vacuum
vessel as the surface analysis equipment.
Figure 3 shows a plan view of the side-by-

side layout. On one side of the vacuum
vessel we have a surface analysis plane and
on the other a radiative property measure-
ment plane. We translate molten samples,
always in vacuum (approximately 1 x 10~°
Torr or better), between the two planes to do
a complete set of measurements. In the
surface analysis plane we sputter clean the
molten sample surface until the material
surface is pure. Sputter cleaning of metals is
particularly important because bulk im-
purities tend to be lighter than the bulk
material and therefore float to the surface as
the metal meits. Even with bulk material as
clean as 30 ppm, the lighter impurities con-
gregate into an optically thick surface scum
on melting, which must be removed to ob-
tain worthwhile measurements. Te large
port on the right-hand side of the surface
analysis plane holds the Auger electron spec-
troroter. The ion gun focuses on the center
of ti. . plane and is arrayed near the optimal
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Figure 2. State of the data—stainless steel (from Touloukian and DeWitt, Thermophysical Propertics of

Matter, vol. 7, IFU/Plenum, New York, 1970, p. 1220.

Used with permission.).
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Figure 3. Side-by-side
layout of the radiative
Property measurement
SYstem and the surface
analysis equipment. (View
leoking down on chamber
ang liquid metal surface
Plane.)

Ton gun
port

1
Sample plane port

Figyre 4. Optics of the
radjation property mea-
Sufement system.
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sputter yield angle so that surfaces can be
cleaned with the least effort.

Figure 4 shows the vacuum chamber with
the surface analysis equipment in place. The
larger cylinder extending almost into the
middie of the chamber is the Auger electron
analyzer. The smaller cylinder is the jion gun.
The vacuum chamber is mounted to both the
optical table and the large gate vaive shown
in the bottom of the photograph.

Figure 5 shows the vacuum chamber with
the optical system in place. The aluminum
cylinders, arrayed in an arc over the sample,
hold the mirrors at 15° intervals; two axis tilt
manipulators allow the mirrors to be aligned
from outside the vacuum. Also shown in
Fig. 5 are several of the various optical paths
from which measurements are obtained, The
mirrors on either side of the center of the
chamber, where the gold reference mirror is
in place, are pivoting and attached to vac-
uum feedthroughs to allow mirror rotation
from outside vacuum.

Figure 5. Vacuum chamber with surface analy-
sis equipment in place.

Figure 6 shows the specifics of the radia-
tion property measurement plane. The 10
gold mirrors above the molten sample allow
radiant property measurements to be made
as a function of angle in 15° increments from
15° to 75° off normal. To measure the fraction
of the incident light reflected by a surface,
the light source at the left of the figure is
imaged at the sample surface with the mir-
rors as shown. The reflected light is then
collected and imaged on the detector on the
right side of the apparatus. A gold reference
mirror is substituted for the sample periodi-
cally to allow calculation of sampie reflec-
tivity. The detector converts the optical
signal incident on its face to an electronic sig-
nal, which is processed by a lock-in amplifier
and read digitally. For measurements where
the detector output is very nearly linear we
obtain sample reflectivity from:

Psample ®.AT) = Pgold (8,A,300 K)

Esample (0, A, T)

- . )
Egmd (9:?\,300 K)
where \ signifies a wavelength dependence,
8 an angular dependence, and T a tempera-
ture dependence. £, mp. and E,y are the
detector output voltages, after processing,
due to the light reflected off the sample and
the gold reference mirror, respectively. Only
the sample shows a temperature depen-
dence because the gold mirror is held at
ambient temperature throughout all
measurements.

For emissivity measurements, the
sample’s emitted light is imaged on the de-
tector, as is the output of the blackbody by
a separate set of mirrors. The gold coated
chopper blade causes the detector to see
alternately the sample and the blackbody.
In this way we compare sample emission to
blackbody emissicn and may then calculate
sample emissivity. Calculating emissivity
from the data is only slightly different than
calculating reflectivity. However, a small cor-
rection must be made in the emissivity
experiment to account for the fact that the
optical path from the blackbody to the detec-
tor is not identical to the opfical path from
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the sample. The two optical paths are identi-
cal in the reflectivity experiment. In both
cases, bandpass filters in front of the detector
allow measurement of particuiar wave-
lengths between 0.4 pm and 10 pm. The
system uses reflective optics to avoid the
complications caused by the dependence of
index of refraction on wavelength and cal-
cium fluoride windows to allow 0.4- to
10.0-pm radiation to enter and leave the vac-
uum chamber.

Measurement of both reflectivity and
emissivity are redundant and therefore allow
a check on measurement accuracy. From
consetvation of saergy atguments, we can
show that

p=1-e¢ ,
where p is reflectivity and e is emissivity.

Thus the amount of discrepancy between
our reflection results and one minus the

emission results gives a direct indication of
our experimental error.

Our apparatus yields radiant property
data as a function of angle, wavelength, and
temperature. To obtain more commonly re-
ported values such as total hemispherical
reflectance (a reflectivity measurement for
light at all wavelengths from all angles) we
simply perform the relevant integration of
our angular and/or specular data to obtain the
desired result. The raw data set is more com-
plete and contains a wealth of information
on radiative properties, optical constants,
and material siructure, but the integrated
quantities are used more widely,

To summarize the experimental status at
this writing we have built and used the appa-
ratus to make reflectivity measurements on a
polished solid copper sample. These mea-
surements are being reduced and the copper
data are being compared to measurements
made on the same sample by a standard

Figure 6. Vacuum chamber with aptical system in place,
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gonioreflectometer, which operates in air at
room temperature. Once we have verified
that our apparatus checks out using a dirty
but otherwise identical sample, we can move
on to measurements with pure materials.

We began this fiscal year with a rough con-
cept on the back of an envelope and we
completed it with a functional apparatus that
finally brings qualitative surface analysis to
radiation property measurement.

Theoretical Work

While our experimental efforts yield reflec-
tivity and emissivity values of use in studies
of a number of emerging, advanced technol-
ogies, our apparatus can also be used to
determine the fundamental opfical constants
of liquid metals. By performing our reflection
measurements with several key considera-
tions in mind we will be able to compute the
complex index of refraction of the liquid me-
tals we study .1nd open up a large number of
possibilities tor theoretical work.

The Fresnel equations relate the complex
index of refraction to the reflectivity of plane-
polarized and perpendicularly polarized
light as a function of the angle of incidence.
These equations are given below:

a® + b ~ 2a cos 8 + cos?0
a®> + b* + 2a cos 8 + cos*d

pL=

Py =P

At b — 2a sin @ tan 8 + sin6 tan®0
a° + b® + 2a sin 0 tan 8 + sin”8 tan’0

)]

where

2 = J(n® — k* — sin®0)® + 4 k2

+ (n* — k? — sin%0) ,

20 = ¢(n® — k% — sin?0) + 4n* k*

— % — k* — sin®9)

The complex index of refraction consists
of n, the refraction index, and &, the extinc-
tion coefficient. The refraction index
accounts for the bending or refraction of light
as it strikes an interface and £, the extinction
coefficient, accounts for the damping of elec-
tromagnetic waves as they pass through
conductors. By working with polarized light
in our reflection apparatus or by using one of
several other considerations, we may deduce
the optical constants, 1 and k. We are pres-
ently reviewing the several techniques that
allow computation of # and k and will select
the method most suited to our apparatus and
accuracy needs. In the most promising
method we simply add a polarizing filter to
the optical system in front of the detector.

Once we have computed the optical con-
stants we may begin to deveiop theories that
help us understand optical behavior in more
detail. For example, we can use free electron
theory to relate the optical constants to the
free carrier density and collision frequency as
follows:

Ne? 1
2_p2oq o N
woki=1-2 2umr  v? + y°
yNe? 1
= e ot ¥y @)
where
v = frequency of light,
¥ = electron collision frequency,
= index of refraction,
k f extinction coefficient,

electronic charge,
_ effective electron mass,
free electron density.

EN
*

Z

One goal of this work is to obtain and
use the two basic free electron parameters
of pure metals to predict the properties of
binary alloys. This is a formidable task but
if completed would represent a significant
advance in our und ‘rstanding. A success-
ful predictive model would also reduce the
data gathering re~uired to provide infor-
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Mmation necessary for studies of emerging
technologies.

_ In summary, our theoretical work con-
tinyes in parallel with the experimental
efforts. We are reviewing the available tech-
NiQues for obiaining the complex index of
refraction as well as the expected range of
validity of the free electron model and per-
turbations to it.

Future Work

For the coming fiscal year, we plan to use
the apparatus to make radiant property mea-
Sutements on several materials of wide
interpct and then ko on the theory of
hlelid metal radiant properties. Finally, we
will compare predictions obtained from the
theory to our data.

At present, some possible materials for
radjant property measurements are alumi-
num, stainless steel, and silver. Weld
modeling efforts at LLNL and numerous
other research sites provide motivations for
the aluminum and stainless-steel work. The
silver data may be of use to those investigat-
Ing fabrication processes that occur during
solid-state bonding, In addition, we propose
to Qo measurements of a binary alloy over its
full range of possible compositions. I suc-
cessful, the results may be applied where
binary materials (or polyatomic alloys, where
all but two materials are present in only
mifhior concentrations) are used in welding
or fusing.

The existing theoretical work for pure ma-
terigls has been applied with varying levels
of success to both solid and moiten materiats
of approximate surface composition. A com-
Patison using our new pure material data

will be illuminating. Furthermore, gn exten-
sion of theoretical work te binary alloys
appears to be straightforward.

Outside Contacts

We have enjoyed a close working arrange-
ment with Dr. S. Self of the Depariment of
Mechanical Engineering at Stanforg Univer-
sity. A presentation on our progregg at
Stanford is planned for the Fall of 1986 and
we will continue to receive feedback from
Stanford on new applications and refine.
ments to the apparatus.

We were contacted by Precision Cast Parts
of Portland. Oregon. to provide they with
radiative properties for materials uged in jet
engine vane parts. They have been ynable to
obtain data for their materiais from gther
sources.

Financial Status

This project was jointly funded by the
Engineering Research Program anq the LIS
Program. We spent about $75 000 (¢45 000
for supplies and expenses, and $30 000 for
manpower) of Engineering Research Pro-
gram funds. Additional funding of $100 000
was supplied by the LIS Program.

1. R. Siegel and J. R. Howell, Thenna! Radiation Heat
Transfer (McGraw-Hill Book Company, New York,
NY 1972).
2. E. M. Sparrow and R, D. Cess, Radiayoy Hegt
Svaw il Srok Snmpany; Aew 1ok,
NY 1966},
3. V.S5. Touloukian and D. P. DeWitt, Theppopysical
Propertics of Matter, vo). 7 {[FUPlenum, New York,
NY 1970).
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Materials Characterization
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R. L. Ward and W. Boyle
Chemistry Departiment

Nuclear magnetic resonance (NMR) imaging tools have proven unique and powerful
in medicine for imaging many regions of the body. Very little of this technology has
been used in nonmedical disciplines, however. Our objective was to develep and use
NMR imaging techniques to characterize the preperties of materials of particular inter-
est to researchers in Laboratory programs.

We modified a solids spectrometer built at Sandia National Laboratories to perform
NMR imaging. We also built two sample probes and added : uch features as quadrature
phase detection and spin-echo formation to enhance our imaging capabilities. Several
test samples containing mobile water, including smalf water flasxs and peapod sec-
tions, were imaged with good results. We also imaged with some success waler in such
materials as epoxy composites and welded tuff rock cores. However, water in these
samples sometimes became bound to the material walls (thus rendering the water im-
mobile), and we have so far only been able to image samples containing some mobile
water. With additional research, however, we anticipate that solids can be successfully

imaged with NMR technology.

Introduction

Nuclear magnetic resonance (NMR)
imaging has become a powerful medical
research and diagnostic technique. Although
relatively new,” NMR scanners have proven
superior to computed axial tomography
(CAT) scanners in non-invasively imaging
many regions of the body. Furthermore,
most medical imaging devices use ionizing
radiation to probe a patient’s body, thus
often exposing the patient to significant
radiation doses. Since the NMR signal is in
the radio-frequency band, it contains no
harmful ionizing radiation.

The unique information contained in a
spatially encoded NMR signal (i.e., one in
which the location of nuclei giving off a sig-
nal can be identified) has upened several
exciting research areas in medicine, ranging
from early cancer detection to 11 pive studies
of the metabolic process. The usefulness of

the NMR signal for imaging depends on two
independent relaxation times (the T) and T,
relaxation times), the nuclear density of the
material being imaged, and the method used
to spatially encode the information. By
suitably designing an NMR imaging experi-
ment, one can cause the received signal to be
more or less dependent on these quantities.
This capability is very important becanse nu-
clear refaxation times are strongly influenced
by the chemical environment; hence, one can
“set” the experiment to be strongly depen-
dent on the chemical structure. Indeed,
observations of the widely differing T;
relaxation times between normal and can-
cerous tissue? in conjunction with the
discovery of a method to spatially encode the
NMR signal, first led to the cusrent boom in
medical NMR research.

As unique and powerful as NMR imag-
ing tools have become in the medical
community, the use of NMR technology in
examining materials has scarcely been
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explored?-¢ At present, most medical NMR
research has concentrated on imaging hydro-
gen nuclides in mobile water or fats. Indeed,
hydrogen nuclei give a very strong NMR sig-
nal and are in humans and animals in large
concentrations. A large number of materials
have large hydrogen nuclei concentrations &s
well as nuclei not present in biological
systems. Not all nuclej exhibit the NMR
phenomenon or exhibit it to a very measur-
able degree, but, as shown in Table 1, a large
number do. The potential of NMR imaging
in non-medical areas is enormous.

Our goal this fiscal year was to explore
some nonmedical applications of NMR im-
aging. We completed converting a 4.7-T
NMR solids spectrometer located at Sandia
National Laboratories to NMR imaging and
imaged test samples of general interest and
material samples of programmatic interest.
This report details our accomplishments. We
first discuss the NMR phenomenon and the
conversion of the spectrometer to NMR
imaging; we then present some results of
imaging experiri.ents.

Technical Status

NMR Imaging Background

The NMR phenomenon, a quantum me-
chanical concept, occurs only in nuclei wiik
an odd number of protons or neutrons.
These nuclei can be thought of classically as
containing a separation of charge and
therefore act as tiny dipoles. These dipoles
have a magnetic moment, and, when placed
in an external magnetic field, tend to align
with the externally applied field, creating net
bulk magnetization in the sample. When a
second magnetic field perpendicular to the
first is applied, the bulk magnetization of all
the nuclei tips away from the direction of the
first field. The application of the second field

excites the nudlei; that is, they are moved
from a low to a high energy state. For this to
happen, the secondary field must be applied
at a specific frequency, which, for a given
static field strength, is unique for each nu-
cleus. The nuclei in the sample precess about
the new external field (i.e., the combined
static and secondary fields) at the frequency
of the secondary field and, as the nuclei relax
to their lower energy states, give rise to a
measurable electromagnetic signal. This is
the NMR phenomeron.

The srecific frequency of precession for
the nuclei is directly proportional to the
external magnetic fteld strength

w=1vB, ,

where w is the resonant frequency of preces-
sion or Larmor frequency, v is a constant of
proportionality that is unique for each nu-
cleus, and B, is the exiernal field strength,
When an rf pulse is applied at the resonant
frequency, the nuclei begin to precess about
the combined applied field direction at the
resonant frequency. The rf pulse duration, if
chosen proparly, can cause the net applied
field direction to be rotated 90° to the static,
external field. (Such a pulse is called a 90°
pulse.) After the rf pulse is turned off, the
nuclei realign themselves with the static, ex-
ternally applied field. The return to the
original alignment, termed the relaxation, in-
volves two processes: the spin-spin
relaxation {caused by the interaction of
neighboring nuclei to dephase the bulk mag-
netization), designated T, and the
spin-lattice relaxation (caused by the growth
cf magnetization parallel to the static mag-
netic field), designated T,. As mentioned
earlier, these relaxation times depend on ma-
terial composition.

When another magnetic field, called a field
gradient, is imposed on the static magnetic
field such that the total magnetic field

Table 1. Some nuclei Strongest NMR  Strong NMR Moderate NMR Weak NMR
exhibiting the NMR Response Response Response - Response
phenomenon. H Li BN, WCq Sy B 13C
’He g ©“Cu ¥lEu 7'Ga PPt Zsi
BE 3lp 'BNb ‘SSC lzle 59C0 T:'sc
30]]‘] S7Rb I-IlI)l. b‘JGa IB?RE 81 BT 1271
Kﬁn ”7511 a1 ! lSln S7Mn 129xe
W95n ®Cu ®Re 7Br *Pb
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strength B, changes linearly with distance,
the Larmor frequency alo changes because
the Larmor frequency is proportional tc B,.
This concept is the key to spatially encoding
the NMR signal. Figure 1(a) shows how a
gradient field applied in the x direction gives

rise to a changing Larmor frequency across a
specimen confaining two samgles of water,
thereby locating the positions of the two
water samples along the x axis. If the experi-
ment is repeated many times, where each
time the axis along which the gradient is

@)

Figure 1. Application of
field gradients to produce
spatlially encoded NMR
signals. (a) The static
external field (B,) in the

z direciion, when Fourier
transformed, produces a
single NMR response at the
Larmeor frequency. Note
that the two water samples
(represented by the circles)
are not differentiated.
However, imposing a
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gradient field that changes
linearly with respect to
distance causes the Larmor
frequency of nuclei in the
sample to change in
response to the changing
field streagths. (This
change in field strength is
represented by the
difference in heights of the
arrows.) Thus, the Fourier
transformed NMR signal is
a one-dimensional
projection with hwo distinct
components conresponding
to the location of *hc
samples along the x axis.
(b) By rotating the axis
aleng which the gradient is
applied, a series of one-
dimensiunal angular
projections, each showing
the location of the two
water samples, is obtained.
These projections can then
be processed to compute a
two-dimensional image.
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NMR Imaging for Materials Characterization

applied [Fig. 1(b)] is rotated, the resulting
collection of one-dimensional projections can
be processed, using algorithms similar to
those used in CAT scanners, to recover a
complete, two-dimensional distribution of
the NMR signal.

Three-dimensional distributions are ob-
tained by selectively ri-exciting thin slices of
a sample and then applyving the technique
discussed above to recover the two-
dimensional distribution of the NMR signal
within that slice, This method of spatially
encoding and image-reconstructing the
NMR signal—the so-called projection
reconistruction technique—represents only
one of several ways to accomplish NMR im-
aging. All methods do, however, involve the
application of field gradients along, three
mutually orthogonal axes.

Figure 2. The Nalorac 4.7-T vertical bore
superconducting magnet. This magnet produces
the static magnetic iseld essential for NMR
characterization.
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NMR Imaging Conversion

The high-resolution solids spectrometer
made available to us uses a Nicolet 1280 com-
puter and pulse programmer. The heart of
the spectrometer is the Nalorac 4.7-T vertical
bore superconducting magnet shown in
Fig. 2. We modified the spectrometer to
produce two-dimensional NMR images by
conltracting with Nalorac to build x-, y-, and
z-axes gradient coils. We then built the
gradient driver interface to the computer and
pulse programmer (Fig. 3). The software was

& o o aaac

Figure 3. The computer and gradient driver
interface. The interface permits the computer
and software to drive the x, y, and z gradient
coils.
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maodified to control the gradient drivers,
thereby allowing computer control of the
gradient fields during NMR experiments.
A two-dimensional Fourier transform al-
gorithm already available on the computer
was used to reconstruct images from the
raw data,

Early tests with our “bare bones” imaging
capability showed some shortcomings. Poor
signal-to-noise (S/N) ratios, spectral folding,
and a non-flat power spectrum led us to
implement a quadrature phase detection
technique. Thus, we could increase the S/N
ratio of our puises by a factor of 1.4, elimi-
nate folding, and flatten the power
spectrum.

The key improvement in our NMR im-
aging capability was the implementation of a
spin-ccho pulse sequence during data ac-
quisition, which also significanily improves
our 5/N ratio. The pulse sequence is shown in
Fig. 4. The 90° (w/2) rf pulse [Fig. 4{a)]
produces an NMR response [Fig. 4(d)] even
before x and y field gradients [Figs. 4(b) and
4(c)] are applied. This fact, coupled with long
rise and fall times in the 90° pulse due to
interfering eddy currents created in magnet
core metal {something most manufacturers
now avoid), prevents the experimenter from

gathering data until after a significant
amount of the NMR signal has already
passed. The exponential decay of the NMR
signai results in significant losses and,
therefore, a poor $/N ratio. The introduction
of a second tf pulse [the 180" or «w pulse of
Fig. 4(e}] causes a realignment of magnetic
moments in the nuclei to occur, thus forming
an "echo” of the original signal well after the
second rf pulse is concluded. Because the
echo has already been spatially encoded
(i.e., the x and ¥ gradient pulses hive been
applied), the experimenter does n. have to
wait for eddy currents to decay an. can ac-
quire data during the full echo pericd

[Fig. 4(0)], thus dramatically increasing the
S/N ratio.

NMR Imaging Results

We confined our investigations to imaging
the hydrogen nuclei of mobile water in
solids. This provided the easiest starting
point for our efforts and also allowed us :0
take advantage of the larger body of exist ~g
research information in the medical
community.

One of the first NMR images 1.« obtained
was of three 75-ul glass spheres filled with

2

(%) 90° exciting
pulse

Figure 4. The spin-echo
pulse sequence. The /2
pulse at (a) stimulates an
NMR signal (d). However,
this response begins before

the x gradient (b) and

(b) x gradient G,
=/

y gradient (c) fields are
applied. Therefore, a 7

U

(c) y gradient

pulse is applied (e), which
causes an “echo” of the

original NMR signal to be
created (f). However, since
the gradients have already

(d) NMR response
Acquire data

(e} 180° echo
pulse

{f) Pulse echo

been applied, the
experimenter can coflect
data as soon as the NMR
response is detected.
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water [Fig. 5(a)]. The image we obtained is
shown in Fig. 5(b) without gradient fields
applied and in Fig. 5(c) with gradient fields
applied. Without gradients the NMR signal
is not spatially encoded; hence, the signal
resonates about a narrow range of Larmor
frequencies (due to inhomogeneities in the
main magnetic field). When two indepen-
dent gradient fields are applied, the spatially
encoded NMR signal produces the contour
images seen in Fig. 5(c). We attribute the
slight distortions of the circular shape to
nonlinearities inherent in the main magnetic
field and to errors in calibration of the
gradient ficld strengths,

Another early test consisted of imaging a
3-mm-diam glass flask filled with water at
half maximum gradient ficld strength
{Fig. 6(a)] and maximum gradient field
strength [Fig. 6(b)]. Although the flask
shape is very distorted at half strength, at
full gradient field strength an accurate

image of the water within the fask is
produced. In all imaging applications, the
gradient field strength must be maximized
to produce an accurate image.

To test the system’s ability to image a
more complex mobile water distribution we
imaged a section of a peapod, including its
stem [Fig. 7(a)]. Figure 7(b) shows the tinal
image we obtained. The break in the con-
tours in the stem region corresponded to
an actual break in the peapod stem. lmage
detail was good and the S/N ratio was high,
indicating a significant presence of mobile
water

We oblained epoxy composite samples
from the Nondestructive Evaluation Group
of the Mechanical Engineering Department.
The first group of samples consisted of
epoxy cylinders cured with a small fraction
of injected water, which formed minute
bubbles within the final samples. These
samples were found to contain no signifi-

Figure 5. Use of gradient fields to provide an image. (a) Spheres used in the imaging experiment. (b}
Image without gradient fields applied. (c) Image with gradient fields applied.

\ ® 0]
Figure 6. Comparison of image quality obtained at half and full gradient field strengths.

{a) 3-mm-diam glass flask used in the experiment. (b) Image obtained at half-maximum strength.
{c) Image obtained at full sirength. Note thal an accurate image of water within the flask is obtained

only at full strength.
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cant mobile water; hence, no image was
obtained. A spectral analysis of one sample
revealed no mobile water line but did
reveal a very broad line (10 kHz) usually
associated with bound hydrogen nuclei.
This finding leads us to believe that the
water molecules in the minute bubbles are
weakly bound to the material walls and are
not free to tumble as a liquid, thercby
giving solid-like spectroscopic lines.
Unfortunately, at present, the NMR im-
aging of bound nuclei is not possible with
our system. This restriction is primarily a

result of Jimitations in the strength of the
gradient fields, thus limiting the amount of
change possible in the resenant frequency
per unit distance in the gradient direction
and making impossible the spatial resolu-
tion of nuclei with large line widths.

In a second group of samples supplied
by the Nondestructive Evaluation Group.
we imaged water in two holes (one of
i-mm-diam and one of 2-mm-diam) in
graphite epoxy composite cylinders. An
image of such a sample is shown in Fig. 8.
The mobile water is easily imaged in these

Figure 7. Imaging experiment of a peapod, representing a more complex water distribution. (a} Feapnd
with broken stem. (b) Image obtained. Note that the break in the stem is preserved.

®)

Figure 8. Image of water contained in two holes of epoxy graphile. Note that the relative difference in

hole sizes is preserved.
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samples, and the relative difference in hole
diameters is preserved. The distortion of
the circular shape is caused by slight errors
in the calibration of the two gradient fields.
This image shows that our resolution is sig-
nificantly better than 1 mm.

A series of experiments was also
conducted on welded tuff rock from Yucca
Mountain, a site of interest for high-level
nuclear waste storage. Several small core
samples were obtained and boiled or im-
mersed in water at 60 psi for one week to
ensurc water absorption so that we could
determine the water distribution inside
each sample. The rock samples were found
to be highly impermeable, with only one
sample absorbing a significant amount of
water (10%). When the hydrogen NMR
spectrum of this sample was obtained, it
indicated that a relatively mobile type of
water was present. (Two types of bound
water were detected in the spectra of the
impermeable samples.} The 13-kHz line
widths of the two types of bound water
were too broad for our gradient fields to
resolve. The relatively mobile type of water
had a line width of 3 kHz, indicating a
loose bonding. Attempts to image this
sample were not successful because the line
width was still too broad for the gradient
fields to resolve.

Future Work

Other improvements under way in the
NMR imaging hardware and software in-
clude the development of a 512-by-312 pixel,
256-color image display system and the im-
plementation of a projection reconstruction
algorithm for image processing. The LLNL
Chemistry Department will continue fund-
ing this development in FY 87.

Nuclear magnetic resonance imaging
applications are important for research in
Laboratory programs. Future NMR imaging
research at LLNL should proceed along two
lines: first, researchers in projects and pro-
grams with specific imaging problems
toward which the current Sandia instrument
(or an outside instcument for which we can
contract time} can be applied need to fund
continuing efferts. Second, a long-term re-
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search effort, in which the feasibility of using
line narrowing techniques would be inves-
tigated, should be instituted. This effort
could yield long-term breakthroughs in the
nondestructive evaluation of materials and
fundamental insights into organic and in-
organic chemical processes. Instituting
such a long-term research effort requires
the acquisition of a general-purpose
high-resolution solids research spectrometer
with imaging capability. Unfortunately, the
cost of such an instrument is high ($500 000}
but, if also used as a spectrometer to satisfy
present programmatic requirements, its
purchase could be justified as a multi-
disciplinary capital-equipment expenditure.
The Chemistry Department has approved
the purpose of a spectrometer that could be
adapted commercially for imaging. The im-
aging accessory costs $100 000 and has not
yet been approved.

Outside Contacts

Our major contact with the outside
engineering community was with the Health
Science Center of the University of Texas at
Dallas. Evelyn Babcock and co-workers had
modified a spectrometer very similar to ours
for imaging. Their information and support
was invaluable.

We invited two NMR experts to consult
and lecture at LLNL. Brian Suits of the
Physics Department of Michigan Technical
University consulted on NMR imaging
reconstruction algorithms and Mike Stoll,
who originally designed the Sandia spec-
trometer, consulted on the details of that
instrument.

Contacts were also made with the NMR
imaging researchers at Nalorac Corp. in Con-
cord, CA, the General Electric Group in
Fremont, CA, the Bruker Corp. in Massa-
chusetts, and Auburn International in
Pleasaniton, CA.

Financial Status

The expenditure of Engineering Research
funds on this project for FY 86 was about
$51 000. Although a larger sum was allotted,
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joint funding through the Chemistry Depart-
ment and the Earth Sciences Department
allowed us to accomplish our FY 86 work
with less Engineering Research funding.
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Quantitative Radiography
J- M. Brase, H. E. Mariz, R. L. Hurd and M. G. Wieting
and K. E. Waltjen Nuclear Energy Systems Division

Nondestructive Evaluation Section Electronics Engincering Departmentt
Electronics Engincering Department

Radiographic techniques have been used in nondestructive evaluation primarily to
develop qualitative information (i.e., defect detection). In this project, we are attempt-
ing to apply and extend the techniques developed in medical x-ray imaging:

articularly computed tomography (CT), to develop quantitative information (both
spatial dimensions and material quantities) on the three-dimensional (3D) structure of
solids. Our accomplishments in FY 86include (1) improvements in experimental
equipment—an improved microfocus system that we believe will give 20-um resolu-
YO il ‘s puveni for mereased naging speed, and (2) devéiopment of a simple
new technique for displaying 3D images so as to clearly show the structure of the
object. We have also begun image reconstruction and data analysis for a series of
synchrotron CT experiments conducted by LLNL’s Chemistry Department. Qur future
work will extend cur current investigations of (1) the use of a priori knowledge to im-
prove our imaging systems, (2) discrinination of chemical elementals via 3D imaging,

and (3) development of high speed 3D systems.

Introduction

Traditionally nondestructive evaluation
(NDE) techniques such as radiography ard
ultrasonics have been best at furnishing

palitative information (i.e., defect detec-
tion) rather than exact measurement of
defect parameters such as dimensions,
ofientation, and material properties. Qur
geal in this project is to develop an under
s oh lieways vedinkion TTeusmeTiRnh
techniques can be used to determine the
three-dimensional {3D) structure of solids
We need to measure both spatial quantities
(¢-8. position, size, and orientation of cracls)
and material quantities (e.g., density and
chemical composition).

Our approach has been to apply and e>-
tend the techniques developed in medical
x-Tay imaging, particularly computed tomcg-
raphy (CT), to the different problems
encountered in industrial imaging.

Most x-ray procedures have employed tie
simple projection technique shown in
Fig. 1(a). The x rays are emitted from the
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source (usually an x-ray tube), travel through
and interact with the object of inferest
(represented by the cylinder in the figure),
and finally reach the detector (ustally
photographic film), where their locations
and intensities are recorded. This ‘techmque
is basically the same as that used 0¥
Roentgen, who discovered x rays in 1895.
The disadvantage of this technique is that
the 3D information on the pattern of radia-
tion attenuation in the object of interest is
urmhegrdred dong Tt Ty Pt
into a 2D image. Thus, if two important
features of the object overlap along these
paths, they will also overlap on the image,
making it impossible to discriminate impor-
tant diagnostic features or to identify the
material characteristics at a specific point
in space.

Computed tomography (CT) was devel-
oped as a means of retrieving the 3
information that is lost in standard
radiographic imaging. In CT, we acquire
radiographic projection images from a set of
different angles, then mathematically com-
bine those images in a computer {0 recreate
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the 3D attenuation distribution. This tech-
nique has revolutionized medical imaging
during the last decade and promises to do
the same for industrial imaging.

Most development of CT has been in the
medical field. Spatial resolutions have in-
creased from 3 to 0.5 mm and imaging times
have decreased from 5 min to a few seconds.
As the cost of computers decreases and the
need for quality and reliability of industrial
products inceeases, CT is now becoming an
important NDE tool. However, the industrial
environment imposes a new set of technical
demands, particularly for high resoluiion. To

be generally useful in material evaluation,
spatial resolutions on the order of a few
microns are necessary.

Technical Status

Current Practices and Problems

Reconstructing the data from an entire
object can take hours of computer time,
Because in NDE evaluations we are usually
interested in retatively small arcas of the pb-
ject, we can seclect single cross-sections to
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Figure 1. Comparison
between standard radji-
ography and CT. (a) In
standard radiography, the
image is formed by project-
ing rays from the source to
the image plane through
the object of interest.
Therefore, if more than one
object lies along a ray, they
will overlap in the final
image. This can cause
serious problems for inter
pretation of the image.

(b) In CT, an image of a
cross-section of the object
is produced after computer
reconstruction of multiple
projections.
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form our reconstructions, as shown in

Fig. 1(b). Later we can stack these individual
slices together to form a 3D image, if desired.
In the following, we will generally be talking
about scanning and reconstructing single
slices, as performed in our project.

Imaging Geometry. Figure 2 illustrates
one geometry we use in CT, showing the re-
lation between the chosen angle (8,) and the
line of projection (D). A projection is defined
as the one-dimensional set of data formed by
sampling the x-ray intensity at a series of
points (Py, P2, . . ., Py) along a line {D}.
Projections are acquired at a set of discrete
angles (8, . . . , Ba). Typically we 1ecord
from 300 to 500 points per projection (N) and
90 to 180 projections (M) over 180°.

The particular geometry shown is called
“fan-beam.” Another common arrangement
is “paraliel beam,” in which the source is col-
limated down to a pencil beam and a single
collimated detector is used. For each angle 8,
both the source and detector are translated
along line D and data are recorded at the
points shown. The parallel beam geometry
has the advantage of simple reconstruction
techniques but the disadvantage of generally
longer data acquisition times, since it cannot
use detector arrays. Several other geometries
have been used in commercial systems to
further speed the scans and simplify the sys-
tem mechanics.!

Radiation Sources for CT. We use three
types of x-ray sources for CT: standard x-ray

Figure 2. The imaging geometry for CT. The
x-ray intensity is measured at the poinis P;. The
entire set is taken for each angular position 6;.
The setup shown is for the fan-beam geometry
we most commonly use.
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tubes, radioisotopes, and synchrotron radia-
tion. X-ray tubes and radioisotopes are the
most common sources but both have signifi-
cant drawbacks for CT. Tube sources emit a
polychromatic beam, which makes
reconstruction more difficult, while isotopes
have very low intensity.

Synchrotron radiation is produced by
particle storage rings such as those at the
Stanford Linear Accelerator (SLAC). When
the paths of the high energy charged parti-
cles (electrons in the case of SLAC) are bent
by magnetic fields to keep them in the ring,
they emit wide-band radiation. The spec-
trum ranges from visible light up to medium
energy x rays of approximately 60 keV. The
major characteristics of this source are its
high intensity and its naturally good collima-
tion. The intensity is high enough that we
can separate out a very narrow spectral band
and still have intensities three orders of mag-
nitude higher than those of most x-ray tubes.
The disadvantages of synchrotron sources
are their high cost and low availability. We
expect that this situation will rapidly change
as their utility in x-ray applications becomes
apparent.

X-Ray Interactions with Matter. X rays in-
teract differently with materials, depending
on the energy of the x-ray photon involved.
Therefore, we prefer, whenever possible, to
use single energy (monochromatic) radiation
(such as that from radioisotopes or
synchrotrons), since it greatly simplifies
image reconstruction and allows more
detailed quantitative analysis of the materials
inspected.

The interaction is quantified by the linear
attenuation coefficient p{e), which is a func-
tion both of the element and of the x-ray
energy e. If p is the probability that a photon
of energy e will pass through a unit thickness
of the given element, then the linear attenua-
tion coefficient is defined as

pMe)=-Inp

The attenuation coefficient is measured in
terms of inverse length. For example, the
(e) for water ate = 71 keVis 0.19 cm™. In
everything to follow, our measurements will
be of relative linear attenuations, which are
defined as w(¢)' — ple), where t is the test
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material and c is a calibration matertal, which
in our case is normally air. Since . is a func-
tion of the energy, the use of polychromatic
sources complicates our measurements of
the spatial distribution of attenuation. This
will be further discussed in later sections.
Calculation of Ray Sums. When we do a
scan, what we actually measure at each
point p, is praportional to the total number
of photons arriving at the detector for some
constant period of time, What we really
want is an estimate of the line integral
along the ray R, of the linear attenuation

wix pe):

"y = !R p (xye)dz

where #1; is called the monochromatic ray
sum for ray R; and p(x,y.¢) is the relative
linear attenuation coefficient at point (x,y)
in the object. It is easy to show that

m; = = In{An/Cn)

where A, is the x-ray intensity at p; mea-
sured through the object, and C, is a
calibration intensity measured at p; with
the object absent. This relationship holds
only for monochromatic measurements as
denoted by the subscript m on A and C.

As we noted above, however, our mea-
surements are very often made with
polychromatic sources. In this case, we cal-
culate the polychromatic ray sum p; in the
same way:

pi = — In(A/C,)

In general, p is not the same as m and, in
fact, p does not even uniquely determine
m. However, it appears we can get useful
reconstructions based on p and we are de-
veloping means to better approximate mt
even with polychromatic sources.

Because the x-ray sources often vary sig-
nificantly in intensity during the course of
a scan, we always establish a reference de-
tector that looks directly at the source at all
times. The measurements A, and C,, are
normalized to this detector before calcula-
tion of the ray sum p,, to correct for source
strength variations.

Reconstruction Algorithms. Computed
tomography is fundamentally different
from most imaging processes in that the
data must be heavily processed by a com-
puter before the image can be formed. The
reconstruction process uses the set of pro-
jection data p(,8), which the computer has
stored during the scan to recreate the two-
dimensional distribution of radiation
attenuation p(x.y}. The pracess must take
into account the geometric setup of the
system, characteristics of the source and
detector, and any available a priori informa-
tion about the object being inspected.

If we let the attenuation coefficient
distribution be written in terms of polar
coordinates p{r,$), then Radon’s theorem
gives us an expression for w in terms of the
infinite set of projections p({,0):

w (E 1
un(rnd) = 22 L) -[E recos{0 - ¢)— 1
x pdl,8)dl de

where p(l,0) is the partial derivative of
m(l,8) with respect to I, and E is the size of
the reconstruction area. There are several
probiems with using this formula directly.
First, it requires an infinite set of pro-
jections to assure accuracy of the
reconstruction. Obviously, the best we can
do is a finite subset of the projections.
Second, the formula is very sensitive to
noise such as the statistical fluctuations of
the ray sums. Last, the formula does not
give us an algorithm for computer imple-
mentation. An efficient, discrete
approximation must be found with good
noise sensitivity.

Computed tomography reconstruction al-
gorithms fall into two basic groups: the
transform techniques and the algebraic
techniques. The transform techniques are
based on Radon’s theorem (Ref. 1). The al-
gorithms derived from it must approximate
its four parts:

1. A partial derivative with respect to the
coordinate along the projection line.

2. A Hilbert transform.

3. Backprojection.

4. Renormalization by Y.
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A transform technique called backprojec-
tion is the most common reconstruction
technique. The partial derivative and
Hilbert transform are approximated by a
single filtzring operation on the projection
data. “When these filtered projections are
backprojected, a very good approximation
of the true two-dimensional distribution is
tormed. This technique is popular because
it is easy to implement in either software or
hardware and is relatively fast. It produces
very high quality images as long as the
number of projections is high—close to the
number of points per projection.

The algebraic techniques of reconstruc-
tion are fundamentally different in that
they are completely discrete. Transform
techniques treat space as continuous and
are converted to discrete approximations
only as a last implementation step. In the
case of algebraic techniques, though, the
model usec is discrete from the beginning.
If our reconstruction area is N x N and we
represent the attenuation values of the dis-
crete pixels ordered row-wise as x;, then
the unknown image can be written as a col-
umn vector x with N* elements. If we
define r;; as the length of the intersection
of the jth pixel with the line of the ith pro-
jection ray, then we can describe the
imaging process as

N3-1

Yi= & 1% o
i=0

where y; is the ith ray sum {(also row
ordered), or in vector form,

y=Rx+e ,

where R is the ] X N? matrix with elements
1;; ind is known as the projection matrix.
I'is the total number of ray sums [I =
(number of points per projection)(number
of pro]ections)]. The vector e is the error in
the earlier approximation. Thus, given the
ray sum data y, our problern is to estimate
the image data x.

We can approach this problem by assum-
ing both x and e to be random vectors with
probability density functions p,(x) and

106

pe(e), respectively. The Bayesian estimate is
found by maximizing

Pe(y — Rx)pa(x)

This will give us the optimal estimate in
the sense that the x chosen maximizes both
the fit to the data and the a priori probabil-
ity for possible images. Unfortunately, we
are requited to hnow both the distributions
of measurement errors and the possible
images—things we rarely know very well.
Also, it may be extremely difficult to solve
for the optimal x, given arbitrary p, and p..

A commonly used optimization approach
is to find the least squares solution for x
that minimizes

lleli® = iy - Rxff?

However, x is in general not uniquely de-
termined by the least squares method and
we must apply a second criterion. Also, the
feast squares solution is simply the one that
best fits the data; it includes no information
about desirable images. Secondary criteria
that can be used include minimum variance
Or maximum entropy.

Algebraic techniques are usually much
slower than transform techniques and, for
large amounts of data, do not produce su-
perior reconstruction results. However,
they can do 2 much betier job when the
number of projects is small; for example, if
we had a restricted view of the part and
could acquire data only at certain angles.
These algorithms may also be very useful if
the data acquisition time is much greater
than the reconstruction time. For example,
if we scan with a weak radioisotope source,
the acquisition time can be hours. If we can
do a good reconstruction from only a few
projections, the radioisotope technique
becomes practical.

Research Tasks and Current Status

During FY 86 we have addressed several
different researct tasks.

A Microfocus CT System. There are four
essential elements in any CT system. First is
a radiation source, such as those described
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previously. Second is the electra-mechanical
system for enabling the measurement of
projections from different angles. In our
case, this is a simple rotational stage that
holds the object of interest. Third is the de-
tector system, which measures the intensity
of the x rays that penetrate the object. Last
is the computer, which acquires the
measured data and then reconstructs the
cross-sectional image. Figure 3 shows a
complete system for CT data acquisition
and display.

The microfocus CT system we are develop-
ing at LLNL differs from the standard system
in several components. The tubes used as ra-
diation sources in most standard systems
have electron beams ranging in size from 0.5
to 1.0 mm. This size is a determining factor
in the spatial resolution thatcan be achieved.
We use as the source a microfocus x-ray tube
with a beam size of approximately 10 pm.
Because of this small spot size, we can use
geometric enlargement due to beam spread-
ing to increase our resclution. The
magnification is given by

M=(d, +d)d, ,

where d, is the distance from the source to
the object and 4, is the distance from the ok-

ject to the detector. We believe we can attain
approximately 20-pm resolution with this
system.

Th~ most cominon detectors used for CT
are various types of scindillating crystals that
convert x rays to visible light. In our sys.ems,
we use a thin screen that converts the x-ray
spatial distribution to a visible light distribu-
tion. The light then is amplified by an image
intensifier and recorded by a television
camera.

The cameras used to convert the light sig-
na! . an electrical signal are based on charge
coupled devices (CCDs). These solia-state
cornponents measure the photon intensity
on an array of photosensitive sites and
produce an output voltage that represents
the charge accurnulated in each site sequen-
tially. CCDs work well for tomography
because of their wide dynamic range of ap-
proximately 1¢ 220:1, their low noise, and
spatial and radiometric linearity. The sizes
of arrays used are typically 390 x 480
or 780 x 480.

The analog video signal is digitized at
video rate (about 15 MHz} by an 1P-512
image processor. Because of the high speed
required by the video signal, the x-ray in-
tepsities are digitized to only 8 bils or 256
discrete levels. Thus, our high speed

d1 I——dz
_L

Scintillator
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Camera
Image
processor
& pVAX-2
bl Data acquisit'on
archivs an
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Figure 3. Computed tomography data-acquisition and display system. The microfocus CT system uses
a source with an effective spot size of 10 pm. This allows us to use geometric magnification {M = d,/d,}
to increase image spatial resolution. We have demcnstrated a resolution of 100 pm.
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digitizer loses most of the dynamic range of
our CCD detector. One of our first planned
upgrades is a contrellable integration time
camera with a ccoled CCD detector and a
high resnlution. 16-bit, analog-to-digital
converter.

The computer in cur system is a DEC
rVAX-2 running the VMS operating sys-
tem. It can acquire the data for a single 512
X 512 cross-sectional image (180 projec-
tions) in about 5 min and reconstruct the
image in about 15 min, using the filtered
backprojection technique. This speed is
adeguate for single-slice imaging; but for
complete 3D imaging, we need to speed up
the reconstructior. Since it must be done
for each slice individually, the total
reconstruction time for a 512 % 512 x 512
3D image is 7680 min or 128 hr. Current
medical scanners with hardwired
reconstruction algorithms reconstruct one
slice of this size in about 30 s, and the
entire image in about 4 hr. Obviously,
these times are still impractical for routine
injustrial inspections. New ideas in parallel
computer architectures are needed to speed
this process.

We are currently characterizing the

~ resolution and sensitivity of the microfocus
JCT system. The resolution is specified in
terms of spatial frequency by the modula-
tion transfer function (MTF). This function
gives the level of response to a given spa-
tial frequency and is giv< + "y the Fourier
transform of the system .. .‘nt spread func-
tion. Thus, to measure the MTE, we image
a point object and take the Fourier trans-
form. Alternatively. we may look at an
edge response and calculate the MTE since
we know the spectrum of an edge. Other
parameters we are measuring are signal-to-
noise ratio and contrast sensitivity.

Three-Dimensional Imaging and
Display. Our microfocus CT system is
ideal for three-*mensional imaging. The
2D geometry of the fluorescent screen and
video camera detecior system make the
data acquisition time constant whether we
are recording the entire object or a single
slice. To record multiple slices, we store a
rectangular section of the projection image
rather than a single line. Since the integra-
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tion time of the camera (currently 1/30 s) is
fixed, the recording time increases only by
the small amount necessary to store the ad-
ditional lines on disk. Each recorded slice is
then reconstructed normally.

We have develeped a simple new tech-
nique for displaying 3D images in such a
way that the structure of the object is
clearly shown. The multiple slices are dis-
played in diagonal overlapping areas of a
graphics window, as shown in Fig. 4. The
normal image color map is moditied so that
the original iznage values (0 to 255) map
into four colors: red, green, yellow, and
cyan. Depth in the object is indicated by
the lightness of the color displayed (Fig. 5).
A pixel in a back slice with value 100 will
be a very dark green, while a pixel with the
same value in a front slice will be a very
light green. The combinaiion of the
diagonal overlap and the lightness variation
creates a shaded 3D image that can be
drawn very quickly. We also must define a
transparency level. A pixel with a value
less than this limit will not be drawn. This
allows us to see through very low valued
material such as air.

Slice 0
Slice 1
Slice 2
Slice 3

Slice N

Figure 4. Three-dimensional displays produced
by displaying each slice individually while
shifting the origin of each display diagonally to
produce depth. The color shades are progres-
sively made lighter from back to front. At each
pixel of each slice a decision must be made,
based on the transparency level, whether or not
to display the pixel.
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This display also allows us to easily
remove sections of the object by simply
setting coordinate boundaries that
determine the limits of the display. Using
this, we can look at internal details of the
object that otherwise would be obscured by
the object surface. We can also do simple
right-angle rotations by changing the order
in which we address the 3D image data.

The major drawback to this technique is
that it does not create perspective in the
image. If the object is very deep, it will ap-
pear disiorted, and it may be necessary to
go to a more complex technigque to display
the object image. The technique works best
if the number of slices is much less than
the size of the reconstruction array; for ex-
ample, for a 256 x 256 reconstruction array,
50 to 60 slices will work very well, but it
we use over 100 slices, the image starts tu
show obvious distortion. The display also
loses CT number resolution, compared to
our single slice displays, which can show
256 colors. Since we need to show approxi-
mately 64 lightresses of each color for
depth information, we are left with only
four to show ranges of CT number. The

.';;_ "' '"v.

Figure 5. Use of multiple slices to form a 3D
image of an object. Shown here are 40 slices of
an aluminum pisten. Each slice was acquired at
150 keV. A quarter of the object image was
removed to show interior details. In our tech-
nique, depth is represented by the dackness of
each color, while different hues represent differ
ent densities.

best strategy appears to be to use the 3D
display for overall form and the single
slice images for detailed attenuation
information.

Synchrotron CT. Our third basic task
has been participation in a series of
synchrotron CT experiments carried out by
J. Kinney of the LLNL Chemistry Depart-
ment. In these tests, carried out at the
Stanford Synchrotron Radiation Laboratory
(SSRL), we have been responsible for
image reconstruction and data analysis.
This effort has just begun and we expect it
to carry on in FY 87 and beyond?

The synchretron CT system looks much
like our microfocus CT system in that it
consists of the sam~ basic components. The
differences lie mainly in the nature of the
x-ray source and the detectar system used.
Since the characteristics of synchrotron ra-
diation have been discussed above, we will
discuss here the detectar system and the
new techniques it has made possible.

The detector used in these experiments
consists of a thin, glass plate coated with a
P46 rare earth phosphor for converting
x rays to visible light and a TI-4849 virtual-
phase CCD detector that is optically
coupled to the phosphor. The CCD has a
390 x 580 pixel format, each pixel being 33
pm square. It is cooled to —60°C to reduce
the rms noise level to around 10 electrons,
giving a dynamic range of about 10 000:1.
The CC?) can look directly at the scintillator
without an image intensifier (as in the
microfocus system) because of the high in-
tensity of the source. The output of the
CCD is digitized to 14 bits and sent to a
RVAX-2 for storage and later reconstruction.

An example of a reconstructed image
from this system is shown in Fig. 6. The
object imaged consists of two thistle tubes,
one filled with copper oxide and the other
with nickel oxide. The images shown are
recorstructions for 36 projections. Image
(a) was recorded at 8800 eV, which is below
the copper absorption edge, while image
(b) was recorded at 9100 eV, which is above
the edge. We see clearly that the image of
the copperfilled tube has changed dramati-
cally, while that of the nickel-filled tube has
changed very litte. Thus, by subftracting
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these two images, we should produce an
element-specific image containing only the
copper. We are currently working on soft-
ware to allow us to correct positioning
errors by registering the two images so that
they can be properly subtracted.

Future Work

Our planned work continues in the same
three areas as our current work: the use of
a priori knowledge to improve our imaging
systems, elemental discrimination, and high
speed 3D systems.

As mentioned before, we often have a sub-
stantial amount of knowledge about our
object, such as physical geometry and mate-
rial characteristics. We are looking for new
ways to use this detailed knowledge to im-
prove the quality of our images and increase
speed by decreasing the amount of required
data. For example, by combining the data
taken from two different source-to-object
distances, we can estimate the scatter contri-
butions and remove it. This reduces one of

the primary causes of error for our uncol-
limated CT systems. Also if we can
characterize the effects of the x-ray imaging
system, we can use image processing tech-
niques to improve spatial resolution.

For elemental discrimination we are taking
two approaches. First, we will continue our
series of experiments in synchrotron CT at
Stanforc.. Using the tunability of the
synchrotron source to see the fine variations
in x-ray attenuation, we expect to form 3D
images not only of element distributions but
of chemical state distribution. It would then
be possible, in inspecting an assembly, to use
CT to isolate any areas of corrosion. The
second approach is to do elemental imaging
using a standard x-ray tube source. By
recording several images at different tube
voltages and statistically analyzing the re-
sulting image data distributions, we may be
able to separate elements. This would make
it unnecessary to go to a synchrotron source
for many applications.

We noted above that the routine 1ise of 3D
CT will require the use of new paruilel az"
chitectures to achieve reasonable speed in

Figure 6. Reconstructed, element-specific image using synchrotron CT. In (a) we show a 36-projection

scan taken at 8800 eV at the Stanford Synchrotron Radiation Laboratory. The abject consists of two
thistle tubes, one containing copper oxide and the other nickel oxide. In (b} the reconstruction of
the projections at 9100 eV is shown. The copper image has changed due to moving across coppers
absorption edge. The nickel oxide image has remained constant, thus enabling us to distinguish

the two elements.
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image reconstruction. We are currently de-
veloping a systolic algorithm that will run on
a 64-processor array.

Beyond the problem of producing
meaningful 30 images quickly is the problem
of interpreting them. Evaluation of thou-
sands of images looking for small features is
a tiring, error-prone job. Automating this
process will require the latest techniques in
computer vision and artificial intelligence.
This job is just beginning.

periments. During the next fiscal year we
anticipate much broader contacts with the
engineering community since our experi-

ment will be more fully developed.

Outside Contacts

As noted above, we have collaborated
with workers from the LLNL Chemistry
Department in a series of synchrotron CT ex-

Financial Status

The total expenditure for this project in
FY 86 was $69 000.

1. G. T. Herman, Image Recoustructions from
Projections (Academic Press, New York, 1980).

2. J. H. Kinney, Q. C. Johnson, U. Bonse, R.
Nusshardt, and M. C. Nichols, “The Performance
of CCD Array Detectors for Application in
High-Resolution Tomoegraphy,” Socicty of
Photo-Optical Instrumentation Engineers, X-ray
{maging H, paper 691 (in progress).
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Research in Qu'antitati«veUltr»asonic
Nondestructive Evaluation

D. K. Lewis

Nosudestructive Evaluation Section
Enginvering Sciences Division

G. A. Clark
Engmccn‘ng Research Division
Electronics Engineering Department

In quantitative nondestructive evaluation, we conduct laboratory experiments using
ultrasghic signals to interrogate and measur the physical properties of materials and
interpret the data in meaningful terms. In FY 86 we continued to improve our ability to
interpret sigrals acquired with the ultrasoni test bed and the acoustic microscope€-

We made progress in a number of areas of this research. Specifically, we significantly
improved the range resolution of A- and B-scans by improving system-identification
and spectrum-extrapolation algorithms; used wave propagation models and i
pgrameter—estimation techniques to estimate the layer thicknesses and reflection coeffi-
denis o6 hyend matrsialy, Crued W impdeing womnd SRR el w sl
pulser; continued work on modeling the metrology mode of the acoustic microscope
with B. D. Cook (University of Houston); and in acoustic material signuture (AMS)
processing, worked to extend the spectral-domain velocity estimation scheme studied
in FY 85.

Our work in AMS modeling and AMS signal processing is scheduied for completion
at the end of FY 86. We propose to restructure and rename the resolution and _pu!se
preproceSSing tasks in FY 87 At that time, we will focus on enhancing resolution uSIng

model-based estimation, the programmable pulser, and & new computer—control]ed
amplifier. We will begin using special-purpgse signal processing hardware to

implement our successful algorithms.

Intmduction

[l
As dis.cusseJi in the FY 85 Eugineering Re-
search Amnual Report,! the noninterpretability
of data acquired using the ultrasonic test bed
and the acoustic microscope (both recently
deveboprd th UL drandlty Prectordas e
need for advances in quantitative non-
destructive evaluation (QNDE). Both
instruments consist of mechanical manipula-
tion systemns that position transducers and
associated electronics that generate and mea-
sure ultrasonic pulses. Conventicnal QNDE
displays are based on simplistic signal pro-
cessing methods of generating, detecting,
processing, and displaying infermation.
Therefore, while the digital data acquired
from these instruments is rich in informa-
tion, interpretation is very difficult. In FY 86
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we continued to improve our ability to inter-
pret these data.

Using ultrasonic signals to interrogat®
solid objects can yield a variety of informa-
tion about inhomogeneous regions within
the object’s boundary—for example, cracks,
bond regions, and voids. It can: also provide
shorretiemodutth prepeates wf Ve ool T
terial, including residual siress, surface
texture, and plate thickness. The character of
an object is encoded in the ultrasonic field
from an external transducer. We can m#a-
sure the scattered ficld to infer the natute of
the object. Doing so requires the hardware to
direct and receive the sound and the tepls to
deconvolve the properties of the transdUCer
from the received signals. In conventional
NDE analog systems, the signals are pro-
cessed for presentation without removifg
the transducer characteristics. By applying
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digital signal processing techniques to the ac-
quired data, we hope to ascertain the
scattered field.

In particular, we defined four tasks:
® Task I: Acoustic Material Signature (AMS)
Modeling. Develop a modei for the metrol-
ogy mode o! the acoustic microscope.
® Task ll: AMS Signal Processing. Estimate
surface wave speeds from noisy, imperfect
AMS data.
® Task llI: A-and B-Scan Resolution En-
hancement. Improve system-identification,
spectrum-extrapolation, and model-based
estimation algorithms.
® Task [V: Pulse Preshaping. Generate an
electrical driving signal for an ultrasonic
transducer such that the transducer sound
field approximates a narrow pulse.

The team contributing to this effort in-
cludes: G. A. Clark (EE Dept./Engineering
Research Div.), D. K. Lewis (ME Dept./
Engineering Sciences Div./NDE Section),

E L. Barnes (EE Dept./Engineering
Research Div.), S. E. Benson (ME Dept./
Enginesring Sciences Div./NDE Section),

K. E. Waltjen (EE Dept./Nuclear Energy
Systems Div.), B. D. Cook (University of
Houston), L. Adler (Ohio Siate University),
and R. Weglein (independent consultant).

Technical Status

Task I: AMS Modeling

We have pursued our AMS modeling ef-
fort through a contract with Professor B. D.
Cook at the University of Houston. Cook has
proposed an acoustic-optic variation of the
acoustic microscope model to prove the
validity of a reflection term that is used in
most theoretical models [R1,2].* He found
that this commonly used reflection model is
simplistic and does not agree with reality.

The mathematical model of the acoustic
microscope can be reduced to evaluating
one equation:*

* Reference citations prefixed with the letter R denote
documents partially or fully supported by this project. These
documents are listed at the end of this article.

x

o(Z) = Jo T U P PUNPAR
X (rifyexp; —j (kZ/f)rtidr . (1)

The V(Z) referred to at LLNL is V(Z) =
20log{|(Z}{/v.r]- The terms contributing to the
integral are the following: ’

1. The variable of integration r is the polar
radial variable; the focal length of the micro-
scope lens is f, and the wave constant k, = w/c
involves the sound velocity of the liquid
couplant.

2. Py(r) and P«(r) are pupils of the lens. In
the first approximation, they are unity. Aber-
rations, finite lens size, and other limitations
can be introduced through them. For exam-
ple, large numerical aperture effects studied
by Sheppard and Wilson® have been intro-
duced using them. In general, the functions
are not known in an exact manner in any ex-
perimental configuration.

3. U7 ()] is the sound amplitude
distribution at the focal plane of the lens
(inside the buffer rod). Based on an assumed
distributicn at the transducer, Cook has de-
veloped a method to calculate this term in
the formulation of Gauss-Laguerre
polynomials.

4. R(rf) is the reflection coefficient for
plane waves striking the planar liquid-solid
interface. The periodicity of the V(Z) curves
occurs because of the behar ‘or of this reflec-
tion curve.

To test whether the commonly used
reflection coefficient was valid, Cook built an
acoustic-optic d=tector [R2]. The results of his
investigation incicate that the simplistic
model wr e retieciion coeiiiGeni is wrong.
The mode! assumes that the solid occupies a
semi-infinite half space, whereas it is usually
a thick plate. Consequently, sound that en-
ters the solid is reflected from the far side of
the plate and back into the microscope.

Cook is now gathering reflection routines
for plates for inclusion with the routine that
evaluates the integral in Eq. (1). Once he
maodifies this routine, he will compare the
results with those obtained using the acous-
tic microscope. This comparison is scheduled
for FY 87.
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Task II: AMS Processing

In FY 85 we showed that under some con-
ditions, the Rayleigh wave velocity can be
estimated from the spatial frequenc; spec-
trum of the AMS [R3]. For simple cases, in
which the AMS contains only one spatial fre-
quency, the spectral method did not work
significantly better than the space-domain
method. We hypothesized that the benefit of
the spectral method will be realized when we
have unknown material samples containing
several Rayleigh velocities (several spectral
peaks), because in this case, the spatial
method fails.

In FY 86, to test our hypothesis, we
worked with R. Weglein, an independent
consultant, to construct experiments for
which the correct solution was known
a priori. We discovered that designing such
an experiment is extremely difficult but took
the first steps to do so. Weglein discusses the
results of some preliminary experiments in
separate report [R4]. Our results are incon-
clusive, and the problum will require more
study. We have not yet decided to continue
research in this area but will make a decision
in early FY 87

As part of our work with the acoustic
microscope and the AMS, we have been
studying the problem of detecting and
characterizing disbonds in a graphite epoxy
composite material. The objective of this
work is to characterize laminates and detect
delaminations. The sample was to have been
a sheet of 20 parallel uniaxial layers with an
embedded delamination dimension of 1 in.
In fact, the sample turned out to be biaxial
and, worse, composed of a weave of carbon
fiber bundles, as shown in Fig. 1. We
modeled the sample as a two-dimensional
single crystal. Tk> symbols in brackets
denote crystal d.rection.

Using the accustic microscope, we were
able to image the delamination from either
side of the sample—that is, through 18
layers or through 2 layers of the fiberresin
composite. The signal from normal incidence
showed good amplitude of the top and bot-
tom of the slab and a ring-down tail between
them. This mid signal does not seem to be
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from the individual layers, but rather an ar
tifact of the texture of the nonsmooth
surface. Work is proceeding to characterize
this surface with a view toward removing its
effects.

Because any reflected signal from small
delaminations or porosity in the composite
matrix can be obscured by this signal,
correcting for surface effects shouid increase
the volumetric resolution considerably. A
true uniaxial sample (like that shown in
Fig. 2) is now being sought, and methods of
smoothing the surface of the present sample
are being considered, among them thin and
thick cover layers of epoxy. Should a uniaxial
sample be found, the AMS can then be used
to determine the surface wave speed as a
function of angle relative to the {1,0,0]
direction.

[190]
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Figure 1. A woven layer of composite fiber,
with crystal model axes shown.

Figure 2. ldeal uniaxial composite.
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Task III: A- and B-scan Resolution
Enhancement

Our immediate goal is to estimate the im-
pulse response of acoustic scatterers (e.g.,
flaws) in materials. By doing so, we hope to
detect, locate, and estimate the size of the
scatterers. We test materials using ultra-
sonic transducers in a pulse-echo mode, as
shown in Fig. 3. The time-domain wave-
form produced is called an A-scan. If we
move the transducer in one dimension, we
can collect a family of A-scans to form a
two-dimensional image, or B-scan, of a slice
through the test sample. If we scan the
transducer in two dimensions and record the
peak height of the A-scan at a predeter-
mined delay time, we can produce a color-
coded image, or C-scan, of the echo
magnitude at a particular depth in the part.
Figure 3 shows that even though an approxi-
mately ideal electrical pulse is applied to

the transducer, the sound field produced by
the transducer is distorted by the bandpass
nature of the transducer and wave propa-
gation paths. For the two-layer problem
shown, we measure three wavelets repre-
senting reflections from the front surface,
middle interface, and back surface, respec-
tively. We are developing methods for
removing the distortion from these wavelets.

System-Identification Studies. Our goal
is to remove distortion so we can charac-
terize critical flaws and other material
properties. The relation below suggests a
way to reach this goal. If we assume that we
can model the transducer and the wave
propagation paths as lincar, time-invariant
systems, we can write the received signal
! as

w(t) = u(E) = T, () = Py(t) = h{t)
# Pa(t) = Ta(t) + u(t) . (2)

Pulse

Low-pass

Amp

generator

flter Computer

Elecirical pulse

Time

Figure 3. Experimental lest setup to measure A- and B-scans. The transducer output for the A-scan
shown indicates reflections from the front surface, middle interface, and back surface of the layered

material under test.
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where u(t) is the elecirical impulse driving
the transducer, Ti{t) is the forward
transducer impulse response, P\(t) is the for-
ward propagation path impulse response,
Ii(1) is the impulse response of the scatterer of
interest (e.g., a flaw), Pa{t) is the return prop-
agation path impulse response, T(!) is the
backward transducer impulse response, n{f)
is additive noise, t denotes time, and *
denotes the convolution operation.

Even though we can generate a pulse u(t)
that is approximately ideal, the transducer
and the propagation paths distort the sound
field because they have bandpass frequency
responses. The measured signal y(f), then, is
far from a true impulse response of the scat-
terer. Typically, y(t} contains ringing and
spreading that severely distort the A- and
B-scans, giving them poor resolution;
therefore, flaws of interest often go
undetected.

If we can find a known scatterer that
reflects most of the energy impinging upon it
back to the transducer, then we can estimate
its impulse response to be the ideal impulse
3(t) and uvse it as a reference. Under this con-
dition, we can write the signal measured
from the reference as

x(t) = u(t) = Ty(t) = Py(t) = K1)
# Po(t) = To(t) + n(f) . (3)

The choice of a reference signal can sig-
nificantly affect the results of processing.
Sometimes an appropriate reference may not
be available, but in many cases of practical
interest, a good reference can be found. We
have used corners, front surf :es, and back
surfaces for different applicat. .1s, as dis-
cussed in the examples below.

We can now think of the scatterer
impulse response h(f) as a linear time-
invariant system with input x(t) and output
y(1). Thus, our problem is the following:
Given the measurements x() and y(1),
estimate the impulse response Ty, This
is known as the system-identification
problem*™! In principle, the spectrum H(f)
can be found for the noiseless case by
dividing the power spectral densities
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of the measured signals: that is,

H{f) = 5..f¥Sulf).

.. The h(t) is the inverse transform of

H{(f). In practice, the problem is much
more difficult than this, and the solution is
much more involved than the simple divi-
sion of spectrai densities. It is an inverse
problem which, in general, is ill-posed and
ill-conditioned. Our task, then, is to best
approximate the solution to this problem
by using various forms of regularization
methods. By this, we mean that we
redefine the preblem to remove ill-
conditioning and solve the re-defined
problem. The main issue is to choose a
regularizing scheme that allows us to ob-
tain meaningful solutions.

It i? important to understand what we do
with f1(t) once we calculate it. Currently,
A- and B-scans consist of the distorted y(t)
signals described above. We replace y(!)
with ?r(t) when constructing B- and
C-scans. This improves our 2bility to
interpret the scans.

We have applied several algorithms to
both real and simulated ultrasonic signals
to solve this problem. The digital signal
processing methods include frequency-
domain division, time-domain Wiener
identification with regularization,
frequency-domain Wiener identification
with regularization, and a nonlinear least
squares approach. We have also studied
several more sophizticated algorithms, as
described in [R5,R61.

Bandlimited Spectrum-Extrapolation
Studies. Typical ultrasonic transducers
used for pulse-echo purposes have a
bandpass frequency response that limits
the spectrum X(f) of the interrogating sig-
nal x(#). Due to noise and the fact that the
transducer has such a narrowband re-
sponse, the spectrum takes on significant
values only in some frequency range
(fL.f2). This spectral limiting means that
the frequency response H(f) estimated by
a system-identification algorithm is reliable
only in the frequency band (f1,f2)

(Refs. 12-16). Our goal, then, is to keep
H(f) only in the region (f1,f2) and to
extrapolate H(f) outside (f1,f2). The
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expected benefit is that the extrapolated
impulse response /1.(t) should exhibit
improved spatial resolution of pulses.
Several bandlimited signal-extrapolation
algorithms have been studied in the
literature 22-1¢ Most of them iterate between
the discrete time domain and the discrete
Fourier transform domain with a variation
of the method of alternating orthogonal
projections, All of the techniques produce
good results in the absence of noise but are
not very effective when noise is present.
We use a variation of the method of
alternating orthogonal projections in which
a special adaptive algorithm is used to
reduce the adverse cffects of noise.'* This
regufarization fechnique affows the ex-
trapolation to be completed successfully.
Figure 4 shows the results of applying
the regularized system-identification and
spectrum-extrapolation algorithms to
known layers of Lucite and aluminum. The
goal is to imnprove the temporal resolution

of the reflected signals, therebv improvine
our ability to estimate the layer thickness
by measuring the time delay between
pulses. We also wish to improve our ability
to infer material properties by interpreting
the magnitudes and signs of the pulses.
The ideal impulse response (lower left in
Fig. 4) should be a weighted sum of three
delayed impulses, as shown. The pulses
represent the reflections from the water
Lucite, Lucite-aluminum, and aluminum-
water interfaces, respectively. The raw sis.
nal contains broad, ringing wavelets, ard
the extrapolated impulse response ap-
proximates the ideal impulse response,
showing a significant improvement in tem-
poral resofution. ff the fayers were thinner,
the pulses would overlap, and the im-
proved resolution could be important in
separating the pulses.

Figure 4 shows that the signal processing
improves resolution and interpretability for
this problem. We have obtained consis-

ldeal impulse response, b (1) l

l g

Amplitude

LR

Raw
signal
‘ ko 1 h
Estimaled
impulse
response

i
Lo
A

PR}

S

P

Time

Time

Figure 4. A comparisan of the ideal, measured, and processed signals for an experiment to estimate
layer properties in Lucite and aluminum. The raw signal is distorted and does not correspond to
the ideal signal. The processed signal closely approximates the ideal signal, and is therefore easiey

to interpret.
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tently good results in other experiments.
For example, Fig. 5 shows the experimental
setup we used in a butt weld underbead
expgriment. Figures 6 and 7 show the
results of this experiment, in which we
used an actual programmatic part and ac-
tual laboratory signals with our algorithms.
The improvement in pulse resolution al-
lows us to more accurately measure weld
thickness, which is the prime indicator of
weld integrity for this problem.
Model-Based Estimation of Material
Parameters. The deconvolution and ex-
tmpalation schemes described above have
proved successful in solving certain QNDE
problems [R3, 5-14]. These schemes com-
pris¢ a technique that involves estimating
the impulse response of a system, then
using features of the impulse response to
estimate the properties of acoustic scat-
terers in the material under test. The key

b
I
Tt

Lack of penetration
ﬁ/

Figuze 5. To accurately detect and measure any
lack of penetration in the butt weld, we scan
along the length of the weld to produce a
B-scant image that shows the weld undesbead.
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point is that the technique does not €x-
Plicitly use a physical model for the
material. Instead, it is a nonparametsiC
modeling approach, in which only the data
are used. .

The model-based approach described in
this subsection is more direct. Here w€ use
a priori assumptions or knowledge about
the material along with models of wave
propagation in the medium. We use these
to build an estimator that computes values
of the material properties directly, without
going through the intermediate step of
computing the impulse response. The class
of problems we are attacking, however, 15
more restrictive than the nonparametric
system-identification case, in the sense that
the model-based approach is applied only
to the case of layered media.

Layer problems are important in QNDE
at LLNL and elsewhere. Examples include
butt welds used in waste repository <on-
tainers and those in various weapon$
programs to fuse metals, pinch weld$ ff"'
closing tubes, electronic solid state déevices
composed of layers of silicon and other
materials, diffusion bonds, and the light-
weight graphite-epoxy materials used to
construct mechanical structures.

While extrapolation and Wiener filfer de-
convalution are considered to bé general
signal processing tools, the model-based es-
timation procedure for layered media has
been developed mostly by the reflection
seismology community!™*' Because the
QNDE problem is very similar to that of oil
exploration, we can borrow their merhods.
We are also working on extensions of the
general theory, as well as extensions of the
applications. The mathematics used i$ an
extension of concepts from the estimation
and control theory literature.

The most significant contribution from
seismology is the set of functional equa-
tions that model the wave propagatign 1n a
layered system.”” We assume a lossless
medium being interrogated by a broadband
acoustic pulse applied normal to the
surface layes. Figure 8 shows the layered
medium model we used. The correspond-
ing equation set is
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dik + 1) = = rquk) + (1 + roym(k)

mlk + vy = rd, () + (1 — rua(k)

ok + %) = —ruak) + (1 + r)dy(k)

uk + 1,) = rady(k) + (1 ~ ra) ua(k)

ik + v = — ruyk) + (1 + ro-y) du(k)
vk + v,) = r,d (k)

kY = rantk)y + (1 — ro)(k) @)

where n(#) is the excitation signal (pulse),
armEAg

AR5 thoe sigmal ot deparsi a4 ds

the upgoing signal at layer j, ri{t) is the
reflection coefficient at layer j, and (1) is
the sound wave travel time for layer j,
where j = 0, 2, ..., n. The materials are
assumed lossless, and the excitation signa)
is assumed to be a plane wavefront normal
to the surface.

This equation set, under certain cond;-
tions, reduces to discrete state-space foym,
However, in the practical situation, unlige
the discrete state-space form that is dis-
cretized in uniform time intervals, the
functional equation form is discretized \n
time intervals that represent the time re.
quired for the excitation to travel through

she cormaspumaling dapar This dvaplios dbap

image cangists of broad lines where we would like to see narrow lines depicting the front and haek
surfaces of the weld. One rectified A-scan has been selected out of the B-scan and displayed belgy
the B-scan image. It shows the broad, ringing nature of the measured pulses.
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each layer travel time is a mode] parameter,
which must be estimated. The objective is
to estimate parameters of the layered sys-
tem recursively: starting from the top layer,
estimate 1; and r; then using 7 and r; esti-
mate parameters of the next layer, > and
r;, and continue until the noise level makes
the procedure prohibitive. A basic assump-
tion is that' additive white Gaussian noise
enters the system through the measure-
ment (z(k})). The following sct of equations
relates the set of noisy measurements with
layer travel times.

(0 , j=1
7, = i
| T,',j>1
i=1

A-l( W]

Z(7.3) = |2lta + -1}

Z = }Z(fu), Z(t‘]), e

2ty + Fia)y oo s 2l F 70} . (B)
Because we do not assume any a priori
tnformation about the parameters, a
reasonable criterion for estimation is maxi-
mum likelihood. In the literature,'”2! it is
shown that maximum likelihood estimates

of the parameters Ut laver j may be ob-
tained by first determining the maximum
likelihood estimate of the state waveform
uft), and then estimating the parameters r,
and 1, from the state waveform estimate as
if the state waveform estimate is the output
from layer j.

The connection between the state
waveform and the measurement is given by
the likelihood equation

Lir,7) & max piZ(7, Mr 1. it
rl’Tf
j<i=k
j=12,... (6)

The likelihood estimate for the state
waveform in layer j is obtained by optimiz-
ing the previous likelihood equation with
respect to r; and 7, and solving for the state
waveform. Doing so yields

X [ okt + 7-1) = 1o dy(t)

dt+1) = @ +r_0di 8 = roity . (@)

Figure 7. B-scan showing the extrapolated impulse response estimated for the B-scan of Fig. 6. The
scan is compressed at the top of the image because of limitations in our display package. Note from
the narrow lines in the B-scan and the narrow pulses in the displayed A-scan that the range
resolution has been enhanced, making weld depth measurements easier to determine.
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The relation of states and parameters is
manifest through the likelihood expression

T, T,
L,‘(p"I,B”) = max J '[ n
pfhk>1 - 0 0 | u’{t)

",
- E,! pam(t = 6,1 Ki ' (¢ = 5) il s)
- El pamls — 0 )t ds ] . (8

where

,F
b ke DK; 't = s)dt = 8(s = D)

O0=<si=sT . )]

Optimization of this expression leads to
likelihood estimates for the parameters,
which are

k) y®
T
: .
dy (k)
1
l ll(k) r
1
ds (k) i
T2 I
l a3 (k)
2
dy (k)

| .

Figure 8. Diagram of a layered medium
showing the excilation pulse, downgoing and
upgoing waves, reflection coefficients, and
layer travel times associated with the idealized
model in Eq. (4).

A 6]1

! i-1
Ila+n
k=

=0

-1
6” - 2 :rk
7, = ———Tk:'— = L2 (10)

The model-based parameter estimator
uses a two-step process (see Fig. 9). First, we
estimate the upward propagating wave 1,
and the downward propagating wave d, for
layer j. These are used to estimate the reflec-
tion coeliicient 7, and the layer .ol Line 5,
for layer j. This process proceeds recursively
through the layers, until no more layers are
detected.

We performed a controlled experiment to
estimate the reflection coefficient and travel
times of layers of fused quartz and water.
Figure 10(a) shows the experimental setup,
while Fig. 10(b) shows the raw measured
signal. The ideal and estimated layer
parameters are presented in Table 1. We see
that the time delay (layer thickness) esti-
mates are quite satisfactory, but the reflec-
tion coefficient estimates are not nearly as
good because the mode} assumes lossless
layers, and the actual layers are lossy. In
FY 87, we plan to model material losses in an

Signal
informatio:1
L a‘ '?
Input State __:_ Paranieter] | _.}
Measurement — w4 €siimator ai estimator 7
Layer processing algorithm

Figure 9. The model-based parameter estimator
uses a two-step process. First, the upward
propagation wave #; and thc downward
propagating wave d; for layer j are esiimated.
These ate used to estimate the reflection coeffi-
cient r; and the layer travel time 7, for layer j.
This process proceeds recursively through the
layers until no more layers are detected.
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attemnpt to improve the reflection coefficient
estimates.

Task IV: Pulse Preshaping

After iong delays in obtaining a pulser
system from one vendor, we ordered a
programmable pulse generator from another
vendor, which arrived in April 1986. Given a
discrete-time waveform (from a computer

disk file, for example) this pulser will
produce a corresponding analog signal with
the same shape and properties. Thus, if we
can calculate an appropriate input signal for
the pulser, we can use the configuration in
Fig. 11 to attempt to produce a sound field
mcasurement that is approximately impul-
sive when a reference scatterer is being used.
Our goal is to minimize the mean square er-
ror between the measured waveform and the

2 {b) | ] [
15 —
(a) Transducer
! ] 1] —
5
" w
°
Fused T 2 0 J
quartz 1 B
. B
tr s
T2 i
ra § -0 —_
Fused z
quartz 3
-15 || —
fa
20 -
2 | | 1 |
0 200 400 600 800 1000
Sample pumber (propoctional f0 time)

Figure 10. (a) The experimental setup (in a water bath) used to estimate reflection coefficients and
layer thicknesses (travel times} for layers of fused quartz and watex. (b) The raw signal measured

from the layered medium in 10(a).

Table 1. The ideal and estimated reflection coefficients and travel limes for the layers of fused
quartz and water described in Fig. 10, The symbol j denotes the layer index.

Reflection coefficient Travel time
Layer index (/) Ideal (r} Estimated (7)) Ideal (1)) Estimated (7))
Q 0.66 0.66 — —
1 —0.66 -0.60 138 139
2 0.66 0.31 2175 217.5
3 =0.66 -0.50 9.5 98
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desired waveform (chosen to approximate an
ideal pulse). This represents an approach op-
posite to that of the deconvolution method
We were able to interface the pulser to our
minicomputer (a software and hardware ef-
fort} and obtain ultrasonic measurements.
We performed experiments with known ma-
terials, and through off-line computations,

we were able to produce a compensated
measurement signal that closely resembled
an impulse (see Fig. 12), which was our goal.
These are preliminary results, however, and
in the next year, we hope to generalize the
method and expand the applications to more
of the actua! materials we test in the
laboratory.

Programmable
pulser

[—'F

[ro——— -—

y A

.
Transducer | 5. | Propagation Flaw Propagation Transducer
T P P : ! " P[FZ - T -
Compensator | Esror : +

Figure 11. The general pulse preshaping concept uses a programmable pulser to drive the acoustic
system under test. Given a discrete-time waveform, the pulser produces the correspending analog
waveform. The goal is to minimize the mean square error between the measured waveform and the

desired waveform.

Compensated
measurement

Figure 12. The results of
preliminary pulse pre-
shaping experiments are
encouraging. We were

Puiser Measured

output reflection from
fused quartz

Time Time

_—.ﬂr

able to create a sound
field that approximates
an ideal impulse,

Time
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Preshaping the initial pulse has worked
very well. We were able to load a Gaussian
pulse into a computer file, download that to
the waveform generator, and send it to the
transducer. To test the accuracy of the result-
ing mechanical response, Cook suggested
and carried out an experiment to determine
the system response and the scattering
results from a solid elastic sphere.

Cook assumes that the response of a
transducer to a unipolar pulse is bipolar due
to the mechanics of the problem. Figure 13
shows that if the crystal backing is a perfect
absorber, there will still be a rarefaction from
the back face in addition to the compression
from the front face. Water should behave the
same way for nonfinite amplitude waves, so
the generated pulse is differentiated once by
the transducer, once by the water, and again
by the transducer. The calibrating experi-
ment used a single transducer in a pulse-
echo arrangement, and the assumption was
made that the reflection from a flat, smooth
wall of fused silica would not differentiate.
Next, a steel ball was used as a target, and
once again the pulse was differentiated by
the transducer, the water, the water after the
scattering, and the transducer. When the sig-
nals were integrated, a rounded sha
whose time dimensions multiplied by the

Tanaduces ,.,.,.,,.,..i.,v;:
n n '
1]l I "—’1
1] I l |
[ 1 {1 I
[ [ I
] P [ 1
N I
I} |
e I
Py 11 £Rarefaction
L ||  (eft expansion face)

W\éﬂ{:‘uhn

Figure 13. Unipolar input to a perfectly backed
piezoelectric crystal results in bipolar output.
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wavespeed in water were in good agreement
with the actual dimensions of the sphere.
The preshaping system seems to work, and
the next problem is how to determine the op-
timum initial shape for a given problem.

Future Work

This is the second year of a proposed
three-year research project. Tasks [ and I are
scheduled for completion at the end of
FY 86. We propose to continue Tasks 111 and
IV in FY 87 but we have restructured and
renamed them to reflect their changing em-
phasis, and to avoid confusion with our
previous projects.

Task A, Resolution Enhancement. We
shall focus on two main areas: (1) In model-
based estimation for acoustic scattering, we
propose to extend our current algorithms to
model the cases of lossy systems, dispersive
systems, and non-normal incidence of the
driving signal, in order of difficulty. (2) We
will use our new programmable pulser in
laboratory experiments to produce impulsive
sound fields. We will also purchase fwith the
help of capital equipment money from an-
other request) and test a programmable
computer-controlied amplifier and data ac-
quisition system. We propose to test and
evaluate the hardware, develop signal pro-
cessing algorithms, and establish procedures
for testing various types of materials,

Task B, Real-Time Processing. This is a
technology transfer effort designed to con-
vert our successful processing algorithms
(which are computationally intensive) to
a near real-time or interactive form for
everyday use in programmatic applica-
tions. This will use special real-time signal
processing hardware along with efficient
algorithms.

Qutside Contacts

We have interacted with three consultants
regarding this work.
® B. D. Cook (University of Houston). Pro-
fessor Cook has visited LLNL several times.
Discussions pertained to system-identi-
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fication, extrapolation, the AMS problem,
layer problems, and pulse preprocessing.
Cook also performed experiments and
processed data. He has written several
reports and papers [R1,2,5,6,9~13,15,16].

® L. Adler (Ohio State University). Professor
Adler visited LLNL twice. Discussions per-
tained to plans for system-identification
work and methods for layer-problem analy-
sis. Adler and D. K. Lewis have produced
four reports [R17-20].

® R. Weglein {an independent consultant).
Weglein has consulted with us for the last
three years. This year he worked with D. K.
Lewis and S. E. Benson in the development
of AMS techniques. He has written two
reports for this project [R4,21].

Financial Status

Total expenditures on this project during
FY B6 were $230 000.
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Development of Centrifuge Modeling for
Evaluating the Mechanisms of Collapse of
Underground Openings

B. C. Davis B. L. Kutter

Nuclear Test Engineering Division Department of Civil Engineering
University of Califorma, Davis

L. Chang

Department of Civil Engineering
University of California, Davis

Improved prediction of surface collapse above an underground cavity is important in
many LLNL programs, including nuclear testing. To improve our predictive capability
it is necessary to achieve a better understanding of the mechanisms involved in the
process of collapse. Our research aims to develop the centrifuge technique for model-
ing mechanisms of underground collapse in soil. We will also evaluate the adequacy of
existing constitutive models of soil in relation to the problem of underground collapse.

During FY 86, using the centrifuge at U.C. Davis, we developed the basic centrifugal
modeling technique and conducted tests, which included analytical modeling with the
code NIKE2D. Our initial results indicate that the effects of various important parame-
ters can be identified. We will work toward quantification of these effects in FY 87 and

will continue modeling with NIKE2D.

Introduction

The objective of this research is to develop
the centrifuge technique for modeling mech-
anisms of collapse in undergound openings
in soil, and also to evaluate the adequacy of
existing constitutive models of soil for use in
modeling this type of collapse.

When an opening is excavated in a
geologic medium, the load formerly carried
by the excavated material will be shared
by media surrounding the opening and sup-
port forces within the opening,. If strains
within the elastic limit are generated, this
redistribution of stress can be readily ap-
proximated with elastic theory, physical
models, or numerical techniques. However,
the geometry of stress redistribution and
the resulting deformations are difficult to
calculate when large, nonlinear strains are
involved because of the complex interaction
of the various mechanisms that come into
play. As a consequence, we cannot now
adequately predict what happens when col-
lapse occurs.

in connection with a quasi-static formula-
tion of the underground collapse problem,
we are currently (FY 86) investigating
various model parameters, including the
strength parameters of the surrounding
geologic media, the distance of the opening
below ground surface, and the effect of
gravity on these parameters, as well as the
boundary effect of the scale modeling. In
FY 87 we will expand our research by in-
creasing the sophistication of our model. The
new, more complex model will incorporate
additional parameters such as changes in
opening geometry, added geofogical
features, changes in initial stress field, and
added complexity in the opening’s surface.
We will also identify an appropriate con-
stitutive soil model for use with°"NIKE2D, a
finite element code used to analyze the stress
response of hwo-dimensional axisymmetric
solids.

In FY 86 we initiated the centrifuge scale-
modeling research using the Schaevitz
Centrifuge (see Table 1) at the University of
California, Davis, with joint funding by the
Engineering Research Program and the Nu-
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clear Test Program. In FY 87 we will continue
to use the Schaevitz Centrifuge, and also
plan to use the National Geotechnical
Centrifuge, the largest machine of its kind in
the world, which will allow evaluation of
larger models.

Technical Sfatus

Centrifuge Modeling

Scale model tests, if carefully conducted,
can provide useful data when full-scale
results are difficult or impossible to obtain,
In scale model tests involving problems such
as underground collapse where %ravity is a
major driving force, the forces of gravity
must be scaled to make the model simulate
the actual event or prototype. Gravity can be
scaled by placing the models in a centrifuge,
where they are subjected to a steady
centripetal acceleration many times greater
than the earth’s gravity.

Table 1. Specifications of UC Davis centrifuges.

Radius to surface of platform 30 ft
Max. area of model 6x7ft
Max. height of sample 5t

Max. pavload mass 4 tons
Max. acceleration (estimated)

1987 g

1988 100 g

1990 g
Radius to surface of platform 43 in.
Max. area of model 18 x 18in.

Max. height of sample {approx) 16 in.

Max. capacity
(sample weight x acceleration} 10,000 g-lb
{e.g. 100 1b x
100 g)
Max. acceleration 175¢g
Radius to surface of drum 2 ft
Circumference of model 1261t
Width of madel 10 in.
Max. height of sample 6 in.
Max. payload mass 600 Ib
Max. acceleration 300 g

* Model is continuous around circumference of centrifuge.
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We also consider other factors in our effort
to maintain similarity between model and
prototype. Mechanical properties such as
permeability, shear strer:gth, density, and
moduli must be the same in the model as in
the prototype. The stress fields in the model
and prototype must also be the same, since
the mechanical properties of the model are
highly dependent on the confining pres-
sures. For example, using the traditional
Mohr-Coulomb equation:

w=c+o,tand , (1)

the shear stress on a failure plane 7 is
defined as a function of two soil parameters,
namely the cohesion (¢) and the friction an-
gle (b), where the frictional contribution to
the strength is proportional to ,,, the normal
stress on the failure plane.

Accurate modeling also requires that the
mechanical properties of the model maintain
an appropriate stress dependence to the
prototype. As an example of stress depen-
dence, particulate geologic media such as
sand and soil tend to change volume (dilate
ar contract) during shear in a nonlinear and
stress-dependent fashion. Thus the condi-
tion of identical stress is imposed:

Crnodel / Tprototype = o*=1 . (2

This condition of identical stress leads to a
set of scaling ratios (see Table 2), which must
be maintained.

Limitations of Centrifuge Modeling

When applying the scaling laws to a partic-
ular problem, the researcher must keep in
mind certain important limitations of cen-
trifugal modeling. For example, the largest
soil particle size must be much smaller than
the critical, i.e., smallest mode] dimension.
If this condition is not met, then the parti-
cle size must be scaled as all other dimen-
sions are scaled, with special effort taken
to maintain a similarity of the mechanical
properties of the model soil (with adjusted
grain size) to those of the prototype soil.

In addition, the centrifuge produces a non-
uniform radial acceleration field proportional
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to the radius of rotation. This means that the
bottom of the model will be subjected to
greater acceleration than the top. To mini-
mize errors due to this nonuniform
acceleration field, we keep the mode! dimen-
sions much smaller than the centrifuge
radius.

Relative motion within a model in a
rotating reference frame can cause Coriolis
accelerations, These accelerations are
equal to

Acor = 2w Veel (3)

where w is the angular velocity of the
centrifuge. These forces are generally insip-
nificant for quasi-static problems when v, is
very small and also for most dynamic prob-
lems when the model accelerations or the
model gravity factor is much greater than the
Coriolis accelerations.

These limitations, and other possible
scaling or boundary effects, indicate that
centrifugal modeling should be verified by a
mode] study that validates the modeling
laws for the particular problem being stud-
ied. The best check on scaling laws would be
a comparison to full-scale test data, but this
is usually not possible. An alternative
method evaluates the scaling laws by per-
forming the same test at different scale
factors. The testing of two different scale

meodels is called “modeling of models.” If
both models predict the same prototype
behavior, then the scaling laws and test pro-
cedure are verified over the range of scale
factors spanned by the models. This method
was used to test model cavities of 2-in.
diameter and 6-in. depth at 38 g (N = 38),
and cavities of 1-in. diameter and 6-in. depth
at76 g (N = 76). The 1-in, cavity was used as
a model of the 2-in. cavity, and both repre-
sent a prototype cavity of 76-in. diameter
and 228-in. depth. The test results validated
the modeling laws as applied in the experi-
ments reported here.

Experimental Program

QOur tests begin with a container (the
so-called model bucket or sample bucket)
holding sand or alluvium soil, whose rele-
vant properties, such as particle size, are
carefully controlled. A schematic view of the
test arrangement is shown in Fig. 1. The un-
derground opening is simulated by a model
cavity (MC), which is a rubber bag filled with
water and buried in the sand or soil at the
appropriate depth. To balance the soil over
burden pressure on the MC and prevent its
premature collapse, an appropriate water
level is set in the supply reservoir with vaive
SV1 open and valve SV2 closed. During tests
the water level in the supply reservoir and

For all events For dynamic events Table 2. Summary of
Model dimenaion Model dimension  BFavity-scaling ratios.
Farameter Frototype disension Pacameter Prototype dimmension
Stress 1 Time N
Strain 1 Frequency N
Length /N Yelocity 1
Area 1UN? Acceleration N
Volume UN? Strain rate N
Mass UN?
Density 1
Force 1N?
For self weight Fac diffusion events
Time Nat applicable  Time N?
Acceleration N Velocity N2
Acceleration N3
Strain rate N?

Note: This table assumes that the model and prototype are constructed of material with
identical mechanical properties; that the rate of strain does not affect the mechanical
properties; and that no two important scaling ratios are conflicting.
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the pressure in the MC are monitored by
pressure transducers. With this arrangement
the increase in overburden pressure as the
centrifuge comes up to speed is exactly bal-
anced by the accompanying increase in
hydrostatic pressure inside the MC. After
the centrifuge reaches the desired accelera-
tion, S¥1 is closed. To initiate the collapse of
the MC, 5V2 is opened for short intervals,
letting water drain from the MC into the col-
lection reservoir, whose volume is monitored
by another pressure transducer. The flow
restriction shown at A prevents oscillations
in the system due to the operation of SV2.
Figure 2 shows the test setup in place on the
Schaevitz centrifuge at U.C. Davis, and
Table 3 summarizes conditions and crater
data for the 17 tests performed thus far.

‘Test Procedure

The tests were performed in Monterey 0/30
sand or Nevada Test Site (NTS) Area 2 al-
Iuvium. The NTS alluvium provided to us

contained a significant amount of gravel and
small boulders. We removed all particles
larger than 0.2 in. by sieving to produce the
grain size distribution labeled “coarse al-
luvium” in Fig. 3. This soil was used for most
of the tests requiring a cavity of 2-in.
diameter. For tests with a cavity of 1-in.
diameter the alluvium was further sieved,
removing all particles larger than (.11 in., to
produce the grain size distribution labeled
“fine alluvium” in Fig. 3, which also includes
the grain size distribution for the Monterey
sand. Table 4 summarizes some representa-
tive triaxial test results for these soils.
Before the soil was placed in the model
bucket, the rubber bag was installed near the
Plexiglas window. A pluviator was then used
to place the Monterey sand at a uniform den-
sity. Diee to the gravel content of the NTS
alluvium, a hand-pouring method was used
for this material to avoid possible damage to
the pluviator. The alluvium was poured from
a height of about 10 in. from the top of the
model bucket. When the model bucket was

i

SR
(Water)

i

Figure 1. Schematic view of the test setup.
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half full, it was vibrated at 65-68 He for

15 min and ther the bucket was completely
filled and vibrated again. In some tests
(CC1-CC13, and also CC16-17 of Table 3) thin
layers of an oil-based clay were used to indi-
cate the deformation pattern. Colored
alluvium was used for this purpose in tests
CC14-CC15.

We recorded pressure changes throughout
each test using pressure transducer PT2,
which gives pressure in the model cavity (see
Fig. 1). A typical test sequence is divided
into five major segments, which are
separated by significant periods of time, rep-
resented by breaks in the curve (see Fig. 4).
Pressure data during these intervening

Figure 2. Test setup in-
stalled in the Schaevitz
centrifuge.

Table 3. Summary of test conditions and crater data.

Test Soil - Degree of Crater volume  Cavity volume
description density Centrifuge saturation (initial change (initial
Test code” b/ acceleration (%) cavily volume) cavity volume)
cC1 S3H2 109.7 76.5 0 -_— —_
cC2 S3H2 107.4 76.5 0 0.50 —
a3 S3H2 1119 76.5 0 0.45 0.78
cC4 S6H2 111.7 828 0 0.24 0.58
<Cs 8652 110.6 828 [ 0.44 0.80
CcCoé CoHZ 96.7 82.8 0 N33 0.72
cC7 CoH2 101.0 828 0 0.52 0.67
<C8 F6H1 99.0 B2.8 0 0 0.97
CcC9 F3H1 100.0 76.5 [\] 0 0.93
CCl10 F6H2 100.3 38.2 0 0.26 0.93
CcCn C6H2 100.0 38.2 0 0.12 0.87
CC12 F3H1 1024 76.5 0 0.24 0.71
CC13 F3H1 102.4 76.5 [} D.38 0.67
cC14 CeH2 96.8 38.3 0 0 0.44
CC15 C6H2 93.9 38.3 0 0.19 0.58
CClé Cé6H2 109.9 38.3 48 0 0.51
cC17 C6H2 124.1 383 100 0 .87

* This is an average degree of saturation. The water content actually increases with depth from about 8 lo 14%.

P Test deseription code: e.g., SiH ,_,r
Soil Type J LI
S = Monterey 0/30 Sand Cavity Depth
C = Coarse Alluvium int Incles

F = Fine Alluvium

Cavity Shape and Location
H = Hemispherically placed against window.
S =Spherical in middle of sample.

Cavity Diameter
irt Inclies
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Figure 3. Grain size

distribution of experimen- ASTM Siuve Sizes
ta] spils. No.4 No.®  No.20 No. 40 No, 100 No- 200
0 l T [
v Monterey 0430 sand
80 0 Coarse alluvium (NTS) _|
© Fine alluvium (NTS)
§er
E n B
b
o.
» 1 : o’
Grain size (mm)
Tablé 4- Summary of ] Confining  Peak friction  Young's
triaxizl test results. Density pressure .mzle mﬂg'}’“’
v o3 .
Seil ALY {psi) (degrees) (psi)
Fine alluvium 90 14.0 12 1790
90 7.2 44 2740
Monterey 0/30 106 3.0 52.4
106 7.7 46.1
106 14.5 45,92
106 29.0 44.9
106 58.0 43.4
106 100.0 41.9
11711717 1T 71 I

Pressurc at P12 (psi}

oAl 1 NN W S T T S N VO T R N T
50 secidiv © 10 sec/div rime

Figure 4- Typical test sequence as recorded at pressure transducer PT2.

132



Others

periods are not relevant to the tests and are
not shown.

At A in the test sequence (see Fig. 4} the
centrifuge is at rest, and PT2 shows only a
small pressure due to earth’s gravity acting
on the column of water in the supply reser
voir. As the centrifuge speedsup to 21 g
(136 rpm) the pressure increases. This speed
is maintained from B to C and then increases
t0 38 g (185 rpm) at D. Here, at the first break
in the curve, the time scale changes from 50
to 10 s/div. Then valve SV1 closes, producing
a small pulse of pressure at E. After another
interval, F marks the beginning of the
opening and closing sequence for valve SV2.
Each steep segment of the pressure curve
(e.g., FG, H]) shows when SV2 was briefly
opened for less than 1 s, allowing a small
amount of water to drain from the MC. The
valve is then closed, and the pressure
gradually increases until the next time 5V2 is
opened. This increase in pressure is caused
by a subsidence of the soil around the MC,
which reapplies soil pressure to the cavity.

At the beginning of the test sequence (FG)
the soil surrounding the MC has only a
moderate stress and is consequently quite
stiff, taking a relatively long time to deform
and transfer soil pressure to the cavity. How-
ever, as the opening-closing cycle continues
to LM, soil pressures approach the collapse
point. Now the soil is in a state of failure and
no longer holds its shape, transferring soil
pressure immediately to the cavity. This state
is reflected in the pressure curve, which
shows only a small pressure decrease as
valve SV2 is opened. The experiment ends
when no further volume change is recorded
in the collecting reservoir, indicating the final
stage of collapse. At this point (F, Fig. 4) the
centrifuge is turned off and coasts to a

stop (Q).

Mechanisms of Callapse

One advantage of centrifuge testing is the
easy observation of deformation mecha-
nisms. We observed two major modes of
collapse, each of which showed slight varia-
tions. Nearly all the tests exhibited collapse
by Mode 1 [Figs. 5(a) and 6(a)]. As the test

progressed and cavity pressure decreased,
the zone of soil affected by the collapse
gradually increased, causing a decrease in
cavity volume until stage D is reached, repre-
senting surface cratering. Some tests
progressed only as far as stage B. Many pa-
rameters influence the ultimate development
of the collapse, including soil type, soil grain
size, moisture content, cavity depth and
diameter. and differing boundary
conditions.

In Fig. 6(a) the zone of soil affected by the
collapse is bounded by solid vertical lines.
This zone decreases in width (W) as the
elevation above the cavity increases. At stage
C [Fig. 6(a)] the effects of the collapse reach
the surface. At this point the width of the af-
fected zone starts to increase and a surface
crater begins to form. We found that the
width of the affected zone was influenced by
depth of cavity, soil grain size, soil density,

S~ e

Figure 5. Types of deformation ebserved in
(a) tests CC1 through CC15 and (b} tests CCI6
and CC17.
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and moisture content. The zone of affected
soil was narrowest with coarse grained al-
luvium, high density, and high centrifuge
acceleration. A quantitative treatment of
these effects requires further study.

The Plexiglas viewing window may affect
the deformation patterns we observed. Fric-
tion may reduce the settlement close to the
window [View D’-D, Fig. 6(a)], so displace-
ments measured at the window may not be
the actual maximum displacements. This is
substantiated by the behavior of the rubber
bag, which does not seem to have com-
pletely collapsed when viewed through the
window. However, excavation after the test

shows that the bag does totally collapse, but
always folds back on itself [View D'-D",
Fig. 6(a)].

A different failure mode was seen in a test
with partially saturated soil [Figs. 5(b) and
6(b)]. In these tests soil collapse was limited
and a new, arch-shaped cavity was formed.
The free arch around the new cavity is char
acteristic of frictional material with some
degree of cohesion, which in this case was
apparently due to moisture accompanied by
tensional stresses in the pore fluid. In the
case of partially saturated soil above a water
table, the total stress on the soil grains is
given by:

Maode 1 collapse mechaniom Made II collapse saechaniom
(pactially saturaled soll)
A
P =3 7N =
{ ] { ] () - ( )
g | - e - —— AN——
A B A B
New
D'.—' C'——l a;\"’ /m
M AN y,
/ N
[ A/
=} M~ 3
@) ! ik i () i
N NS B
1
D ~—ro P
C D C cc

Figure 6. Mode of collapse observed in (a, *ests CC1 through CC15 and (b) tests CC16 and CC17.
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ec=0¢ +u , 4)

where o’ is the effective normal stress on the
soil grains, and u is the pore water pressure.
For the above condition, if compressive
stresses are taken to be positive, then the
pore water pressure is negative. Thus even
with zero total stress, there is a positive ef-
fective stress, which can give rise to frictional
shear strength.

For a frictional material, the shear strength
is given by the Mohr-Coulomb equation

s=cghtand , (5)

which allows for a positive shear strength (s)
if the effective normal stress (o'},) is positive.
As indicated in Eq. (5), this can occur when
the pore pressure is negative even if the total
normal stress (o) is zero. This relationship is
relevant to test CC1é6. In this test the cavity
pressure was reduced, but no collapse
occurred because the soil had sufficient
apparent cohesion to support an arch. Then
water was added to the sample bucket,
raising the water table. As the water table
rose the degree of saturation increased and
the negative pressure decreased until the ap-
parent cohesion was reduced to a critical

level. At this point the arch failed and soil
slumped into the cavity. Presumably this
would lead to a migration of the arch col-
Iapse to the surface if the water table
were raised sufficiently.

Test Resuits

Table 3 summarizes the crater volumes for
all tests, normalized by the initial voluraes of
the cavities. We found that the cavities did
not ever collapse totally. Volume of the
cavities after the tests was determined by
submerging the rubber bag and measuring
the volume it displaced. Table 3 also gives
the relationship between crater volume and
cavity volume change for all tests (see also
Fig. 7). We found that the crater volumes
were always less than the changes in cavity
volume. Presumebly this result is due to dila-
ticn of the soil as it settled into the cavity.

The graphical representation of our results
(Fig. 7) shows considerable scatter, which
may result from at least two factors. There
was some variability in the test system as it
evolved during the first six tests, causing sig-
nificant changes in experimental procedure
and sample preparation. Another factor
could be variations in soil parameters. How-

Figure 7, Crater volume vs

| ! —|  change in cavity volume
Y, Modeling of {normalized values).

s Test number  —
& Data point
2" Cavity diameter

r
G\ 05 es 07 r 2
AV, - velume

i
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ever, the last four “medeling of modeis”
tests (CC12—-CC15) appear to indicate that a
significant relationship exists between cavity
volume change and crater volume. Further
testing is needed to confirm this relationship
and the validity of the following general con-
clusions, which are based on our present
crater and cavity volume measurements.

A number of tests were identical except for
differences in soil density (CC6 and CC7;
CC9, CC12, and CC13; CC14 and CC15).
These tests showed that denser soil pro-
duced a larger crater. This result is contrary
to intuition, which would suggest that a
dense soil would dilate more than a loose soil
and produce, under equivalent circum-
stances, a smaller crater. We further
conclude that gravity appears to have a con-
siderable influence on crater volume. At high

centrifuge accelerations, crater volumes are
larger (comparing test CC7 at 82.8 g with
tests CC11, CCl4, and CC15 at 38.3 g). Tests
CCleé (moist soil) and CC17 (saturated soil)
did not produce craters, probably due to
water-induced soil cohesion as previously
discussed.

Relationship of Cavity
Pressure to Volume Change

We have compared normalized pressure
in the model cavity to normalized change
in cavity volume (Figs. 8 and 9). The
normalized cavity volume is simply the
change in cavity volume (3V) divided by the
initial cavity volume (V). The normalized
pressure, which we interpret as a measure of
the driving force causing collapse, was ob-

1.25 T T T
100 a CC12(17) -
A CCBQ)
§ o CC1 (2°)
i ® CCI15(2°)
2 i a7 N
[
E um N
B
I |
: | |
. .
o "’
A
_azs 1 i |
| €2 a4 48 [ 1]

AV Chasge in cavity volome

v

Tnitial cavity velume

Flgure 8, Mmlmum cavnty presérdreﬂ\'rs éhaﬁge in cavity volume (normalized) for ﬁloaeﬁﬁg of ﬁbd&

tests (CC12 through 15).
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tained by dividing the minimum cavity
pressure seen up to that moment in the ex-
periment by the overburden pressure at the
midpoint of i.e cavity, using the equation

P =[ppz ~ Nvh]/Nyz , (6)

where ppy2 is the minimum cavity pressure
recorded by transducer PT2 prior to collapse
(see Fig. 1), N is the cenirifuge acceleration,
Yw is the unit weight of waterat 1 g, /i is the
difference in radius between PT2 and the
center of the cavity, v is the unit weight of
the soil, and z is the depth from the surface
to the center of the cavity. The minimum
pressure reading was used because it was
felt that the greatest proportion of cavity col-

lapse seen at any point in the experiment
would have been caused by the lowest previ-
ously observed value of internal cavity
pressure.

The results of the final four tests con-
ducted in dry alluvium are shown in Fig. 8.
Tests CC12 and CC13 used fine alluvium, an
acceleration of 76.5 g, and cavities of 1-in.
diameter and 3-in. depth; tests CC14 and
CC15 used coarse alluvium, an acceleration
of 38.2 g, and cavities of 2-in. diameter and
é-in. depth. These tests, representing a
“modeling of models” for a prototype cavity
of 76.5-in. diameter and 230-in. depth,
should give identical results, and in fact the
normalized pressure histories as shown in
Fig. 8 are very similar.

08

05—

Overburden pressure

Minimum previous cavity pressure

|l

L I I

0 CCle1
a CCl6-2
o CC17

Change in cavity volume

Initial cavity volume

Figure 9. Minimum cavity pressure vs change in cavity volume (normalized) for partially saturated

and saturated soil (CC16, CC17).
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It is notabie ihat visible signs of collapse
begin when P* approaches 0.35 to 0.40. As P*
approaches zero collapse continues, causing
little change in pressure. Apparently a very
small pressure is sufficient to support a
cavity on the verge of collapse. The negative-
trending values of P* near the end of the
tests are an artifact of the calculations used to
derive P*, since the actual prassure inside the
bottom of the MC never falls below zero.

The pressure-volume relationships for
tests in saturated and partially saturated soil
are somewhat different (Fig. 9). In saturated
soil, collapse occurred at a higher pressure,
corresponding roughly to the pore water
pressure.

Numerical Modeling

We compared calculations from code
NIKE2D with our experimental results. The
NIKE2D code, written by J. Hallquist, can
model large elastic-plastic deformations,
variable material properties, and sliding in-
terfaces. Figure 10 shows an example of
NIKE2D modeling on a cavity.of 1-in.
diameter at a depth of 3 in. The NIKE2D
code does not yet model underground col-
[apse accurately. It is limited by the resident
elastic-plastic Von Mises model, which does
not account for yield as a function of the
confining stress. This problem is com-
pounded by the reduction in normal stresses

4 :r L J F_r_, ] =
- A
i T
§2 = e
1
E ==
0‘° 1 2 3 4 _ 5

Width (in.)

Figure 10. Example of NIKE2D modeling using
von Mises criteria.
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during collapse, which causes a strength re-
duction in frictional soil. The present version
of NIKE2D also does not simulate the dila-
tion or contraction of soil that occurs during
the collapse process. We plan to add a
bounding surface constitutive model to
NIKE2D to accommodate these problems,
which are unique to particulate materials.

Conclusions

We have devised a method for centrifugal
gravity-scale modeling of the collapse of an
underground opening. Our experiments
have validated our methodology, showing
that results are replicable and that parametric
studies can now be conducted to evaluate
the influence of various relevant parameters
on the collapse process. One of our ob-
jectives for FY 87 is to produce a quantitative
definition of the contribution of various pa-
rameters to the dynamics of underground
collapse. This will in turn permit more accu-
rate numerical modeling.

Future Work

In the coming fiscal year (FY 87) we planto
run experiments that will verify certain gen-
eral conclusions concerning the effects of
important parameters. We will then be able
to undertake further experiments, which will
add geologic and geometric complexity to
the model, including addition of geologic
structure, changes in cavity and opening
geometry, changes in the initial stress field,
and variations in the strength of the cavity
surface.

We also plan an evaluation of a con-
stitutive mode] that will lead to enhancement
of the existing code NIKE2D. We intend to
move the centrifuge modeling to the Na-
tional Geotechnical Centrifuge, which
provides the capability of modeling much
larger prototypes.

Outside Contacts

This project is a joint verture with the Uni-
versity of California, Davis, and benefits
from the expertise of Dr. Bruce L. Kutter, an
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assistant professor at that institution. The
project has also benefitted from discussions
with Dr. James A. Cheney of U.C. Davis and
Lewis Thigpen of LLNL. In addition, the
project has funded a graduate student,
Lawrence Chang, who will use the research
for his M. A. thesis.
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Isothermal Compressor/Gas-Bubble to

Liquid Heat Exchanger (ICHX)

G. L. Johnson
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University of California, Davis

The cost of a fusion reactor would be reduced by replacing helium compressors and
intercoolers with an isothermal liquid jet compressor and direct-contact heat exchanger
(ICHX). The ICHX is fundamentaliy a water-jet ejector coupled to a water-circulating
and heat-removal system. Analytical modeling and small-scale tests indicate that none
of the ICHX configurations we investigated had efficiencies high enough to be useful in

the proposed application.

Introduction

Thermal-conversion powerplant designs
assaciated with fusion reactors tend to be
very costly. For example, closed-cycle gas
turbines using helium in a Brayton cycle
have been suggested as part of a tandem-
mirror fusion reactor. Such turbomachinery
and the associated heat exchangers are ex-
pensive, and their efficiency depends on
complex technology. We propose to replace
the compressors and intercoolers with a
simpler and cheaper, albeit less efficient,
isothermal liquid jet compressor and direci-
contact heat exchanger system (ICHX).

This concept was originally proposed by
Dr. G. Logan. The first phase of the appara-
tus design and assembly for this research
project was completed by W. Neef with the
assistance of B. Meyers and ]. Pitts.

The ICHX (Fig. 1} would replace the con-
ventional components shown in the upper
shaded area; it has fewer moving parts and
thus fewer sealing problems than conven-
tional turbomachinery. Its greater potential
for modularity permits a simpler plant
design. Initial cost and maintenance of a lig-
uid jet compressor should be significantly
reduced in comparison to conventional com-
ponents. In addition, the liquid-liquid heat
exchanger would be much smaller and less
expensive than the gas-liquid interccolers
and precooler.
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A liquid-jet compressor (LJC) couples a
water-jet ejector to a water circulating system
(Fig. 2). Helium gas from the helium
turbines and regenerator is injected at the
entrance to the ejector throat along with a jet
of liquid water. The incoming gas is com-
pressed by quasi-isothermal mixing with the
liquid jet, which has a high kinetic energy.

The gas and water entering the compres-
sor do not mix immediately. In the entrance
zone the gas and water remain essentially
separate, although a gas boundary layer
develops on the wall, and interfacial shear
forces act between the surface of the liquid
jet and the gas annulus. Within the throat
but prior to the mixing zone, wave distur-
bances on the jet may reach critical
magnitude, causing the jet to shed droplets
into the annular space. As the flow proceeds
through the compressor, the liquid jet loses
more and more mass anc. ultimately
disperses.

In the mixing zone the droplets compress
the gas by exchanging energy with it. Down-
stream from the mixing zone these droplets
coalesce, and the liquid becomes a contin-
uous phase containing finely dispersed gas
bubbles, in contrast to the annular flow
upstream where the gas is the continuots
phase. The diffuser at the exit of the venturi
converts much of the remaining kinetic en-
ergy of the bubbly mixture to a higher, static
pressure. In our proposed application, the
gas and liquid are then separated in the
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Figure 1. Compatison of ICHX with conventional compressor/intercooler.
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Figure 2. Schematic view of liquid-jet compressor (LJC).
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ICHX system, and the compressed helium
enters the regenerator (Fig. 1).

In FY 85 we reviewed this concept with Dr.
R. G. Cunningham!~ and L. Hays, two
major researchers in the field of liquid jet
compressors. External contacts during FY 86
were primarily with M. Hoffman of UC
Davis, a co-researcher on this project.
Hoffman undertook most of the work on the
analytical model development and provided
extensive support in the test program and
facility design.

The helium regenerative-gas-turbine cycle
proposed for certain advanced fusion reac-
tors has a maximum thermal efficiency with
compressor pressure ratios ranging between
2 and 3, with the optimal ratio dependent
on component efficiencies and other cycle
parameters. Since nearly all of the LJC ex-
perimental results thus far published relate
to higher pressure ratios, we developed a
highly simplified model in FY 85 to estimate
LJC efficiency at pressure ratios between 2
and 3, using loss coefficients published by
Cunningham and Dopkin.' The results
were very promising, indicating that LJC
efficiencies of 75-80% were possible at a
pressure ratio of 2. These figures imply an
overall ICHX efficiency of 60-70%, assuming
a motor and water pump efficiency of 80%.

We chose 65% as a working goal for ICHX
efficiency. A value of 65% is lower than the
efficiency of the equivalent intercooled com-
pressor, which the ICHX is meant to replace;
conventional gas-turbine compressor ef-
ficiencies are in the area of 80-85%. Lower
ICHX efficiency results in lower cycle ther-
mal efficiency (Fig. 3). However, associated
reductions in projected capital and mainte-
nance costs offset the lower ICHX
performance, provided that the cost savings
are about 15-20% of the total power plant
capital costs.

At the beginning of FY 86 we developed
a more complete quasi-one-dimensional
maodel to refine our earlier performance
estimates. Unfortunately, we found that
ceriain terms in our equaiions that were
neglected in the earlier, simplified model
became very important at low pressure
ratios. As a consequence, efficiencies
calculated with our new model using
Cunningham and Dopkin’s relatively high
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loss coefficients were quite disappointing.
The new model predicted ICHX efficiencies
of less than 40% at pressure ratios of 2-3.
It then became clear that the ICHX con-
cept would be viable only if the loss coeffi-
cients were somewhat less than half as large
as the values given by Cunningham and
Dopkin.

These results caused us to revise cur FY 86
program plan. We had originally planned an
extensive test program including facility
rework, irjector redesign, and investigation
of scaling effects. The pessimistic modeling
predictions and a recommendation from the
MER Midyear Review Committee resulted in
a modification of this program. Qur new test
plan concentrated on determining actual
device performance. For example, all tests to
check the effect of scaling were ertirely
eliminated. We decided that unless testing
revealed performance considerably better
than our predictions, the test program would
be terminated.

Technical Status

It has been shown'-? that static pressure
changes across the LJC nozzle, throat, and
diffuser can be described accurately by using
quasi-one-dimensional continuity and
momentum relations. This model requires

I | | I |

= e (GGas turbine (no reheats,
— 2 intercoolers)
(no reheats)

LY

Compressor efficlency (%)
d

g

[ ! [ | |
25 30 35 40 45 50
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Figure 3. Cycle thermal efficiency vs required
efficiencies for gas-intercooled compressor and
ICHX liguid-jet compressor.
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that all mixing between the two jets occur in
thg seclion of constant diameter called the
mixing throat. We further assume that
mXing 15 15pthermal and is complete at the
end of the mixing throat, and that no slip
can occur between phases after mixing.

_ The following equations apply the con-
tinuity and momentum relations, including
frictional forces. The pressure drop across
the nozzle ig given by:
Py -Pa=Z5(1+K, - BY) ,

where (referring to Fig. 2) Py, is the pressure
at the nozzle entrance, P, is the pressure of
the liquid jet at the entrance to the mixing
throat, Z, ; is she jiet velocity head at location
3, K., is the nozzle component loss coeffi-
cient, and B is the liquid flow area ratio
Ar3/Ary. The liquid velocity head Z,  is based
on an assurhed vena contracta area A3 =
Cs X A, at the entrance to the mixing throat.
The nozzle loss coefficient K., is dependent
on the nozzle design as well as the
Reynolds nymber.

_ The pressure drop across the gas chamber
inlet, including the effect of compressibility,
is given by a similar equation:

Pgi = Py = (D x Zi5 X de¥Hc?)
X (Cyv+ CuxKen = B'g)

where Pg, is the gas pressure at the inlet
manifold, Py is the gas pressure at the en-
trance to the mixing throat, Dy is the density
ratio pes/py . 7, 5 is the jet velocity head at lo-
cation 3 (Fig. 2), ¢y is the gas/liquid volume
flow ratio, ¢ is the gas/liquid area ratio at the
mixing throat entrance, Cy is the compres-
sibility coefficient, K., is the component loss
coefficient of the throat entrance, and BZ is
the gas flow area ratio Ags/Ac:- The compres-
sibility coefficient Cy is approximately equal
to one plus a term proportional to the square
of the gas Mach number at the throat en-
trance. This coefficient is usually set to one,
since compressibility effecis are negligible at
our flowrateg_ K, is usually equal to zero for
our type of entrance region.

From a momentum balance on the con-
stant diameter mixing throat, the pressure
rise in the mixing throat is given by:

Py — Py = Z3 X [(2b°) + (2Dr X &’/c?)
~ 2+ Kw) X (1 + D X &) X b2
X (1 + P53 x $o/Py))

where P, is the pressure at the diffuser en-
trance, P; is the pressure at the entrance to
the mixing throat, ¥ is the jet area ratio

A y/As, and Ky, is the component loss
coefficient of the mixing throat. The loss
coefficient Ky, is an average value over the
entire mixing throat. Solving the equation foy
the diffuser inlet pressure P; results in a
quadratic equation. The solution to the quad.
ratic equation uses the (+) term since

se wish to solve for a pressure rise in the
mixing throat.

The flow area, flow velocity, and density
in the diffuser all vary with location. Assum:.
ing isothermal flow of a homogeneous
two-phase mixture in the diffuser, the pres-
sure rise in the diffuser is given by:

Ps = Py ={Zi3 X (1 + Dg X do) X b”7]
X [(1 +P3 X $p/Pyy* % (1 ~ Ky X b'%)
—@ X (1 + Py X dolPof]
~ [Ps x & x In(P5/Py)]

where P; is the pressure at the diffuser exit,
P4 is the pressure at the diffuser entrance,
and Ky; is the component loss coefficient of
the diffuser. The equation for the resulting
diffuser exit pressure Ps must be solved
iteratively.

The LJC efficiency is defined as the useful
pump power output for the isothermal com-
pression divided by the liquid power input.
This efficiency is given by:

e = Pas X &g X In{Ps/Pea)/ (Peor,1 — P5)
where Py, 1, is the total pressure of the liquid
upstream of the nozzle. The pressure ratio
across the LJC is given by:

P RL]C = PS / P(;z

Note that the compressor efficiency goes to
zero when the compressor pressure ratio
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goes to one. Avoiding the region of sharp
efficiency decrease is a problem when
designing systems with low pressure ratios.
The overall efficiency of an ICHX includes
the efficiencies of the water pump and
drive motor:

TNickx = Myc X Mouorume X TIMOTOR

We generally assume the product of water
pump efficiency and motor efficiency to lie
between 80-90%.

Last year's simple model included rough
approximations for many of these effects. A
FORTRAN version of the new model was
written for the IBM PC to calculate LJC pres-
sure ratios and efficiencies as a function of
LJC geometry and inlet flow conditions, as
well as loss coefficients, which can be based
on assumptions or experimentat results.

The new FORTRAN code was used to
generate a parametric analysis checking the
effects of volumetric flow ratio and loss coef-
ficient on LJC efficiency. A synopsis of the
results is shown in Figs. 4 and 5. The analy-
sis used the same liquid jet compressor
geometry as the experiments described by
Cunningham and Dopkins. The constant
loss coefficients assumed for the first part of
the parametric study are K. = K., =0, K =

0.39, and Kg; = 0.26. These were calculated
from the experimental conditions giving the
best indicated efficiency. Loss coefficients
were assumed to be constant over all param-
eter ranges, since their experiments did not
completely cover our desired low pressure
and flow ratios.

Cunningham and Dopkin found that in-
creasing the flow ratio increases efficiency
only up to a point. At a certain flow ratio,
whose value depends on compressor
geometry and jet velucity, the loss coeffi-
cients suddeniy increase, causing a sharp
decrease in efficiency, For this initial analysis
we chose to be optimistic and keep the loss
coefficients constant.

We had assumed that the minimum
desired ICHX efficiency was 65%, based on
the capital cost estimates for fusion power
plant performance. With an assumed water
pump/motor efficiency of 80%, the minimum
LJC efficiency would be set at 82%. In the
FY 85 MER study a simplified model was
used, which suggested that these efficiencies
could be reached with a reasonable amount
of design manipulatior.. Using Cunningham
and Dopkin’s loss coefficients, the efficiency
seemed to increase to near the desired per
formance as the pressure was decreased to
the required ICHX operating range.

Figure 4. Comparison of

FY 85 and FY B6 model 00 |— | | | | — 80
predictions of LJC Kns = Kep = D = FY 86 model
efficiency. opl— Kin =039 == FY 85 model &, = 16
Kai = 026 e C&D @y =14 -7
L\
el N
- A Y —|60¢ 3
€ N \\ é
& \\ Flow ratio, &g —Is0 E
E 60— ]
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% w g
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The FY 86 improved model compares well
with data from Cunningham and Dopkin's
results at a pressure ratio of 4 (Fig. 4). How-
ever, it predicts an efficiency far below that
predicted by the simpler FY 85 model for the
LJC compressor operating in the low pres-
sure ratio range. The predicted efficiency is
considerably below that needed by the ICHX
even at the highest probable flow rate. In the
desired low pressure range of 1.75 to 2.50,
predicted L]JC efficiencies are never greater
than 50%. Operating at higher flow ratios
does not give high efficiencies except at high
pressure ratios. Even at the highest
reasonable pressure and flow ratios the LJC
efficiency is less than 60%.

We undertook further modeling to deter-
mine if efficiency would improve when the
device was scaled up to reactor-sized pumps,
flow conditions, and fluids. This analysis
assumed the same loss coefficients as the
small-scale model, and showed that for fixed
values of flow ratio, nozzle/mixing throat area

ratios, and pump number (pressure ratio-to-
velocity head), the jet pump efficiency is
almost independent of jet pump size, gas
temperature, molecular weight, temperature
level, and system pressure level.

Our analysis showed that efficiency could
be improved only by reducing the loss coeffi-
cients. Figure 5 shows the effect of reduced
loss coefficient on LJC performance. To at-
tain a usable ICHX efficiency of 65% the loss
coefficients would have to be lower than
our most optimistic estimates (K, = 0.2,
Kdi = 0.1).

It was plain that our concept was not
feasible when modeled using the loss coeffi-
cients we had derived from published data.
However, the Cunningham and Dopkin data
from which the discouraging loss coefficients
were derived was very fimited in the pres-
sure range of interest to us. We therefore
believed that with a carefully designed ex-
periment we might be able to demonstrate a
compressor performance better than pre-

100 T 80
o= —n
| 2Zero loss coelf.
Kin = 0. Kg = 0 J
80
- Optimistic loss coeff. —~
- Kn=02Kg=01 _|_ #Fa
£ ol 5 T8
[ E.I
g . T =
&
g 50— 1.5 T T\ C&D loss coeff. e %f
% ’_\ Kih = 039, Ky = 026 -
S wl- g
< —-130 g
Flow ratio, &
30—
(For all cases —20
20 Knz = Ken = 0)
—q ¥
30—
0 ] | ! | 0
1 2 3 5 [ 7

LJC pressure ratio (FKyx) .

Figure 5. Effects of different loss coefficients on the efficiency of the liquid-jet compressor and

the ICHX.
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dicted, which would result in a substantial
reductiont in loss coefficients. Our entire ex-
perimental effort was focused on this geal.

Test Facility Improvements

At the end of FY 85 an LJC test facility was
designed and built based on our experi-
ence at that time. Changes in this facility
in FY 86 (Fig. 6) were based on FY 86
analytical work and a detailed review of re-
quirements in the areas of data resolution,
accuracy, and equipment control. Changes
to the ICHX facility in FY 86 included:

e New pump added to gjve desired range of
flow velocities and supply pressures.

@ Water flow filter loop added to minimize
particulat€ matter.

® Bypass loop added to control nozzle water
flow rate-

@ Primary water loop replumbed with
flexible lines to provide for easy variation of
the mixirg throat length.

® Liquid-gas separator added to return line
in reservPir

® Flow control valves added to water loop
and gas line for finer flow conirol.

® Nozzle design altered as suggested by
Cunningham and Dopkin’s findings.

® Filtered air supply added in conjunction
with the N, gas supply to provide supplée-
mental gas flow for cheaper, longer-term
tesls.

# Crifice meter added to primary water 100p
for more accurate water flow measurements.
# High-accuracy, high-resolution analog
pressure gauges added, to meet required
measurement accuracies.

® Pressure tap manifold added for meastir
ing multiple pressure-tap locations with
single gauge.

The gressure gauges and the gas flow
rotameters were calibrated by the LLNL
groups providing the instrumentation. The
orifice meter was calibrated in situ using @
stopwatch and weight scale to weigh the
water flow collected over a given time.

Test Procedure

The experimental procedure involved 5et-
ting the desired water flow and system
pressures for the largest gas flow desired-
After each data point was recorded the gas

Bypass loog

H0
Filter loop_| filter
O/

Pump
— Liquid-gas
Primary water Dop separator &2
Mixing tube . Flex line
variable length) Replaceable diffuser By
== -~ &
onie ar Back ~
ifice Nozzle Fithewd air m
- q
A =
Rotometers

valves-

Figure 6. Upgraded experimental facility with change made for FY 86 tests.
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flow control valves at the LJC gas inlet and

the back pressure valve at the LJC exit were
throttled down to decrease the gas flow to a
new flow rate while maintaining the gas inlet
pressure. The water jet conditions remained
constant with this procedure.

The system pressure ratio is obtained by
dividing the measured diffuser exit pressure
by the gas chamber pressure. The low sys-
tem pressure ratios of interest to us are
associated with a relatively low jet velocity
head (Z,,), i.e., a low water flow rate, or a
relatively high gas chamber pressure (Pg)),
i.e., a high system back pressure. The pres-
sure ratio may be changed either by varying
the gas inlet pressure or by varying the water
inlet pressure. Our initial tests (Fig. 7)
showed that ICHX low pressure ratio test
results were essentially independent of the
variable used. We chose to vary the gas
chamber pressure.

I |
40— —
=O== Pg; controlled
=)= Z, controlled
35 — —_—
€ 1 ]
g
-
=
b ol
T
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-
20+ —
= | | |
0 10 1.2 14
Flow ratio, &g

Figure 7. LJC low pressure ratio results,
showing that results are independent of the
variable used to control pressure ratio.

Test Resulis

To certify our ICHX facility results for low
pressure ratio tests and multi-jet tests, we
first tested an LJC test section at a pressure
ratio of about four using the same geometric
parameters as Cunningham and Dopkin’s
most efficient configuration (i.e., throat
length L7 = 22, nozzle standoff distance
S =3, and jet area ' = 0.3). Our test data
show values comparable to Cunningham
and Dopkin for a pressure ratio of 4.0 as
shown in Fig. 8. We felt that this adequately
validated our facility. However, our mea-
sured LJC efficiency for pressure ratios close
to 2.0 was much higher than Dopkin’s. A
check of Dopkin’s thesis showed that he may
have had some problems with his low pres-
sure ratio performance tests.

Figure 9 shows maximum efficiency
plotted against system pressure ratio. Al-
though our facility could not generate
measurements at Cunningham and Dopkin’s
high flow ratios, ¢, required for maximum

R L L
C&DPR =21,5=3
———=C&DPR = 39,5=3 _|
== LINLPR = 40,5 = 28
e LINL PR = 20,5 = 28

LJC efficiency (%)

Flow ratio, #,

Figure 8. Comparison of some LLNL test results
with Cunningham and Dopkin data,
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efficiency at the higher pressure ratios, ex-
trapolating our results to similar levels
showed good agreement.

As shown in Fig. 9, the maximum effi-
ciency seems to rise only slightly as the
pressure ratio decreases. At a certain point

45 T T T 1
€, ———a_ -
g A Extrapolation
K ¢ the LLNL data
g EEN ol fe) _1
5

Wl @LINL(r= 7)\g _ -
B e LINL L. - 2255 = 28
E 0 C&D (Ly = 22) -
ézs— & C&D (Lt = 73) }S -

20 i 1 N I

15 20 25 3D 35 40 45
L)C pressure ratio

Figure 9. Maximum efficien ; vs pressure ratio,
showing agreement of LLNL data with previous
results of Cunningham and Dopkin.

the LJC efficiency begins to drop rapidly
toward a value of zero. For a mixing throat
length of 22.5 throat diameters (I; = 22.5)
this rapid drop occurs at a pressure ratio of
approximately 2.0. Whea we tested a shorter
mixing throat {L; = 17.1) the sudden drop in
efficiency occurs at 7 pressure ratio closer
to 1.5 (Fig. 9). At low pressure ratios the
maximum efficiency is slightly higher for
the shorter mixing throat.

We attempted to gain some insight into
the lg::rob!em by investigating the pressure
protfiles inside the mixing throat. In the
constant-diameter mixing throat section of
the LJC, the liquid-gas mixing zone is charac-
terized by a rise in the static pressure
(Fig. 10). The mixing zone was approxi-
mately defined by the region of steepest
slope of the pressure profile. The measured
maximum efficiency of the LJC for medium
to high pressure ratios always seemed to oc-
cur when the mix‘ng zone ended just at the
diffuser entrance, i.e., when the pressure
gradient went to zero at that location. A
pressure profile characteristic of maximum
LjC efficiency is indicated in Fig. 10 by the
curve with the black dots.

| | 1 | { T | |
Diffuser
03— entmnce-l —
NUC Max =
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Figure 10. Pressure profiles i : the mixing throat. Maximum efficiency is associated with a zero
pressure gradient at the diffuser inlet, indicating that the mixing zone ends at that point (curve with
black dots).
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In the low pressure ratio experiments cited
above, the mixing zone for the long mixing
throat (L1 = 22) appeared to end upstream of
the diffuser inlet. The LJC delivered higher
maximum efficiencies when a shorter mixing
throat (Ly = 17.1) was used with a length
matching the mixing zone at that pressure
ratio. However, none of our experiments at
low pressure ratios yielded LJC efficiencies
high enough to justify substitution of an LJC
for an intercooled compressor in the pro-
posed fusion reactor application.

We had hoped that multi-jet injection
would improve L)C efficiency. We accord-
ingly ran tests on a seven-hole nozzle similar
t0 a design tested by Cunningham and
Dopkin. The total flow area was the same as
in the single-orifice nozzle, but was equally
divided among seven orifices. We expected
that multi-jet performance would be very
sensitive to the standoff distances, i.e., the
distance between the nozzle and the en-
trance to the mixing throat. As a check on the
sensitivity of single-jet LJCs to this parame-
ter, we compared our performance for
two standoff distances with Cunningham
and Dopkin’s results. The variation in
normalized maximum efficiency as a func-
tion of dimensionless standoif distance ratio
5 is shown in Fig. 11. Our L]C results fall on

the same curve. Cunningham and Dopkin
reference the standoff distance ratio S to
the mixing throat diameter. We have also
defined a modified standoff distance ratio 5
referenced to the nozzle orifice diameter. We
felt that comparisons between single jet and
multi-jet performance should be based on
the S’ parameter, since the jet in the gas
chamber (Station 2 in Fig. 2) acts more like a
free jet.

One multi-jet test was run at the same
standoff distance (S = 3, §" = 10) as our
single-jet test (S = 3, §' = 4). The modified
standoff distance of a second multi-jet test
(S’ = 5) was nearly the same as the single-jet
condition ($° = 4). The results of both tests at
a pressure ratio of about 2.5 (Fig. 12) show a
substantial decrease in the LJC efficiency for
the seven-hole nozzle, although the 5' =5
test showed a 5 percent improvement in effi-
ciency over the 5’ = 10 test.

Conclusions

We conclude that replacing a helium
intercooled compressor with an ICHX is not
feasible unless a dramatic improvement in
performance is obtained, possibly through
experiments involving equipment of large
scale. Our results with the small-scale appa-

Figure 11. Efficiency as a

Maximum efficiency (S)
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""" ] function of standoff
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ratus were uniformly discouraging. We . .
found that neither low PIESSU[’%!H:aﬁO opera- Financial Status
tion nor multi-jet nozzle design gave any
significant improvement in LJC performance Engineering research funds spent on this
as compared to the operation of a single-jet project during FY 86 total $125 000.

device at high system pressure ratios.
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