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I. INTRODUCTION

The advent of high-performanece computer systems has brought to maturity pro-
griunming concopts like vectorization, multiprocessing, and multitasking. Although
there are many scihools of thought ns to the most significant factor in obtaining
order-of-maguitude inereazes in performance, such speedup ean only be achieved
by iutegrating the computer system and application code.

Veetorization leads to faster manipulation of arrays by overlapping instraction
CPU cyeles. Diserete ordinates codes, which require the solving of Targe matrices,
have proved to he major henefactors of vectorization, Nonte Carlo transport, on
the other hand, typically contains nunerons logie statements and reguires extensive
redevelopment to benefit from vectorization,

NMultiprocessing and multitasking provide additional CPV eveles vin multiple
processors. Such systems are genernlly designed with ecither common memory access
(multitasking) or distributed memory aceess. I both eases, theoretical speedup,
as o function of the number of processors (1) and the fraction of task time thit

mnltiprocesses (F), eon be formmlated using Aindahl's Liaow

SLPy o ovya ry f/im

However, for most applications this theoretical imit eannot be achicved, due 1o
additional termes (eon. multitasking overhead, memory overlap, ete)) not ineluded in
Amednhls Law. ! Monte Carlo transport is o natural candidate for multiproee.ing,
sinee the particle tracks are penerally independent ad the precision of the vesnlt

increases oz the sqnare root of the number of particles trached.



II. MCNP MULTIPROCESSING WITH PVM

The Monte Carlo neutron, photon, and electron transport code MNP devel-
oped by LANL (Los Alnmos National Laboratory, X-6 Group), has an extensive
list of attractive features, including continuous energy cross sections, generalized
3-D geometry, time dependent transport, and comprehensive souree and tally capa-
bilities. It 18 widely used for nuelear critieality analysis, nuclear reactor shielding,
oil well logging, and medical dosimetry ealculations (to mention a few) in many
rescarch laboratories within the United States, Canada, Europe, and Japan, in ad-
dition to over 100 universities and private companies throughout the world, MOCNP
geometry is deseribed by the union and intersection of general quadratic surfices
and includes such fentures as repented structures and nested lattices. The souree
capability allows for particles to be started from arbitrary user defined distribn
tions with general hierarchical dependencies. Numerous varianee reduction tech
uiques provide the user with powerful statistical tools to optimize complex radiation
transport problems, Several different tally options allow the user to obtain the Hnx
or current (or virtually any flux weighted quantity) across a surfaee, avernged over
a volurme, or at a point.,

Since the inception of multitasking software, NICNP developers have made it
a high priority to support multitasking on o variety of comamon memory systems.
With the widespread use of Ligh performanee workstations, ivterest in multiprocess
ing, MONP on disteibuted menory systens has inereased. Suely systems: conmeeted
by high speed communication uetworks, make it possible for codes like MONP 10
achieve order of magnitude higher performanee over enerent commaon memory sys
tems ldeally, AICNP commuuication on suel a svstem could be Timited 1o a fow
sec meds at the beginuing of a enleulation (to initialize the tasks) nnd ot the end
(to colleet the results), However, soltware QA stondiands imposesd on MONP e
quire that maltiprocessdng versions track exaetly with that of sequentinl versions,
inerensing conmmnnication bhetween tusks to soon resalts ot established vendesvone
ot

The software conmumication packapge corrently sapported within MNP b Par
allel Vietual Machine, PN (version 2A02), developed by ORNL 1Oak Ridge
National Laboratony ), "This pachape ennbles conearvent compnting, on looely con
pled networks of processing, elements, PN may he implemented onoa hardwane
Lavae conststing, of diflerent wachine avchitectares, ineluding, sinple CPU avitenne,

vector miaeinnesn, and maltiprocecors (nee Table T Phese compoting, elevwent iy



he interconnected by one or more networks, which may themselves be different
(c.g., Ethernet, Internet, and fiber optic networks). These computing elements are
accessed by applications via a library of standard interface routines, These rou-
tines allow the initiation and termination of processes across the network as well

as communication and synchronization between processes. ()

III. MCNP SPEEDUP ON AN IBM RS/6000 CLUSTER

The PVM version of MICNP was evalunted on a 16 processor IBDM RISC (Reduced
Instruetion Set Computer) Systen /6000 Model 560 workstation eluster at LANL.
Determiing true speedup in a multi-user environment can be diflicult due to a lack
of appropriate timing roatines. On o dedicated systen, simple wall-clock time ean
be wsed to caleulate speedup. The IBM RS/G000 operating system (AIX) provides
user, system, and wall clock timing routines; however, the user and system routines
do not include “sleep™ time. Thus, CPU time “wasted™ during communication
lng (e, the PVA master task waiting for replies from spawned subtasks) is not
included in these timing routines. (The term “wastcd™ here is used in the striet
senseon i nmlti user systenn, these CPU eyeles will most likely he used by other
applications). The wall elock time on o nondedicated system is o funetion of the
system load and eannot he used to estimate speedup.

In previous versions of NOND, results woere siamed every 1000 particles 1o ap
date cortain tally tables, (e, Tally Floetuation Chart, deteetor/XTRAN Russian
roulette eriterin). The value of 1000 changes with the nnber of particles tracked
atul was chosen somewhat arbitearily. However, in the eureent version of MONDP
thiz parimeter ean be altered by the user and determines the amonm of inter iask
conmmunication. Thas, this parnmiceter has nosignificam impact on speedup, The
sleep time of the master task, assoecinted with this communication, is n resalt of the
randomn nnture of Monte Carlo tracking {(Les, processors feaeking, the same
her of particles will not fimsh at the siome time), Wall eloek timine, ona virtoally
dedieated system iadientes that this sleep tine enn he sabstantinl, especially af
communication i requited evers 1000 poartieles,

Specdup estimaten were made nning, the followine, cquantion
Sty T

where Ty v the CPU e for acanple processor to complete exeention aned T, (1)

i Che €U time U the PV miaeter tae ko to complete execntion with 1" anbtaede



In MCNPD, the master task initializes the problem, spawns the subtasks, collects
the results, and writes the output files. Communication sleep time was accounted
for in T,,(P) by using the wall-clock time (AIX TIME utility) on a virtually ded-
icated system. NMultiple off-hour runs and system-load monitoring were used to
ensure that the system was dedicated. While this approach provided estimates
of speedup to within about £2%, it most likely underestimates the speedup sinee
system applications also compete for CPU eyceles.

Table IT presents MONT speediup for the 16 processor IBAN RS/6000 cluster
(based on MCNDP version 4xe with PVM version 2..4.1). Ten test problems, repre-
senting a wide range in geometry and complexity, were chosen from the NICND 25
problem test set for inclusion in this analysis, Exeention times were made suflicient
(~ 120 mimtes) to climinate any effect of the sequential problem initislization time
(120 seconds), Figure 1 is a plot of the average speedup (of all ten problems) for
saturated and standard communieation (saturated being every 1000 particles and
standard being the enrrent NICNP default of 10 rendezvous during exeeution). The
curve for snturated communication does indeed show that above § processors com
munication saturates the performance. On the other band, the average speedap for
standard communication inereases linearly with the number of processors. Longer

execution times result in a curve that approaches that of the theoretieal limit.

IV. CONCLUSIONS

The PYN version of NICNDP on o 16 processor TBNT RS /G000 elnster produeed
speedups that approach the number of processors. Such speedup, in units of a
single processor Cray YOMP (see figure 1, right ordinate), jeaves little doubt that
MONP performnnee on n workstation cluster enn greatly surpass that of maos
supercotnpiters, Reliability and speed of the commnmication network are eritieal
fiuctors in eyploiting such distributed memory systems. OF the linke available on

the LANL IBN et er, the Ethernet and FDDT Lok, |vlu\'l'|| ont ehiable (90,
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TABLE I

COMPUTER SYSTEMS SUPPORTED BY PVM*

Architecture

Mnemonic  Description

AFXS Alliant FX/S

ALPIA DEC Alpha (OSF-1)
BAL Sequent Balance (DYNIX)
BFLY BBN Butterfly TC2000

BSD386 80386/486 Unix box (BSDI)
(M2 Thinking Machinea (M2

M5 Thinking Machines (:M5

CNVX Convex C-scries

DGAV Data Cieneral Aviion

CRAY C-90, YMPD, Cray-2 (UNICOS)
CRAYSMP  Cray S-MP

11300 1P-9000 mocdel 300 (1Irux)
HHPPA 11P-9000 PA-RISC

NGO Intel iPSC /860

1S Intel iPSC /2 386 host (SysV)
KSR Kendall Square KSR-1 - (OSF-1)
NEXT NeXT

PGON Intel Paragon

IPMAX DECstation 3100, 5100 (Ultrix)
RSO6K TBM/RSGO00 (AIX)
RT M RT

SGl Silicon Graphies IRIS

SUN3 Sunl (Sun()s)
SUNT Sun 1. SPARCstation

SYMM Sequent Symmetry

TITN Stardent Titan

UVAX DEC MirroVAX

"Listedd in a preliminary release of PV version 3.0,



TABLE II

MCNP SPEEDUP ON THE LANL
16 PROCESSOR IBM RS/6000 CLUSTER

Number MCXNP Test Problem
of
Proces:ors 3 5 10 11 12 14 15 16 20 23 Average
SATURATED COMMUNICATION
2 20 1.9 1.9 1.9 1.8 1.9 1.9 1.9 2.0 1.9 1.9
4 3.7 3.5 3.5 3.3 29 3.6 3.7 3.5 3.7 3.6 3.5
3 6.5 6.1 3.7 3.3 1.0 6.6 6.8 6.3 6.6 6.1 6.0
12 9.0 .8 7.3 6.7 4.3 8.7 9.0 8.2 9.1 7.8 7.8
16 10.2 9.5 T 7.0 3.6 7.6 9.3 8.4 9.9 7.5 8.1
STANDARD COMMUNICATION
2 2.0 20 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0
4 3.9 3.9 3.8 38 3.7 39 3.9 3.9 3.9 3.9 3.9
s 1T 1.3 1.2 7.2 6.5 1.7 T 1.6 7.5 1.4 7.4
12 11.2 10.6 101 101 89 112 113 110 109 107 10.6
10 43 134 126 124 108 143 145 138 136 135 13.3
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Fig. 1. MCNP Speedup on the LANL 16 Processor IBM RS/6000 Cluster.
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