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Safe .Motion Planning for Mobile Agents *
- A. Mo._e] of Reactive Planning for Multiple Mobile Agents-

Nikuo Fujimura
Center for Engineering Systems Advanced Research
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P.O.Box 2008. Oak Ridge. TN 37831-6304

Abstract

The problem of motion planning for multiple mobile agents is studied.
Each planning agent independently plans its own action based on its
map which contains a limited information about the environment. In an
environment where more t hart one mobile agent interacts, the motions of the
robots axe uncertain and d vnan_ic. A model for reactive agents is described
and simulation results axe presented to show their behavior patterns.

1. Introduction

.Motion planning to achieve a given task is one of the fundamental abilities required
by intelligent mobile robot systems. There has been much research on motion p]anning
for a single mobile robot in known environments containing stationary obstavles [Loza79.
YapS4] as ;,'ell as moving obstacles [ReifSb, Erdm$7, KantS6, Fuji89, \Varr90]. There is also
research on sensor-based planning systems for a robot in unknown environment, s [Elfe89,
\Veis89]. \Ve envision that in the future a situation will arise where multiple autonomous
robots must carry out their tasks concm'rently in the same environment. We would like
the autonomous robots to work cooperatively without interfering with each other. In such
a multi-robot environment, one of the requirements for each agent (i.e., mobile robot) is
to coordinate its motion with those of others. This requires an agent t.o have a higher
level of ability than simply planning a motion in the presence of obstacles that move along
known trajectories, since the motions of other agents are, by r'_uture, not known ahead of
time. This paper introduces a model of such dynamic reactions for multiple mobile agents
in dynamic domains.

The few previous authors dealing with multiple mobile robots [Sait89, Tour$6, Leeg0]
consider a set of horn ogeneo_,a robots, i.e., ali robots are identical in the sense that they
are operated under an identical set of simple rules. Realistically, however, the workspace
may contain robots of different capacities. For example, visual processing abilities a._ well
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mobiiizy may vary for all robots. Motivated in this manner, we consider h_teroge_eoT_.s
.,-nul_ipierobots, i.e.. a set of agents with different capabilities with respect to their sensors,
pza.,',,mg algor_thzns, etc. We would like the mobile agents :o be completely autonomous.
de_ermJne their actions on their own, and react properly to :he actions of other agems.

\\'hen several mobile agents with various degrees of imelligence interact, the resulting
scena,,--iocan be quite complex. To cc?e v,'itb 'his situation, we have 'built a simulation
systemthatenablesus to observevariousbehaviorsofhet.erogeneousmobileagentsofa
setofdifferentcapa.citiesat.varioussettings.\Veconsidertwofact.orstomodel themobile

agent'(i)planningalgorithmsand (ii)knowledge a]:,outthe environment,Our study
i_distinguishablefrom otherapproachesformulti-robotcoordinationinthatour aim at

thisstageisto observehow planningand knowledge about the environmentaffectthe
overallperformanceof coordinationofthe agents,ratherthan designinga setofrobots

thatsimplyfollowpredeterminedrulesofaction.Inthispreliminarystudy,we reportsome
experimentalresuhsobtainedthroughsimulationofsuchautonomous mobileagents.Our
simulation results reveM some interesting facts about the roles of planning and knowledge
for a reactive system in dynamic domains.

The rest of this paper is organized as follows. Section 2 briefly reviews previous research
in the area of coordination of muhiple robots. Section 3 describes our models of mobile
agents used for simu.lation. Section 4 presents simulation results and Section 5 contains a
few concluding remarks.

2. Previous \Vork

A survey of previous work on coordination of multiple robots shows that the :notion
planning problem for multiple robots is usually stated as follows. Given a set of objects
B, a set of obstacles, initial and goal positions for the objects of B, plan a motion of the
objects of B from their initial positions to the goal positions such that they do not collide
with the obstacles or with each other.

There have been two formulations for the problem based on the form of computation:
centralized approaches and distributed approaches. In centralized approaches, all
computation is performed at a single site (called central planner) that has all information
about the shapes of the robots and geometry of the ep.vironrnent. Motions for all robots are
completely determined by the central planner at one time. After the solution is found, each
robot follows the motion determined by the central planner. This problem is also called
the "man5" bod5" problem" [Hopc84, YapS4]. The planner determines exactly whether or
not there exists a solution for the given set of robots, and plans such motion if it exists.

The planning process usually terminates before the execution of the motions begins. For
central approaches, see [Yap84, HopcS4, Erdm87, Buck89, Warrg0].

On the other hand, dis,'.rih,uted approaches do not have such a central planner. Instead,
each robot acts as an independent agent and determines its motion based on a limited

amount of' i"ormation about each agent. The agent needs to revise its plan as new
information arrives. Usually, each agent makes use of local information (t.vpically obtained
through its sensors) to plan its motion to the goal location. Our approach fits in this
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category. As opposed to the centrMized approach where global inforn_ation about the

environment is completely known, on].'," partial information of other agents is known to
each agent. Planning is reactive in the sense that a plan will have to be revised as new

information in',-Midates the old plan. In a distributed approach: a general strategy for
resolving coni_icts when two robots get near is t.o move away from each other so as :o avoid

collision. Toun_assoud [TourS6] uses separating planes for obstacle avoidance. SaJto and
Tsumura [SailS9] use velocity vect, or modification together with risk evaluation functions.

Lee and Bien [Lee90] use neural networks to handle multiple mobile robots. A drawback

of distributed approaches is that solutions are usually not glob',d]y optimal. Also. it is
possible for robots t.o be trapped in a dead.lock situation.

Some researcherspropose use of a hybrid of thesetwo approaches. A centralplanner

determines globalroutesfor the robots,while localconflictsare resolvedby independent
robots [Yeun87; Pape90]. In such a syst.em, the central planner is evoked when an event

occurs that can not be resolved between the agents (e.g. dead.lock). None of these
approaches discuss multiple distributed agents that have different sets of capabilities.

3. Mobile Agents

This section describes the model of mobile agents that is used for our simulation. An

agent is modeled by the combination of _wo factors: a planning algorithm and knowledge

about the environment. These fact.ors respectively represent how well the agent can
navigate to the destination point based on knov`'ledge about the environment mud hov`" much

the agent knov`'s about the current status of the environment. At this initial phase of our

study, the agent model is limited in the sense that the agents only take into consideration

a set of relatively simple factors for determining their actions. There are many factors
that are not considered in this model. For example, the agents are not able to infer other
agents' mental processes.

In our system, each robot is assumed to have a local map through which knowledge
about its surroundingsis obtained. The map is assumed to be constantly updated as the

age:at moves. Each map has a scope such that objects that axe ins!de the scope of the map
axe precisely known to the agent, while objects outside the scope are not. This models
a s]l:uation where each agent is equipped with a sensor with a lira;ted scope that enables
the agent to acquire information around itself 1. Given a destination point to be reached,

each agent plans its future action based on the map information surrounding the agent
and generates a plan so as to mininxize ]ts own motion (e.g. with respect to time, distance)
to the destination point. The agents are completely independent and do not communicate

with each other (other than seeing each other). In this paper, v,'e restrict ourselves to

the interaction of two robot.s that meet on their way to destination points. This type of
interaction happens in multi-robot domains frequently. Nov,, we describe the three factors
that define the agent model.

Planning algorithms: The agents use one of the two planning algorithms described here.
The first one uses the concept of visibility. Tv`'o points on the plane are said to be visible if

1 ._, priori knowledge about the environment may also be contained in the scope.
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the line segment connecting the two points is not int.ersected by a_'," object..Mak']ng use of
_he concept of visibility, the "¢isibil]ty graph is defined for a set. oi" polygons as follows. The

vertices of the graph are the vertices of input polygons plus start and goal points. An edge
exists between two vertices of the graph when the two vertices are visible to each other.

The visibility graph is o:*en used for path planning among stationary obstacles [Loza79]
_ogether with confignx'ation spaces in which the robot is ,reared as a point. It is known

that, a shortest-length path is obtained as a sequence of edges of the visibility graph, ,Note

that. in a dynamic environment, the graph must be constantly upda,t, ed.

Another algorithm we have adopted for our simulated agent is based on the concept

of accessibility. The agent, compul.es a future location of or,her agents. Each agent moves
in the direction in which a future collision can be avoided. Suppose that the robot moves
at a constant speed. Ali directions around the start point can be decomposed int, o subsets
oi" directions in which the robot will meet or not. meet an. obstacle. The robot is moved t.o

a cL{rection in which it does not meet any of the obstacles.

More formally, the concept is defined as follows. A point I_ is said t.o be accessible, if

there exists a direction of motion of the agent such that the agent meets I;" without prior

interception by any or,her movement. 2 The set of accessible points corresponding to ali

points on an obstacle forms a segment. The robot is moved to an endpoint of the segment.
Making use of the concept of accessibility, we can construct a graph called the accessibility

graph, lt is known [Fuji89] that a time-min.imal motion is obt.a]ned as a sequence of edges
in the accessibility graph. Both algorithms are known to run quite fast (i.e., a low degree
of polynomial time). Therefore, it does not pose any computational problem even if an

agent must compute the whole motion to the goal each instant of time. The two planning
Mgorithms are contrasted by the fact that both try to optimize the motion using different

quantities (time or distance). We presume that the one based on accessibility is "smarter"

than the one based on visibility since accessibility takes the motions of other objects into

consideration, while visibility does not. As a result of this choice, each agent avoids collision
by changing the direction of motion, while moving at a constant speed. Alternately, we

could have adopted other planning algorithms among moving obstacles such as the ones
described in [Kant86, Warr90].

Knowledge about the environment: Each robot needs to plan its motion Based on

its map infornaation. The map represents the current information available to each agent.
Each map has a limited amount of information around the agent. The shapes and locations

of objects that lie within a given scope are assumed to be correct. However, an agent ma,,,
not have any information about objects outside the scope, or even if it does, the information

about the objects outside the scope of the map may not correctly reflect the status of the

environment. For example, objects that were previously inside the scope and not in the
current scope may or' may not be in the same location. In the future when communication

is possible between agents, an agent may have information local to other agents as weil.

2 Note that the accessible point, of a particular point varies for different values of the speed and the
initial location of the agent



The scope of the :nap is a variable that can be changed in our model. The larger _he
scope is. _he more irfformation is available t,o the agent. The speeds and moving directions
of other agents can be computed from their locations in two consecutive maps (assuming
tha.t map updates are frequent enough).

All agents compute an optimM solution with respect, t.o either distance (based on
visibility) or time (based on accessibility) for their motions toward their goals based on
their maps at each instant of time. When planning a rr )tion, .m agent assumes that
objects that are not currently in its map (,i.e., unknown obstacles) do not exist and that
the current status of the world will hold in the future (until told otherwise). However. the
world will change becanse (i) a new object enters its map; (ii) the course of motion of the
o'cher agent changes; and (iii) an optimal solut, ion at an instant of time may not be optimal
at another inst, ant. In these cases, the plan must. be revised. As a result of the revision.
oi;her agents may "also be affect,cd and may need to revise their plans.

Even with this simple model of a mobile agent, when two robots intera,ct, the resulting
motion can be complex. We have built a simulation system that simulates behaviors of
independent mobile agents "a'ith different, capabilities. Our preliminary results show that
there may arise a counter-intuitive scenario when agents int,eract. This suggests that we
need to be careful before any algorithm is implemented for multiple independent mobile
agents working in the same em'ironment.

Our simulation system assmnes the following for each mobile agent. Ea,ch agent :needs
to plan its motion based on its local map information. The map contains exa.ct information
about the shapes and locations of objects that lie within a certain distance from the agent
(called scope of the map). It plans its motion, moves, and acquires information from the
outside world iteratively. Each robot avoids collision by changing the direction of motion,
while moving at a constant speed (alternately, it could slow down, etc).

4. Simulation Results

This section presents some of our simulation results. As we have shown in the previous
section, there are three parameters that define a mobile agent. \Ve can change each of
them (or two or three of them at a time) t.o see the effect on the performance of the agents.
We first show that deadlock is possible with two identical mobile agents. Next, we show
two agents that are identical except for their planning algorithms. Then, we compare two
identical agents except for the scopes of their maps. Then, we illustrate somewhat counter-
intuitive scenario for two robots that a.re different both in their planning algorithms and
scopes of the map. Finally, we show two agents with different action intervals.

Agents with different plannei.s: Figure la contains a result of two mobile agents with
different planning algorithms. Agent 1 uses accessibility, while agent 2 uses visibility to
plaza their motions. As a result, two agents move to their respective goals smoothly. Agent
2 (with visibility) starts moving straight toward its destination point, as its destination
point is visible from its start point. For Agent 1 (with accessibility), the destination point
is not accessible from the start point, as Agent 2 will be in its way. Thus, Agent 1 has
a choice as to whether it moves toward the right or the left to avoid Agent 2. Agent 1



chooses:o _o _owa:'dthe ri=ht,sinceitturnsout _.obe fa.s_er.As a result,forAgent.
the destination point, remains visible _hroughout its mo:ion, and it'2 (with visibiliLv_.

ends up having a straight line motion. Agent 1 changes its direction of motion when the
destination poim becomes accessible. In this example, none of the agents needed t,o change
_,he plans _hat they creat, ed in the beginning.

Figure lb contains a similar set-up of the environment wi_h _he difference being _ha,t the
st,art point of Agent 1 is in the ]eft hand side insI,ead of the right hand side. The resulting
motions, however, differ qualitatively from that of Figure la. Here is our explanation.
Agent 2 starts moving straight t,oward its dest, ination point as before, wtfile Agent 1 starts
heading toward the right, frying to avoid Agent 2, soon after it leaves the st,art point, Agent
2 does not react t,o Agent 1 unt, il Agent 1 comes near location X. where _he destination
point of Agent 2 becomes no longer visible due to Agent l(i.e., Agent 1 is in its way). This
requires Agent 2 to revise the current, plan. Agent. 2 chooses to move t,oward the left,, since
it turns out t.o be shorter, assuming the current, motion of Agent 1. This aztion of Agent
2 affects Agent 1. It, requires Agent 1 to reconsider its course of action when it comes to
point X. At X, going around Agent 2 from the right becomes no longer time-minimal for
Agent 1. As a result, Agent, 1 revises its a_tion and detern_ines t.o move toward t,he left t.o
avoid Agent 2.

Agents with different scopes of the map as well as different planners: We have
seen in the previous example that the one that uses accessibility is the key agent, since it
takes action toward resolving a potential cordtict between the two agents. An int.erestin_:
question is: what happens if the agent with a better planner has a nan'ower scope of the
map? Figures 2a-c show a setof motions generated by the two agents, one of which has a
better planner and the other has a larger scope of the map.

Agent 1 uses accessibility while Agent 2 uses visibility. The scope of the map for Agent
1 is varied from 2 to 5, while that of Agent 2 is fixed to 10. In other words, Agent 2 always
has more information about the environment than Agent 1. As we vary the scope of the
map of Agent 1 from 3 to 10, weexpect that the performance of Agent 1 will continually
improve. However, the results don't show this.

\Ve observe from Figure 2a and 2b that the performance of Agent 1 certainly improves
as its scope of the map gets wider. However, when we move to Figure 2c where the scope
of the map is even wider, the motion of Agent 1 is qualitatively different from those of
Figures 2a and 2b and its performance degrades. It exhibits a behavior pattern shown in
the previous examples (Figure 1). This phenomenon follows from the fact that Agent 1
with the scope of the map 5 was too far away from Agent 2 when it perceived Agent 2 and
thought going around Agent 2 in the right would still work.

One explanation is that Agent 1 had a greater amount of information only about what
the environment is now, but it did not have any information about what the environment
was going to be in the future. In other words, it was not able to infer the future from

the available information at present. This results in a poorer performance despite the fact,
that the amount of available information was greater.
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A similar result was obtained by Lumelsk.v and Skewis [Lurne$$]. They have
in\'estigated how vision affects the efl:iciency of maze search in comparison with a robot with
a _actile sensor. Our intuition is that the robot with a visu_ sensor will outperform tt-Je

robot with on])" a tactile sensor. The), have shown that for some environments, however.

the perfo:'n-_ance of the robot with vision is poorer than the robot with tactile sensor.

5. Concluding Remarks

We have considered a model of autonomous mobile agents in dynan-fic domains. The

agents differ in :heir planning algorithms, knowledge about the environment, etc. We

have bui:_ a simulation system which provides a testbed for conducting experiments using

mobile agents with various capabilities. In some cases, the behavior of the agents is shown
to be quite different from what we normally expect.

Our model for the mobile agents can be extended so as to achieve more versatile agents.
The following are a few directions in which extensions are possible. In our model, we have

used two algorithms for planning a motion. \Ve can adopt x_a'ious planning algorithms
in dynan-5c domains. It remains of interest to see how an agent that makes use of other

motion planning algorithms (e.g., [Kant.J6], [\Varrg0]) copes with those in our model.
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