A ), 2950
// 9// M]' - g /w
\ DOE/ET/15611-T2

(DE81025560)

A HIGH MAGNETIC FIELD MHD GENERATOR PROGRAM

Quarterly Report for the Period January 1—March 31, 1981

By

C. H. Kruger
R. H. Eustis

M. Mitchner

S. A. Self

J. K. Koester
T. Nakamura

MASTER

April 1981
Date Published

Work Performed Under Contract No. ACO1-80ET15611

Stanford University
Stanford, California

U. S. DEPARTMENT OF ENERGY



DISCLAIMER

This report was prepared as an account of work sponsored by an
agency of the United States Government. Neither the United States
Government nor any agency Thereof, nor any of their employees,
makes any warranty, express or implied, or assumes any legal
liability or responsibility for the accuracy, completeness, or
usefulness of any information, apparatus, product, or process
disclosed, or represents that its use would not infringe privately
owned rights. Reference herein to any specific commercial product,
process, or service by trade name, trademark, manufacturer, or
otherwise does not necessarily constitute or imply its endorsement,
recommendation, or favoring by the United States Government or any
agency thereof. The views and opinions of authors expressed herein
do not necessarily state or reflect those of the United States
Government or any agency thereof.



DISCLAIMER

Portions of this document may be illegible in
electronic image products. Images are produced
from the best available original document.



DISCLAIMER

“This book was prepared as an account of work sponsored by an agency of the United
States Government. Neither the United States Government nor any agency thereof, nor any
of their employees, makes any warranty, express or implied, or assumes any legal liability or
responsibility for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately owned
rights. Reference herein to any specific commercial product, process, or service by trade
name, trademark, manufacturer, or otherwise, does not nccessarily constitute or imply its
endorsement, recommendation, or favoring by the United States Government or any agency
thereof. The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or any agency thereof.”

This report has been reproduced directly from the best available copy.

Available from the National Technical Information Service, U. S. Department of
Commerce, Springfield, Virginia 22161.

Price: Printed Copy A0S
Microfiche A01



DOE/ET/15611-T2
(DE81025560)
.Distribution Categories UC-90g and UC-93

A HIGH MAGNETIC FIELD MHD GENERATOR PROGRAM

QUARTERLY REPORT
~ for the period

January 1, 1981 - March 31, 1981

iS;gnford'University .
Stanford, California 94305

Date Published - April 1981

Prepared for-
THE UNITED STATES DEPARTMENT OF ENERCY'

Under Contract DE-ACO1-80ET15611



| THIS PAGE
 WAS INTENTIONALLY
~ LEFT BLANK



ABSTRACT

This requt describes progress in an experimental and theoretical
program designed to investigate MHD channel phenomena.which are impor-
tant at high magnetic fields. The areas of research include nonuniform-
ity effects, boundary layérs, Hall figld breakdown, the effects of elec-
trode confiéuration and current concentrations, and studies of steady-
state combﬁstion disk and linear channgis in an existing 6 Tesla magnet

of small dimensions.

In the study of the effects of nonuniformities, experiments have
been ﬁérfopmgq to test a muiti-channel, fiber optics diagnostic system
that yields time—resolved'teﬁperaturg profiles in én MHD channel. For
the study‘of magneto-acoustic fluc;uation phenomena, a one-dimeﬁsioﬁal
model Has been developed ts aescribe the performance of a non-ideal MHD

generator with a generalized eiectrical configuration.

The ins;allatién of the hardware for th§ data acquisition and
reduction of the laser Doppler vélpcimeter data, to be used in the study
of turbulence suppression in a magnetic field, has been nearly completed

and preliminary software has been written.

A two?dimensional MHD computer code has been developed which pre-
dicts the dependence on electrode and insulator dimensjons of the onset
of interelectrode Hall field breakdown, as initiated either by breakdown
in the insulator or in the plasma. ‘lhere ls good agreement petween cal-

culation and measurements.

Calculations have been performed of the effects of nonuniformities
on the flow and electrical behavior of baseload-sized disk generators.
Also, predictions of the performance of baseload inflow disk generators

have been calculated and compared with linear genérators.
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1.0 INTRODUCTION

This report describes progress and results for the most recent
quarter of the research program, "A High Magnetic Field MHD Generator

Program,’ conducted by the High Temperature Gasdynamics Laboratory at
Stanford University under Contract DE-ACO1-80-ET15611 with the Depart-
ment of Energy. The program is directed to a number of important prob—
lems in MHD generator channels, and in particular to effects associated
with high mgnetic fields and interaction parameters. The research is
primarily experimental in nature, with the use of advanced diagnostics
methods and coordinated theoretical and numerical studies for the inter-
pretation of the data and application of the results to large-scale
generators. It is intended to provide supporting research for MHD

hardware development in areas where performance limitations and design

constraints are not now adequtely understood.
The research program is dividéd into three major areas:
Work Area I - Plasma nonuniformities and instabilities
Work Area II - Boundary layer and Hall field phenomena
Work Area III - Six Tesla magnet investigations.

Work Area I involves the effects on generator performance of non-
uniformities, including those caused by acoustic and other waves in the
MHD channel. Progress in an experimental.program to measure the per-
formance effects of controlled nonuniformities introduced in the MHD
generator plasma is described in Section 2,0. Present results of an
analytic and experimental study of magneto-acoustic waves and their
growth and attenuatién rates as a function of generator conditions and

magnetic field are also reported in this section.

In Work Area II, the development and tesfihg of an improved laser
doppler anemometer for the measurement of turbulence damping and result-
ant effects on MHD boundary layers are discussed in Section 3.0.

Results of studies of insulator and plasma induced Hall field breakdown

are presented in Section 4.0.



An existing 6 Tesla superconducting magnet has been used in Work
Area II1 for small-scale experiments at high:magnetinfie1d$‘~ Studies
of the fluid and electrical behavior, and of the performance of baseload

inflow disk generators are reported in Section 5.0.



2.0 NONUNIFORMITIES AND INSTABILITIES
2.1 - Nonuniformity Investigation

Lossés incqrred in experimental MHD devices due to core and wall
nonuniformities exceed the levels predicted by simple one-dimensional
theories of generator performance. By nonuniformities is meant varia-
tions within the plasma of tehperature or seed species concentrations
which result in variétions of important plasmaAtransport properties.,
These properties, such as electrical conductivity and Hall parameter,
are critical factors in an effective Ohm’s law for a MHD device. The
nonuniformities may be a consequence of plasma contact with cooled
surfaces, such as channel walls, of incomplete combustion in upstream

components, or of uneven seed distribution.

Theories which model the plasma in two and three dimensions and
predict the effects of various geometries of nonuniformity structures
within the plasma abound, the best knéwn perhaps being Rosa’s analysis
{2.1] of a layered medium. This profusion of nonuniformity models for
MHD plasmas points out the need for background data to provide a yard-
stick with whicb these models may'be combared and evaluated. The in-
sights brought about by the comparison of theory to data will aid de-
signers of power-plant scale MHD generators in maximizing the efficiency

of their designs.

At Stanford, a study is in progress to provide some of this back-
ground data and to compare these obsefva;ions to some existing theories.
The experimental program proposes to observe changes in electrical

.performance of a linear MHD device with and without the presence of a
nonuniformity of known extent aﬁd.degree in the active region of the

device. The investigation may be considered in three stages:
e Characterization of a background plasma.

e Introduction of the nonuniformity and determination of its
effect on local plasma transport properties.

e Measurement of the effects of the presence of the nonuniformity
in terms of the electrical behavior of the MHD device.



The first stage of the investigation has been compléted with re-
sults detailed in previous reports [2.2,2.3]. The second stage of the
investigation may be further broken down into two more steps, the firét'
including the design and testing of a device which will produce a non;
uniformity of the desired structure and strength. This portion of the
second stage has been completed and has also been describedvpreviously
[2.3].

The next portion of the second stage involves the design and test-
ing of a diagnostic which will measure in situ the effect on transport
properties of the nonuniformity produced by the apparatus fabricated in
the first portion. In this report is described the completion of this
stage of the program and the plans for the third and final stage.

2.1.1 Design

The design of the diagnostic to perform the measurements of
plasma transport properties has already been alluded to previously

[2.4]), and a brief recap is presented here.

It was decided to use potassium line reversal to measure plasma
temperature in a plane perpendicular to the flow of the plasma-as a
means of characterizing the extent as well as the strength of the non-

uniformity. A schematic of the design is shown in Fig. 2.1.

A tungsten filament lamp is imaged into the plasma by means of a
projection lens and the illumination is modulated by a mechanical
chopper. The lamp and plasma radiation are then focussed onto an array
of six detectors mounted in line and oriented transverse to, the flow of
the plasma. An interference filter provides spectral resolution in the
region of the K 7665 A line. An aperture stop détermines the solid
angle of radiation incident on the detectoré from both the lamp and the

plasma.

The detectors are silicon photodiodes with active areas 2.54 mm
(0.1 in) in diameter, which act as the field stops for each detector.

The spacing of the detectors determines the region of plasma each
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detector observes, the only requirement being that each region must also
be transilluminated by the lamp. Each detector has associated with it
individual amplifying and buffering electronics to insure efficient

transmissiqn of the signals over long lead distances.

The diagnostic works on the same technique as the Soviet automated

line reversal device [2.5] which makes use of the algorithm

AT vV +V_-V -1
T =1 {1+-SF o [BSR))
p L c Kl(V -n)
P
where Tp = plasma reversal temperature, K
Ty, = lamp brightness temperature, K
A. = center wavelength for the device, m
c = constant = ,014384 m*K
Vp = detector signal from plasma alone, volts
Vi, = detector signal from lamp alone, volts

VL+p = detector signal from lamp plus plasma, volts
K,y = constant associated with projection optics

n = DC offset for each detector, volts

In the Soviet device, the lamp temperature T, is evaluated from a
secondary lamp continuously through the collection optics by means of a
beam splitter, secondary optical train, and a second chopper which.
modulates the lamp radiation in phase with the primary lamp chopper.
This necessitates careful alignment of the secondary lamp‘as,well’as the
assumption that the variations in both lamps are identical. The diag-
nostic used for nonuniformity experiments at Stanford uses a precision
shunt (see Fig. 2.1) to monitor lamp current and a pre-test calibration
of lamp brightness temperature vs. current to provide continuous moni-

toring of the lamp temperature, TL.

The center wavelength A, of thé device is determined by the angle
of the K filter with respect to the optical axis. A pre-test calibra-
tion of the transmission function of the K~filter together with the
aperture stop is performed by coupling a monochromator into the optical

system as shown in Fig. 2.1. This procedure provides a curve relating



filter angle to the peak transmission wavelength, A, of the optical

system, - L - : . : v

The detector signéls'occurring when the lamp radiation is blocked
and unblocked by the chopper correspond to the voltages Vp and‘VL+p,
respectively. The detector signal resulting from the lamp radiation
alone cannot be provided during the test, since it is impossible to
remove the plasma and then re-install it in the channel with the fre-
quency desired. Instead, pre— and post—tést calibrations are performed
with the lamp at various currents and the K-filter at various angles.
The signals from each detector for these conditions are then used to
construct a three-dimensional matrix which relates filter angle and lamp
current during the test to a signal level from.the detector. The post-
test calibration provides a measure of how the matrix elements have
changed over the course of the test. It is assumed in calculating Vi

that the variation of calibration arrays is linear with time.

Each deteétor has associated with it a DC offset, n, due to ampli-
fier drift. This offset is accounted for by measuring the detector
signals with no incident radiation just prior to performing a tempera-
ture measurement. It is assumed that the DC offset does not vary sig-

nificantly over the ~ 30 second period of a single measurement.

The diagnostic as descriﬁed above has a frequency response limited
by the modulation of the lamp radiation by the chopper and the frequency
response of the detector/émplifiér‘circuitry. To date that upper limit
has been approximately 4000 Hz, . '

Reai—;ime data acquisition is provided by a l4-track analog tape
deck for recording detector signals and an A/D converter linked with a
HP2100 minicomputerlfor on-line data reduction. Time—averaged thermo—
couple data are recorded by a VIDAR IDVM and slave unit for post-test |

heat balance calculations.



2.1.2 Testing

Testing of the line reversal diagnostic to daté has included four
runs; the first three associated with debugging the diagnostic design,
hardware and the conventional run apparatus, respectively. The most
significgnt amount of time and effort was involved in detecting and
correcting defects in some of the optical components which caused the
experimental results to appear anomalous for one of the tests. The
fourth test was conducted with a monochromator adjacent to the diagnos-
tic (see Fig. 2.1) which could be coupled to the optical train and used
to perform spectral s¢ans of the 7665-7700 A potassium doublet and line
réversal fieasuremeénts at vafious run conditions. This parallel detec-
tion system provided d4 check on the plasma behavior as well as on the

quantitative performance of the diagnostic.

A schematic of the flow train used for the fourth test is shown in
Fig. 2.2, This flow train consisted of the M-2 combustor and plenum and
a run-in section whose inside wall dimensions at the exit were the same
as those of the M2 channel, which will be the test section used in
upcoming electrical tests. The run—in section exhausts approximately 12
in (300 mm) upstream of a duct which transferred the combustion products
to a scrubber and finally to thé atmosphere. A blower on the downstream
ducting provided sufficient suction to insure that no combustion pro-

ducts escaped to the room environment.

The diagnostic optical axis was oriented pérpendiculér to the
plasma flow at the open portion of the train dpproximately 2 in (50 mm)
downstream from the run-in section exit., The six detectors were posi-
tioned so that their images were centered vertically about the run—in
section centerline. Center-to~center spacing of the image points in the
plasma was about 0.4 in (10 mm) and each detector observed a region of

" the plasma about 0.1 in (2.5 mm) in diameter.

Plasma temperatures were measured at total mass flow rates of 0.15
1bm/sec (.068 kg/sec) and 0.25 lbm/sec (.113 kg/sec) and N,/0, ratios
ranging from 1.25 to 0.25. 1In these experiments, nitrogen was added in

the combustor as avdiluent; the N2/02_ratio has a significant effect
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upon plasma temperature. At all run conditions, the mixture-of fuel and

oxygen was stoichiometric.

The results of a preliminary analysis of the data averaged over a
period of approximately 1/2 second are shown in Fig. 2.3 for several run
conditions. Also shown as dashed lines are temperatures calculated from

equilibrium considerations and heat balance data.

The temperatures calculated from detector #5 have not been reported
with these data because the values of #5 for each run condition are
beyond the range of error due to experimental variations and are there-
fore suspect. It should again be pointed out that these results are

preliminary.

It can be seen from Fig. 2.3 that, with the exception of deteé}or
#6, the temperéture calculated from the detector signals are in good
relative agreement, being in all cases (including #6) within +2.5% of
their averaged value; the variation is typicélly better than %17 if
detector #6 is excluded. The agreement to equilibrium predictions of
temperature based on heat balance data is good for all cases with the
exception of Run 110 (m = 0.15, N2/02 = 1,25), being within about 2% for
all detectors if, again, #6 is excluded. The equilibrium temperature
for Run 110 is based on measurements taken at the beginning of the
test. Thé cooling water temperature changes through the flow train
components do not take into account the heat capacity of the MgO brick
used for lining and protecting the components. At the start of the
test, it is thought that the considerable heat capacity of these bricks
as the plasma temperatue increases causes some uncertainty in the heat
balance calculations. Also, at such relatively low plasma temperatures,
the signal levgls are significantly lower than conditions with hotter
plasmas. This results in less confidence in.the_gbsolute accuracy of
the measuréménts than for similar measurements made with the higher

intensities caused by Hbtter plasﬁas.

The temperatures calculated from detector- #6- are almost consis-
tently higher than temperatures from the other four detectors at the

higher total mass flow rates. No clear explanation has been identified

3
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as yet for this trend. Possibilities include nonlinear variatioﬁs in
the calibration matrices and optical alignment variations arising from
distortion of the metal supporting members exposed to the intense radia-

tion of the hot plasma.

From this analysis, it can be seen that, with some exceptions,
measurements made with the present diagnostic design show good relative
agreement and reasonably good agreement with temperatures predicted from
equilibrium consideraions. Explanations for the observed anomalbus
behavior of detector #5 are being sought, as well as possible reasons
for the relative variations of detector #6. Taken‘together; the results
of this test point to a diagnostic which will be a.suitable tool for the

forthcoming experiments.

2.1.3 Further Work

As previous tests have not been performed in a magnetic field,
the next development will be to modify the diagnostic structurally to
fit into the tight quarters of the Stanford 2.7 T magnet, both'in an
upstream and downstream configuration. Other modifications will’improve
S/N by enlarging the aperture stop diameter and by raising the voltage
output limit of the detectors.

The next experiment should include the coupling of the nonuniform—
ity injector with the M2 channel and detection of the extent of the
resultant wake structure by the diagnostic. This test is presgntly
envisioned as two sets of runs, both in the 2.7 T magnet but without
electric or magnetic fields. One set would have the line reversal
diagnostic in a position to view the nonuniformity upstream of the
active region over a range of flow conditions. The second set would
have the diagnostic in the downstream position and the same rahge of
flow rates. Combining the results of both sets of runs shouid provide a
picture of how the nonuniformity diffuses outward over a range of plasma

velocities and temperatures, assuming all components work to satisfaction.

12



~ The final experiment would again consist of a set of two identical
runs with the diagn&stié first in the upstream and then the downstream
_positions, this time in the presencé of electric and magnetic fields.
This set of tests would be performed over a wide rénge of flow rates and
N2/02 ratios in order to provide a useful body of background data for

comparison to theories.

The final step in this expérimental program is to provide some
qcohparisons of existing theories to the data atcumulated in the final
tesgé. In addition,Aan engineering modei of a nonuniform plasma will be
'pfbposed which is based loosely on Rosa’s analysis of a layered plasma.
Cpmparisdn of these models with the data will hopefully provide quanti-
tative insight into the effects,in MHD devices due to core nonqniform;
ities. The concluding step will be a logical extension of the more
promising models to the case of a large—-scale MHD generator and the

identification of probable trends to be expected.

2.2 Magneto-acoustic Disturbances

. The one?dimensibnal, time;depeﬁdent MHD equations form the basis
for the study of magneto-acoustic instabilities in a combustion MHD
generator. The momentum and energy equations contain the MHD source
terms J x 8 and 32/6 , respectively, which must be modelled. For the
study of magneto-acoustic phenomena it is necessary to construct a model
of the generalized electrical configuration and to include non-ideal
effects such as boundary layers and electrbde vaoltage drops. This is
esﬁecially importaﬁt in order to design an experiment for a smaller

facilit&, such as the Stanford M2.

Tq incorporate the non—idealléffects, the model assumes a one-
dimensional core flow in a channel with developing boundary layers, and
general transverse and axial electrical éonnections. It is then assumed
that the magneto-acoustic waves propagate axially only in the core
region, aﬁd that they travel with a time scale that is fast with respect
to the convective and conductivg time scales in the boundary lafers, so

that the passing waves have a negligible influence on the boundary
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layers. The non-ideal effects can then be inéorporated by replacing the
source terms with values representative of the core, to include implic-

itly the 2D and 3D effects.

Consider a periodic, segmented array of electrodes connected
through a load Ry with applied batteries Vpy, inclined at the dia-
gonalization angle ¢. An axial electrical connection allows current
I, to pass through load R, and battery - Vgn» as shown in Fig. 2.4,
The generalized Ohm’s .law equations,

g

J_ = 1+Bz. (Ey + BE.) o ;(2.1)
_ g - B , ) ‘, “‘ .
Jy = 1+Bz (B, -BEY) | (2.2)

apd the axial and transverse circuit equatidns which result from apply-
ing Kirchoff’s Law, '

Transverse: ' Vg t IR ) /- £ . al (2.3)
, s s's o
transverse
load path

Axial: ~V. + IR = f E.al T (2.4)
axial )
load path

provide four equations from which the four unknowns (J, Jy,-Ex, Ei§,~
“and hence the generator performance, can be determined if the lécal’

plasma properties are known.

In order to account for the 2D and 3D effécts in a quasi-1D des-
cription, it is convenient to solve for the core electrical properties

in the following manner:
1. Observe that in the core

| ch/Jyc = m, a constant. (2.5)
This,éssumbtion’evidences itself in 2D Calculétions, even with
finite electrode segmentation, cf. Oliver [2.5]. Then, the
other electrical properties can be expressed in terms of ch
and m locally. :

14



.Figure 2.4 A representation of the MHD generator with generalized
- electrical connections and boundary layers used in the
non-ideal quasi-one~dimensional model. :
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2. Utilize a form of the transverse circuit equation (2.3) to

relate m and J_.. '
yc

3. Observe that the axial circuit equation (2.4) cannot be eval-
uated directly if A, = A.(x) and E, =E «(X), etc. But
current continuity can be used to derive an expression for
I,» which is invariant, in terms of Jy and m.

4, The results of steps 3 and 4 can be used to find m and J,.
in terms of I, and thus the local properties in step 2 can
also be expressed in terms of 1.

5. Local property values and the results of step 5 can now bé used
in.eq. (2.4) to solve for 1I,, and thus all the other proper-
ties.

In step 2, currents can be summed over the control surface shown in

Fig. 2.5. Assuming that properties do not vary substantially over the
diagonal connection length and averaging in the spanwise (z) direction,
the effect of the insulator wall boundary layers can be incorporated in

an equation relating Jy and m.

- cuB — —
=9 L._c.C g__ _ou ' \
3, = 3 Joe * e ("c °c“c) (2.6)

The overbars indicate z-averages and the subscript ¢ denotes core

values.

Now consider the terminal voltage in the transverse circuits shown -
in Fig. 2.6 and sum the voltage drops using Eq. (2.3). Assuming that
the variation of o near the wall causes all quantities to be primarily

dependent on y and J.

¥ is constant.in'the‘boundary layer, it can be

shown that

ocu B — _—
c C ag au
~ <wBh +V * py (0——(“.1)11SJ
-_.J- = - - - - c cc (2¢7)

ye Ak xg
R,, +R + R —
s O
Cc
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Figure 2.5 Transverse current control volume.
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. Figure 2.6. Transverse circuit voltages.
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where

fz; - -3—- (1+f;2)[<%>BL o - 11, (2.8)
, c K
i: - %— ) (S o -1, (2.9)
c A
~% ~k %k

RKA = RK + RA , (2.10)

*
R
s

o R /b, (2.11)
and

R, =L [(1-pn) + (w+p) tan 4] . (2.12)

2l

ﬁ; and ﬁz' are the effective resistances at the cathode and anode,
respectively, and have no dependence on m or ¢. Their sum, R;A’
représents the extra boundary layer resistance, beyond that which would

-~

result 1f o were uniform. Rz is the core resistance and‘ ﬁ: is the
normalized load resistance. The quantities <1/d>BL are effec¢tive con-
ductivities in the boundary layers which can be calculated by a model

for o, or deduced from measured voltage drops.

" In step 3, currents are summed over the control volume in Fig. 2.7,
assumiﬁg that some electrodes exist paspvthe curent take-off plane,
which is at an equipotential inclined at angle a. The result relates
the invariant axial current I, to 3& and m according to the
expression

{D>

25l GCBL () = Bl + m(l - ) - tan 0} T =f . (2.13)

Equations (2.7) and (2.13) provide two equations relating Jy’
m, and I  after Eq. (2.6) is used to eliminate ch. Thus, if the
plasma properties are known, m and 3§ (and hence ch) can be deter-

mined in terms of In'

Then, Exc(x)’ Eyc(x)’ ch(x), and ch(x) can all be determined in

terms of I, and local plasma properties.
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. Figure 2.7 Axial current control volume.
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Now the axial circuilt equation can be utilized to determine 1I,.
Applying Kirchoff’s Law again Eq. (2.4),

I R R, )=V, - [PE (k1) dx (2414)

Ryan represents the totil,gathoge plus anode boundary layer resistance,

in analogy to the transverse circuit equation.

All quantities are known in Eq. (2.14), except for 'I;. Thus, Eq.
(2.14) allows I, to be determined, possibly implicitly. For a Faraday
generator I = 0. Thus Eqs. (2.6), (2.7) and (2.13) can be used to

solve for 3& and m directly.

These.steady state properties can now be perturbed to determine the
source terms in the momentum and energy equations. Assuming that the
angle of the current streamlines, m, is not appreciabl& affected by

fluctuations,

CESME 3. By (2.15)
) J ) J ,
F°/0)" = X (%) [2 55 -] (2.16)
c yc c '

Neglecting variations in the z-direction and allowing fluctuations in P,
T, u, g and B in the core, j;c can be perturbed to yield

ch _ (Cyscoﬁ + CyHch)P + (CyscOT + C}'HTBT)T + /v
— - — Ak (2.17)
ch choE aRKAs
1+ A n T
oc aJ
yc

where

ysc V ocC

(tan ¢ - m)B,

Cope = -

ocC
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oC

and

In these equations,

and

= 'ﬁKAS '+ (1-Bc{n) + (m+B.) tan ¢ + is

T - Do T
J =J_ J[/ocaB
yc yc' ¢ o
R * AR
Uc = oERKAn = oc K
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3.0 BOUNDARY LAYER PHENOMENA

3.1 Boundary Layer Diagnostics for Velocity Measurements

" Laser Doppler Velbcimétry (LDV) has been proven to provide réliable
velocity measurements in the harsh environment of an MHD generator.  An
advanced LDV system is currently being developed at Stanford to measure
the effect of turbulence suppression in a magnetic field. This system
consists of two major subsystems: the optical components. to. provide the
LDV measurements, and the data acquisition/reduction.components to store
and interpret the LDV data. Included in the latter subsystem is the
necessary software to control -the system. The optical components have
been described in previous reports, while the data acquisition/reduction

components will be described below. . T

During September and November of 1980, several tests were conducted
in an MHD plasma to compare two different data acquisition/reduction
systems: a frequency tracker system with an analog recordiﬁg of data
and a burst counter system with a digital recording, of data. After com-
paring the two systems, it was determined that.a counter—-based.system -

was superior to that with a tracker.

The burst counter selected (TSI model 1990A) operates by high—ﬁass
filtering the input signal from the photomultiplier to extract the
Doppler signal created from particles passing through the fringés in the
measurement volume. Internal circuitry then counts a predetermined num-
ber of doppler cycles, usually eight, and times them. By knowing the
fringe spacing, determined from the geometry of the optics and.the laser
wavelength, and the time to' cross the fringes, measured by the counter,

the velocity of an individual particle is obtained.

To link the counter with the HP 2IMX computer, an interface (TSI
model 1998) is being added. This interface operates with DMA (direct
memory access) into the computer to maximize the acceptable data rate.
When the counter validates a velocity measurement, it sends it to the
TSI interface. This interface then notifies the computer that data is
available and suppresses the counter from updating with new velocity

information. When ready, the computer fetches the data from. the
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interface. When the transfer is complete, the interface releases the
counter to make the next measurement. The interface itself has,a timer
and can measure the time between validated velocity measurements. This
additional information can be transferred to the comﬁuter in the DMA

cycles.

After a specified number of data points has been taken, the com—
puter will write the data to the magnetic tape for storage. On-line
data analysis will then calculate the sample mean velocity, turbulence
intensity, and velocity probability density function. These quantities
will then be output to a video monitor. If they correspond to realistic
values, the data will be kept. This technique of on-line data analysis
allows instant feedback on whether the system is adjusted properly.

This technique has been used by other LDV researchers [3.1,3.2] and has
successfully indicated such things as improper optical alignment, filter
settings, and gain settings in the LDV system.

During this contract reporting period, the TSI interface, the
connecting cables, and the appropriate I/0 interface card for the HP
21MX have been obtained. The installation of this hardware is nearly
complete. Figure 3.1 shows a schematic of the data acquisition system.
Preliminary computer programs that control the data acquisition and do
the on-iine data analysis have been written and await the completiqn of

the hardware link for testing.

During the MHD tests of 1980, it was determined that the color
filter provided with the LDV optical system was inadequate to filter the
intense radiation of the potassium seed. A special color filter was
designed for the system. The filter has been obtained and a special
mount 1s currently being constructed to fit it into the optical train.

One of the difficulties of measuring turbulence suppression in a
combustion plasma is the presence of nonturbulent, low frequency fluc-
tuations., Combustion instabilities, fuel, or air feed rate fluctuations
will add nonuniformities to the flow that will appear as fluctuations
about the mean. Thesevnonunifbrmities, however, may not have shear

generated, dissipative scale eddies, and cannot be called true
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Figure 3.1 LDV data aéqqisition system.



turbulence. In fact, the length scales of some of these fluctuations

will probably exceed the active magnet length. The effect of the mag-
netic field on such nonuniformities will, in all probability, be quite
different than that on dissipative scale turbulence.

To separate these types of disturbances, a power spectrum of the
flow will be obtained and filtered. The filtgr point will be determined
from estimates of the lowest frequency components of the turbulence.
This can be found by using the characteristic length and velocity of the
flow, i.e. the boundary layer thickness and mean velocity. By using the
velocity and time information provided by the TSI 1998 interface for
each particle, an autocorrelation function can be constructed. The
power spectrum is then obtained by taking its Fourier transform. The
algorithms to be used have been identified, and preliminary computer
programs for this post-test analysis have been wriften but have not yet

been tested. These algorithms will‘be discussed in future reports.

3.2 Biasing in LDV Measurements

In addition to the work described above, an analysis was made of
the biases and uncertainties that are unique to LDV systems. The first
bias to be conside:ed is based.-upon the fact that LDV measures the
velocities of particles suspended in a fluid and not the velocity of the
fluid itself. As ;he_fluid accelerates, the particles experience a
6ombinatioh of pressure and viscous forces that accelerate the partidle
- toward the fluid velocity. The characteristic response time and, hence,
the characteristic frequency of such a particle is a function of the
fluid viscosity, the.particle size and the particle density. By compar-
ing this particle frequency with.the characteristic frequencies of
interest in the flow, an estimate. of the magnitude of particle slippage
can be made. For the flows considered at Stanfofd, the particle
response frequency was two orders of magnitude greater than the
characteristic frequency of the flows. It was concluded that particle

slip can be ignored.
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Another type of biasing arises in LDV applications when there is a
correlation between the particle arrival rate and the instantaneous
velocity. This biasing, first identified by McLaughlin and Tiederman
[3.3], has been termed 1/v biasing. It arises when particles are ran-
domly distributed in the fluid volume. When the fluid velocity is
higher than average, a higher than average number of parficles pass
through the measurement volume, weighting the sampie meaﬁ toward the
higher velocities. Iﬁ an MHD plasma, however, the particies'are ran—
domly distributed in the fluid mass, but not in the fluid volume. Thus,
flﬁid density variations can also play a role. Tﬁe higher_velocity
elements ﬁf fluid generally have a higher témperathre and hence a lower
density. This results from the effect of boundary layers cooling fluid
elements as they slow them. With particles being distributed according
to f;uid'mass (density); a lower than average volumetric number density
of particles is present in high velocity fluid elements. The biasing
effect due to fluid density acts in opposition to that of 1/v biasing,
reducing the overall biaé'of the sample mean. For the cases gonsidered
in the Stanford MHD plasma; the net biasing effect was found to be
small, and will be neglected.

In the literature, there have been a humber of other biasing and
uncertainty sources probosed. For an LDV system thét includes frequency
shifting, some particles may be counted twice if their residence time in
the measurement volume is long. For the -Stanford flows, the residence
time is shorter than the counter reset time, so this mode of biasing
does not exist. Since iéfger particiés scatter more light, it has been
' proposed that .the LDV sémples can be weighted toward tﬁe large particle
velocity. As long as these larger particles are randomly distributed
and do not slip, there is no biasing. This is the éase in the Stanford

channels,
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4,0 HALL FIELD BREAKDOWN

-A major problem'erea in the design of MHD'éenerators is the preven-
tion of axial field breakdown. 'There are two distinct breakdown modes
'first observed by Unkel [4.1] in segmented channels; insulator—initiated
breakdown and plasma-ioitiated breakdown. The former arises from inter-—
nal Joule heating within the interelectrode insulator leading to ther-
mal-electrical breakdown of the insulator. Plasma-initiated breakdown
manifests itself as an arc through the plasma adjaceht to the interelec-
"trode insulator. The high wall heat flux resulting from the plasma arc

often induces insulator breakdown in the adjacent insulator.

To maximize the sustainable axial fields in MHD generators, the

‘ processes leading to both plasma and insulator-initiated breakdown and
‘ the dependence of the breakdown fields on system parameters must be
understood. A computer program has been developed which models the
behavior of the 1ntere1ectrode plasma and insulator regions in the
presence of an induced axial field. The program consists of a two-
dimensional boundary layer program [4.2,4.3], coupled to a quasi two-
dimensional finite—element plasma electrical model developed by Oliver
[4.4], both of which can he coupled to either a one-dimensional or a
quasi two—dimensional'ihsulator model. The program predicts the onset
of insulator-initiated breakdown and can be used to predict the onset of

plasma-initiated breakdown.

In the following sections, the computer model and results are
discussed and comparisons with available experimental data are made.
Figure 4.1 gives a descr1ption of the geometry and nomenclature employed

in the calculatlons.

4,1 Theoretical Modelling

For clarity, the theoretical model has been divided into four seg-
ments; the plasma dynamics, the electron dynamics, the plasma electrical
model, and the insulator thermal-electrical model. Each of these seg-

ments will be described below.
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Figure 4.1 Generator configuration _Aused in
o computer program.
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4,1,1 Plasma Dynamics

An existing two-dimensional boundary layer program was utilized
to model the plasma dynamics. The model includes the bulk plasma conti-

nuity, axial momentum and energy equations as listed beiow.

3 a a = -
Continuity: k | ‘ E£E-+ 351 'O N (4.1)
omentan: 05, w850 55, 0, g

Axial Momentum: pu A + pv Yy = 3y [(u+p€m)3;] B + Jy Bz (4.2)

~—dH , —dH _ d ~\OH

Energy: | pu 3;-+ Pv-sy = 6yl[(Pr + peD)S;J
+19-[(+e)(1-l_)'95_2]-+i2-+~1 U B -

2 9%y Wreen Pr’ dy o 'y b
=

where o7 Coo " HUE h‘+'%—-. , S (4.4)

In the viscous dissipation term of the energy equation, the turbu-

lent Prandtl number is assumed equal to the molecular Prandtl number.

A transverse pressure model has also been incorporatd to isolate
anode—cathode wallbdifferences;fiThe model consists of a solution to the

equation

,Qp/by ==-J_B, (4.5)

The numerical algorithm utilizes axial damping to reduce the axial
pressure gradient imposed by this model at electrode-insulator junctions.

The core boundary conditions for these equations are obtained from
a separate core plasma solution [4.3]. The continuity, axial momentum

and energy equations are solved in addition to the equation of state for
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the plasma. A constraint equation which can restrain any of -the core .
dependent variables is included to provide a total of five core equa-
tions for the five dependent variables, axial velocity, enthalpy, pres—

sure, density and channel cross-sectional area.

The wall boundary conditions for the axial momentum and energy
equations are the usual noeslip velocity, and continuous temperature and
heat flux, respectively. The continuity equation is automatically
satisfied by employing the Von Mises transformation.

4,1,2 Electron Dynamics

The program solves the electron continuity equation as presented
below [4.2,4.3]

T ey el ® (oD Ae e 4R (4.6)
Pu 3x oy oy P 3" %y e s

ey
. - ¢

The _equation consists of a balance between convection, diffusion
and an electron source—recombination term. The boundary conditions con-
sist of the equilibrium electron concentration in the core,. and a sheath

model [4.2] at the channel wall.
The electron energy nonequilibrium is modelled by the equation f4.5]

2m 3

. _ e N =2 -

This equation consists of a balance between Joule heating and electron

collisional losses through both elastic and inelastic collisions.

4,1.3 Plasma Eiectrical Model

The plasma electrical model consists primarily.of Oliver’s- finite
element model [4.4]. The model assumes two distinct regions, an elec-. -
trode region and an insulator region. The axial field and transverse
current density in each region are given by the following set of equa-

tions.
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Insulator region

in(y) = Jy»¢(y) ,. : ; o (4.;3)“
E(y) =E _lo(y) + (a+ L /L) = o(yD] (4.9)
Electrode region
Jyel) = 3yu L6 + (14 1,10 = 6())] (4.10)
E oY) = E o(y) (4.11)

Here ¢(y) 1is a matching function which varies linearly from zero at
the wall to- unity at the edge of the 699 boundary 1ayer. In practice,
these equations have a weak axial dependence due to the axial variation

of 699 and the consequent axial variation of ¢.

The axial current density and transverse electric field_in both the

electrode and insulator regions are given by the Ohm’s law.

Iy = o, - BY (4.12)
1+ g Y
E =uB +8 5 _gg (4.13)
y z (o] y X

In addition to these algebraic equations, two additional equafions are
required to determine Jy,,° and E . The two conditions which are

enforced are the following:

Zero net hall current over the insulator

Y .
12
[ xi dy = 0 (4.14)

<A
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Faraday voltage

4V + IR. = —'/ Eye dy _ ‘ L (4.15)

o

~and  E .

These twb intggral constraints uniquely determing Jym

4,1.,4 One-Dimensioqal Insula;q: Model

The one-dimensional.1nsu1ator model assumes that all the proper-
ties vary only in the direction‘normal to the surface. The incident.
heat flux to the insulator.from the plasma is taken as the axial average
of the local plasma heat flux to the insulator~sﬁtface. The axial

current density in the inéulator is given by
J, = cE (4.16)

The insulator energy equation is solved to determine T(y) and there-
forée o(y). Thus

d , ... dT 2
Iy (KD g + o(T).E = 0 , L (4aD)

where the electrical conductivity, o(T), and the thermal conductiv-

ity, K(T) are expressed by algebraic relations of the form

G(T) = g, exp(-A/T) | (4.18)
3 i

R(T) = 30 k, T - (4.19)
i=o

The boundary conditions on the problem enforce continuous heat flux and
temperature at the plasma-insulator interface. A heat transfer coeffi—

cient and coolant temperature are specified at the cooled wall.
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4,1,5 Two-Dimensional Insulator Model

The tWo;dimensiOnal'insulator model consists of a two-dimensional
' eﬁergy equation coupled to a quasi two-dimensional insulator electrical
model. The exactAelectticai boundary conditions for the insulator
require that the tangential electric field be continuous at the bound-
aries. Due to the high electrical conductivity of the adjacént elec-
trodes, it is expected that the transverse electric field at the insula-
tor-electrode boﬁndary Wiil be insignificant relative to the axial
electric field at the 1hsu1ator—p1asﬁé boundéry.‘ The electrical model
therefore assumes that the insulator transverse current density is

negligible throughout the insulator.
J =0 (6.20)

The current conservation equation then reduces to the form
A’

Equation (4.21) requires that the akial current density be of the form
J.(y). Ohm’s law reduces to

' I () .
Ex(x,y) =G—(ﬁ_ (4.22)

 The insulator axial field is constrained by the equation

Li :
-‘/; Ex(x,y) dx =V (4.23)

where V., the axial gap voltagé, is obtained from the plasma solu-

tion. By combining Eqs. (4.22) and (4.23) weé obtain

. - X
S T (4.24)
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The two-dimensional insulator energy equation is given by

2 (x(m ———Z—“("' D + 3 eny 2y,
(4.25)
+ o(T) E (x,y) =

where R(T) and o(T) are given by the algebraic equation described in
the previous section. The Joule heating‘term in Eq. (4.25) can be
reduced to the following form by employing Eqs. (4.22) and (4.24):
2 2
JX(X9Y) V'

o(T) =
U(T)[[ ' o??)]

(4.26)

oAT) E2 (x,y) =

The boundary conditions for the insulator energy equation are

e continuous temperature and heat flux at the plasma insulator
interface '

o u (T(0,) = T (y) = KZ (o,y)

]

o u (T(L,y) =T () = K (L,y) ~ D

o up(TCx,=8) = T,(x)) = K LT (x,-8)

where ug and up are specified heat transfer coefficients, Te(y) is
the electrode transverse temperature distribution, and T.(x) 1is a

specified ¢ooled wall temperature distribution.

The energy equation is solved numerically by the method of success-
ive overrelaxation. Between successive iterations on the témperature,
the insulator electrical conductivity, the insulator thermal conductiv-

ity and'the electrical solution are updated.

Computation Procedure. The program reaches convergence via itera-

tion. It marches axially along electrode-insulator pairs. At the end

y=? E
a new iteration is then initiated.

of each pair, J and the insulator solution are recalculated,

xo?
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At the end of each iteration, the condition dqsurf/deurf
/(T =T ) is checked for the insulator. If this condition is
Ysurf’ “surf e . . _
satisifed, further increases in' the insulator surface temperature will
induce a greater surface heat flux than can be removed by the insulator.
This corresponds to thermal instability of the insulator, that is insu~

lator initiated breakdown.

Plasma initiated breakdown is given by the condition 4V /dJ £ 0.
If between- two consecutive computer runs, the interelectrode voltage
remains unchanged or decreases,“with a corresponding increase in the
calculated core current density, then plasma initiated breakdown has

occurred.

4,2 Theoretical Results

Computer cases have been run to study the dependence of the inter-
electrode breakdown voltage on system parameters such as electrode wall
component scales, transverse‘electrode current density and its corres-
ponding boundary layer Joule heating, and anode-cathode wall differ-
ences. In addition, several mechanisms affecting the behavior of the
interelectrode region have been observed. These mechanisms will be

described below.

Anode-cathode wall differences can be attributed to the transverse
pressure distribution. induced by the interaction of the axial current
with the magnetic field. Lower plasma pressures occur at the anode
wall. This raises the plasma conductivity which increases the axial
current leakage and thereby reduces the induced axial voltage for a
given transverse current density. This 1eads to lower breakdown voltages

for the anode wall as compared to the cathode wall,

Four Joule heating mechanisms which enhance insulator breakdown
have been observed. The internal Joule heating within the insulator in-
creases the insulator temperature and reduces the ability of the insula-
tor to remove the incident plasma heat flux. The Joule heating in the
upstream electrode boundary layer heats the plasma boundary layer and

increases the plasma heat flux to the downstream insulator. The plasma
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Joule heating in the electrode boundary layer also raises the electrode
surface temperature which results in reduced axial thermal conduction
losses from the insulator to the adjacent electrodes. Finally, plasma

4 Joule heating due to axiallleakageAin the insulator boundary layer
increases the plasma heat flux to the insulator. The latter mechanism
1s of secondary importance to insulator heat flux and insulator initi-
ated breakdown, however, it is of primary importance to plasma initiated

breakdown.

Two mechanisms which enhance the sustainable insulator electric
field have been observed. Due to the lower average surface temperature
of the electrodes relative to the interelectrode insulators in this
sfudy, the boundary layer leaving the electrode region and entering the
1n§ulator region requires a finite length to thermally equilibrate.
This reduces the heat flux to the insulator leading edge which results
in improved electrical performance for the insulator. This effect
becomes more predominant as the insulator width is reduced. With the
two—dimensional inéulator thermal-electrical model, improved insulator
cooling by way of axial-thermal conduction to neighboring electrodes
increases the insulator sustainable electric field as the insulator

width is reduced.

The results of this study have clarified the dependence of the
breakdown mode on system parameters. Insulator initiated breakdown
becomes the predominant breakdown mechanism as the thermal loading of
the insulator is increased. As the thermal loading is decreased by such
mechanisms as reduced upstream electrode current density or reduced

insulator width, plasma initiated breakdown becomes predominant.

The computer results which are presented below fall into five
categories. In the first four categories, the electron energy equation
was not used. These categories are listed below.

e 1-D insulator model with constant Le/L1

e 1-D insulator model with constant 3.8 cm electrode pitch
e 2-D insulator model with constant L_ /Ly
°

2-D insulator model with constant 3.8 cm electrode pitch,
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The fifth category consists of two computer cases, one without the
electron energy equation, and one with the electron energy equation
included. These results are compared with existing experimental data

taken by Unkel [4.1] under similar flow conditions.

For the first four categories, a constant core pressure constraint
is enforced. For the fifth category, a constant channel area constraint
is enforced so as to match the experimental conditions as closely as
possible. Téble 4.1 contains the values of the system parameters which

were used for all the computer cases.,

Figures 4,2 through 4.5 contain the results for the one-dimeﬂéibnal
insulator model with constant Le/Li‘ Figure 4.2 contains the load lines
for three different electrode wall scales. In each case one observes
insulator initiated breakdown. Figure 4.3 contains the breakdown voll—
ages and electric fields for the three cases. One can observe that the
breakdown voltage decreases as the insulator width is reduced. However,
the core and surface breakdown electric fields increase by 30% as the
insulator width is reduced from 0.8 cm to 0.2 cme This can be attrib-
uted to the finitg boundary layer equilibration length. Figure 4.4
indicates that the insulator surface temperature rises as the electrical
loading increases. This can be attributed to the four Joule heating
mechanisms described previously. The primary mechanisms are internal
insulator Joule heating and Joule heating in the upstream electrode
boundary layer. One can also observe that the insulator surface temper-
ature decreases as the insulator width is reduced. This can be attrib-.
uted to the increasing significance of the boundary layer equilibration
length as the insulator width is reduced. Figure 4.5 indicates that the
insulator surface heat flux decreases as insulator width is reduced,
again attributable to the boundary layer equilibration length. One can
also observe that increasing the electrical loading leads to a peak in
the insulator heat flux due to the increasing importance of the internal

insulator Joule heating.

Figures 4.6 through 4.9 contain results for the one-dimensional

insulator model with a constant 3.8 cm electrode pitch., As with Fig. 4.2,
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Table 4.1

System Conditions for Computer Cases

U, = 450 m/sec

To = 2725 K

Pow = 1 atm

o, = 10,6 mhos/m

B = ‘2.7 T“v

Ny/0y = 0.5
Distance from Nozzle = 10 cm
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Fig. 4.6 indicates that all three cases undergo insulator initiated
breékdown, with the wider insulators sustaining larger axial voltages.
Figure 4.7 indicates that the surface'breékdown electric field rises by
100% as the insulator width ‘is reduced from 0.8 to 0.2 cm. The improve-
ment over the cases described in Fig. 4.3 can be attributed to lower
upstream electrode current densities. Due to enhancement of the insula-
tor surface electric field for a given éoré field as the'ratio of Le/Ll
increases, one can observe reduced core breakdown fields as insulator
width is reduced. Figﬁres 4.8 and 4.9 show similar trends to 4.4 and
4.,5. Comparison of Figs. 4.5 and 4.9 indicates that for a given insula-
tor size and core current density, the latter cases experience a lower
insulator surface heat flux. This can be attributed primarily to the
larger insulator axial field and corresponding internal Joule heating

for the cases of Fig. 4,9.

Figures 4.10 through 4.13 contain results for the two-dimensional
insulator model with constant Le/Li' Figure 4.10 indicates reductions
in the breakdown voltage as insulator width is reduced. However, one
should note the increase in the breakdown transverse current density as
insulator width is reduced. Figure 4.10 also indicates that slightly
higher breakdown voltages can be_attained on the cathode wall, Figure
4.11 indicates that the surface and core breakdown electric fields
iﬁcrease by more than 100% as the insulator width is reduced from 0.8 to
0:2 cms This can be compared to the 30% improvement of Fig. 4.3. The
imp:ovemenﬁ in insulator performance for the cases in Fig. 4.11 can be
attributed to the finite bqundary layer equilibration length, like the
cases of ?ig. 4.3, and also to the increasing axial thermal conduction
losses from the insulator to the adjacent electrodes as the insulétor
width is reduced. Thelimproved performance for the cases in Fig. 4.11
compared to those of Fig. 4.3, indicates that axial thermal conduction
is more significant than the boundary layer equilibration length. The
trends in Fig. 4.12 are similar to the trends in Figs. 4.4 and 4.8;
ekcepﬁ that one can observe larger reductions in the insulator surface
temperature as insulator width is reduced. This is attributable to

"axial thermal conduction losses to the neighboring electrodes. Figure
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4,12 indicates a surface temperature reduction of 260 K as the insulator
width is reduced from 0.8 cm to 0.2 cm. Figure 4.13 indicates, as

) before, that insulator surface heat flux peaks due to the growing con-
fribution of internal Joule heating as the electrical loading increases.
However, Fig. 4.13 a}so indicates that insulator surface heat flux
incregses with reductions in insulator width, unlike Figs. 4.5 and

4.9. Axial conduction losses will increase the insulator surface heat
flux by reducing its temperature, while the boundary layer equilibration
length will reduce the insulator surface heat flux. This observation
therefore implies~;hat the contribution of axial thermal conduction is
greater than that of the b;undéry.layer equilib;atidn length as insula-
tor width is reduced. ' - -

Figures 4.14 through 4.17 contain results for the two-dimensional
insulator with a constant 3.8 cm electrode pitch. Figure 4,14 indicates
the onset of plasma breakdown. The breakdown mode for the 0.8 cm insu-
lator was insulator initiated breakdown. The breakdown mode for the 0.4
cm insulator could not be determined with éertainty since ‘both insulator
and plasma initiated breakdown occurred together. ‘The 0.2 cm insulator
experieﬁcéd plasma initiated breakdown. Figure 4.15 indicates that the
_bfeakdown voltage decreases with decreasing insulator width, however,
one should note the weak dependence of the breakdown voltage on insula-
tor width for the larger insulator widths. This agrees favorably with
. the exﬁerimental results of Zalkind et al. [4.6]. As before, we see large
'incréases in the insulator surface breakdbwn electric field as insulator
width is reduced. Unlike the‘previous cases, the surface breakdown
electric field is concave up as shown in Fig. 4.15. This indicates the
onset of plésma breakdown limitations. As the insulator width is re-~
duced, axial'cooling of the insulator successfully eliminates insulator
initiated breakdown, at which point the plasma breakdown threshold
Becomes the limitation on gap performance. The trends in Fig, 4.16
agree with those of Fig, 4.12. Additionally, one can observe that the
0.2 cm insulator does ndt attéin tﬁe-high surface temperatures of the
0.4 cm and 0.8 cm insulators at breakdown. This is to be expected since

insulator initiated breakdown was not the breakdown mode for the 0.2 cm
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insulator. The trends in Fig. 4,17 agree with those of Fig. 4.13,
except for the 0.2 cm insulator case. In the latter case, the internal
Joule heating in the insulator stays insignificant. The surface heat

flux therefore rises steadily as the electrical loading increases,

Figures 4.18 through 4.20 contain results for the two-dimensional
insulator model, with and without the electron energy equation model.
The results are also compared with existing experimental data taken by
Unkel [4.1) under similar flow conditions. Figure 4.18 indicates that
inclusion of the electron energy equation raises the breakdown voltage
by approximately 10%Z. This is due to thermal reasons which will be
described shortly. One can also observe the close agreement between
both calculated load lines and the existing experimental data. The
experimentally observed breakdowns, like the calculated breakdowns, were
insulator initiated. Examination of Fig. 4.19 indicates a reduction in
the insulator surface temperature by inclusion of the electron energy
equation model. Examination of Fig. 4.20 indicates that with the elec-
tron energy equation model, the inulator can dissipate a higher heat
flux. The differences in these results can be attributed primarily to
the Joule heating in the upstream electrode boundary layer. Inclusion
of the electron energy equation reduces upstream Joule heating due to
the higher plasma electrical cohductivity in the electrode boundary
layer. This reduces the Joule heating dependent heat flux to the insu-
lator. In addition, it lowers the electrode surface temperature and
thereby improves axial insulator cooling. These mechanisms reduce the
ingulator surface temperature which in turn reduces the internal Joule
heating for a given axial voltage. This further improves the ability of
the insulator to dissipate the incident heat flux. The combined effect
of these mechanisms is to reduce the insulator surface temperature and

increase the surface heat flux for a given axial voltage.

Figures 4.21 and 4.22 are plots of the gap breakdown voltage vs.
upstream electrode current density for the computer cases described
above. In general one can observe an increase in the breakdown voltage

as upstream electrode current density is reduced. These results agree
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favorably with the experimental results of Zalkind et al [4.6]. Figure
4,22 indicates the onset of plasma initiated breakdown for the 0.2 ¢m
insulator. As the upstream electrode current density is reducéd, the
insulator initiated breakdown voltage increases and finally the plasma
initiated breakdown threshold is exceeded. This results in a weaker
dependence of the gap breakdown voltage on electrode current density.
This weaker dependence is a result of the different mechanisms which
govern plasma initiated breakdown as compared to insulator initiated
breakdown. The primary mechanism for the former breakdown mode is Joule
heating in the insulator boundary layer due to axial leakage. The axial
leakage 1s primarily dependent on the gap voltage and not the.transverSe

current density.

4.3 Conclusions

A two-dimensional MHD computer code has been developed which pre-
dicts the onset of insulator and plasma initiated breakdown. The re-
sults from the code demonstrate the importance of an insulator model for

accurate predictions of the behavior of the interelectrode region.

The code has been used to study the dependence of the interelec-
trode breakdown voltage on system parameters such as insulator width,
‘electrode current density and magnetic field direction. In addition,
several mechanisms which enhance insulator initiated breakdown have been
observed. The onset of plasma initiated breakdown has also been ﬁre-
dicted. There is good agreement between the computed results and the
experimental results of Unkel [4.1]; in addition the trends predicted by
the computer results agree favorébly with the experimental results of
Zalkind et al [4.6]. |
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5.0 DISK GENERATOR STUDIES

During the present reporting period, progress has been made mainly
in two areas; analytical anaknumerical calculations of fluid and elec-
trical behavior, and studies of performance prediction. In the analyti-
cal and numerical work, current discharge phenomena in large, high
interaction disk generators were studied. In the performance prediction
area, calculations of the performance‘of baseload inflow disk generators

were performed and were compared with linear generators.

5.1 Current Distribution and Nonuniformities

Current distribution and nonﬁniformity effects in the r-9 plane of
large, baseload-size disk generators have been investigated using the
finite element computer codes. Description of the finite element codes
and some of the preliminary results have been given in previous progress
reports [5.1,5.2]. For the sake of completeness, however, salient
features of the finite element methods employed are briefly reviewed

below, prior to the presentation of the results.

For high MHD interaction as ﬁight be expected for baseload size MHD
disk generators, the fluid dynamic and electrical equations need to be
solved together. The appropriate equations, assuming axial uniformity

(3/ = 0), are

Continuity Equation: -

%%; (pv_r2z) ""%%‘é’,(p"e) =0
Momentum Equations: |
R AT
Ovg PV g VY5 | pp
e Bt T %8 " r - "tae 3B
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Energy Equation:

ah ov, dh ) :
tot 0 tot 1 9 1 0
M3t T 38 2z a7 (4,72 + 7 35 (ap)]

-G E +3gEp =0

Electrical Potential Equation:

18 (o (2,83 '
rz Or [1+ 2 ( ar Treet Be ﬁBvr)er
B
13 (o 12 _,2¢ . .
+';'3§ [1+32 ( r 06 B ar T BBVg Bvr)] OA

= -2 =13
E dr Ee=~"7 286
and the currents are related by Ohm’s Law
o
i = [E_ - BEy + B (vy + Bv )]
r 1*32 T e 0 T
o
jo=——=[E, + BE_+ B (Bv, = Vv.)] .
6 1 + B2 ) ‘T 0 r

The channel height 2z is pr?scriﬁed as a specific function of fadius.

Instead of coupling the fluid and electrical equations étep—wise as

has been done in the previous work, it was decided to attempt a simulta-

neous solution of the equations using a Finite Element Method (FEM).

Plasma properties requiréd by the equations are determined at each point

using a curve fit routine for either alcohol or Montana Rosebud coal

combustion products seeded with potassium. The code was initially

developed'for a small scale disk and once‘wofking satisfactorily was

expanded for larger size disks. In cases studied to date, the static

pressures and temperatures have been in the. ranges expected for baseioad
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disks. The channels studied are constant Mach number ¢hannels with

M= .8. This waé picked to avoid a Mach number of unity where the
numerical calculations break down. - An inlé; swirl of unity and an inlet
load factor of 0.45 were chosen as representative for disk operating
conditions. The size of the computer:available limits the ovérall
number of elements that can be used. A 1/12 section of the disk is used
with periodic boundary conditions imposed and the length limited by the

maximum number of elements.

Two cases are presented, one for an outflow channel with a tempera-
ture and velocity deficit in the iﬂlét conditions as might be caused by
cooled guide vanes, another for an inflow channel with é'linear change
in temperature with angular position as might be caused by an inflow
inlet scroll. The z contours for these cases are curve fits from a one-
dimensional Runge-Kutta calculation for constant Mach number. The inlet
conditions for the z contour calculation are given in Table S5.1. The
same conditions are used for the no property variation cases to which
the cases with property variations are compared.

To simulate effects of cooled guide vanes in an outflow channel,
flat-bottomed, V-shaped, in-phase deficits of temperature and velocity
were impose&. The width of the deficits was one-quarter of the computa-
tional section inlet. The temperaure deficit was a maximum of 1.5%
which corresponds to a conductivity deficit of 17.4%, and the velocity
deficit was 9.57%7 with the swirl angle kept constant. The inlet is at a
radius of 1.5 m with a height of 20 cm and the channel extends to a
radiué'of‘Z.iSS m where the height is 15.9 cm. The load voltage was
kept the same 5150 volts as in the no variation case. The results are

To simulate the effects of temperature variations in inflow disks
due to the inlet scroll, a linear temperature. decrease with angular
positioﬂ at ﬁhé inlet was used. The temperature decrease was a total of
1.4% and thé"veloéity was uniform across the inlet with a maximum Mach
number of 0.8. The inlet of this channel is at a radius of 4 m with &
height of 7.4 cm and the'plasma flows inward to a radius of 2.81 m where .
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Table 5.1

_INLET CONDITIONS

Total Pressure 6 atm

Total Temperature 2800 K _ |
Mach Number . 0.8

Inlet Swirl 1.0

Inlet Load Factor 0.45-

Mass Flow 500 kg/sec
Enthalpyiinflgx © 1960 MW~"”
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"OUTFLOW RESULTS

Maximum Load  Load Enthalpy Power Z of Inlet
Z Variation Current Voltage Influx Output Enthalpy
Case Inlet Outlet (Amps) (Volts) (MW) (MW) Extracted
No Property None 20,190 - 5,150 . 1,960 104.0 5.31
Variation . . . :
1.5 Temp 1.1 '
With Property 4 Cond 15.7 18,250 5,150 1,915 94,0 4,91
Variation 9.5 Vel 13.6 : : Lo




the height is 19.1 cm. Again the load voltage was kept the same as for
the no variation case, 9500 volts for this channel. The results of this

case are summarized in Table 5.3.

Figures 5.1 and 5.2 show the potential distribution in the outflow
and inflow channels, respectively for the variation cases. A noticeable
effect on the potential distribution occurs in the outflow guide vane
case while the change in the potential distribution for the inflow
variation case is negligible. The greatest effect on the current dis-
tribution is due to the conductivity variation. Figure 5.3 shows the
conductivity throughout the channel for the outflow case. The conduc-
tivity variation, which follows the temperature variation, changes
little in its size or shape as it moves.with the plasma flow. Figure
5.4 shows the radial velocity component for the same cése. Again the
initial variation follows the plasma flow changing little in size or
shape, but on one side of the variation there is a noticeable lowering
of the radial velocity. This is due to the MHD interaction to the
tangential current component which is shown in Fig. 5.5. A similar
though smaller effect is observed in the inflow case near the point
where the high temperature end of the inlet temperature distribution
meets the low end of the previous distribution (Figs. 5.6 and 5.7).

The variations have the overall result of reducing the channel
performance. These cases have assumed the éhannel was designed for no
variations., The variation cases were then run assuming the same load
voltage. Though the variations reduce the enthélpy influx by 2.3%Z for
the outflow and 2.6% for the inflow, the poﬁer oétput is reduced 9.67%
and 10%, respectively, and the percent enthalp&,éxtracted drops 7.5% for
the outflow and 7.7% for the inflow. Since the decrease in power output
and enthalpy extraction are much larger than_the decrease in enthalpy
influx, the property variations significantly reduce the channel per-

formance.

These studies will be continued as the effects of property varia-
tions are examined for other load conditions and operating parameters.

Also an investigation of electrode segmentation and core current
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Table 5.3

“INFLOW RESULTS

Maximum <.Load Load’ ‘Enthalpy Power % of Inlet
© % Variation  ‘Current- .-Voltage Influx Output Enthalpy
Case Inlet. ' . Outlet (Amps) . . (Volts) - (MW) . (MW) Extracted
No "Property None 19,840 : 9,500 1,960 188.5 9.62
Variation
1.4 Temp 1.5 :
With Property ;5 g Cond 13.2 17,850 9,500 - 1,910 169.6 8.88
Variation 0 Vel 2.4 )
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concentration in the O-direction will be undertaken. The results for

laboratory scale calculations will be compared with experiment.

5.2 Performance Prediction Study

During the present reporting period progress was made in the per-
formance prediction study. The overall generator performance of the
inflow disk generator was calculaﬁed based on the results of a study in
which each design element of the inflow disk generator, i.e., the com-
bustor, the inlet flow path, the diffuser and the magnet was studied in
detail [5.3].

The performance of generators of three different sizes (1256 MWth,
2000 MWth, 2500 MWth)'ﬁas calculated for slagging wall chéqnels and non-
slagging hot wall (2000 K) channels. The propérties oflcoﬁbustion gas
were calculated under the combustion conditions given in Table 5.4. The
channel performance was calculated by a quasi-one-dimensional code which
takes into account the boundary layer velocity overshoot and the current
leakage along the slag layer. A brief description of the method used to

calculate the current leakage effect is given below.

Effect of Current Leakage Along the Slag Surface

The fluid mechanics and the thermal behavior of the molten slag
layer in the MHD generator channel have been studied in the past, and
the experimental data necessary to predict the thickness and the surface
temperaure of the slag layer are available [5.4,5.5,5.6]. The surface
temperature and the thickness of the slag layer are determined by the

balance between the heat flux and the shear force exerted on the slag

layer. The relation between the slag surface temperature Ty, the heat
flux q and the shear force <t may be expressed as
Ts - Ts',ref =A log10 (q/qref)
+ B log10 (T/Tref)
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Table 5.4

DESCRIPTION OF THE COMBUSTION GAS -

Fuel: . - T lrMbntana Rosebud Coal
' ' ' (5% moisture) '

,Air.Preheat,‘V . 18QOAK. \
Temperature: ‘(No Oxygen Enrichment)

Combustor: Two-stage cyclone
Equivalence Ratio

‘First Stage: . 2.0

Second Stage: 1.075
Ash Rejection Ratio£ . 0,775 (0.90 of liquid slég

‘at first stage)

Seed: o K,CO4 (1% K by weight injected
o at the second stage)

Combustor Heat loss: - 0.04 of the thermal input
B " (First stage .02, Second stage .02)

" Combustor Exit

. Conditions
Ptotalf - 0,608 MPa
Ttotalz ,2322 K
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From the experimentai data for the Montana Rosebud slag under the potas-
sium seeded (.6 wt %) flow condition [5.5,5.6], the coefficients A, B

and the reference properties were given as

A=398K Ty o.p=1725K
. B =-164 K Qpes = 48 Mi/m?
Tref =.62 N/m2

The temperature within the‘slag'léyer can be calculdted readily from the

. heat flux as

T=T -——d—.+y o (5.2)
slag

where y is the distance from the slag surface into the layer. The

thermal conductivity of the slag is considered to be constant, Kslag'=:

1.1 W/m*k [5.6]. The eléctrical conductivity of the slag " Oglag im the

present analysis was deduced from the data obtained by Pollina and

Larsen [5.7]. For the Montana Rosebud slag containing 13.8 wtZ of K50

the slag conductivity is expressed as

4 N (
log10 aélag = =,9445 « 10 /T + 6.404 . .- (5.3)

where is in mho/m and T is in K.

9%lag

The leakage current 1I;,,, flowing within-a slag layer at radius
r can be calculated from Eqs. (5.1), (5.2), (5:3), and the electric
field E as ST

leak o oélag (y) dy (5.4)

where & 1is the slag thickness. The slag substrate temperature for the

present study is taken to be 1000 K.
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Generator Channel Performance

In calculating the generator channel performance, thermodynamic and
electrical properties of the gas entering the channel were aver;ged in
the tangential direction along the scroll. This is based on results of
Reference [5.3] that the nonuniformities caused by losses in the inlet
scroll do not inttoduce appreciable deterioration in performance. The
magnet is of the split-pair type and the magnetic field strengtﬁ exceeds
8 Tesla at outer radii 6f the channel, providing an ideal power genera-
tion condition for the inflow disk generator. The diffuser pressure
recovery coefficient: Cpp 1is taken to be-0.8. The choice of this rela-
tively high value of Cpp for the inflow disk generator is justified-
because of the negligible inlet blockage and the effect of swirling flow
in the conical diffuser. In order to account for the effect of boundary
layer velocity overshoot, the friction coefficient obtained, based on
the flat plate boundary layer model was multiplied by a factor thch _
increases from 1.0 at the.inlet to 2.5 at the exit.  This simple correc-
tion is based on the result of a study in which effects of the velocity
overshoof in the insulating wall boundary layer of a Faraday generator
were investigated {5.8]. The Mach number in the channel isnheld.con?
st;nt at M = 0.9,

In Figs. 5.8 and 5.9 electrical and thermal properties along a 2000
MWth channel are showﬁ.' The sudden increase of E at the midpoint of
the channel (Fig. 5.8) is caused by the current take-off by the inter-
mediate electrode (see Fig, 5.10). - This sudden increase of - E causés
an increase of the leakage current as shown in Fig. 5.9.. The current
leakage amounts to about” 2.5%7 of the load current at the inlet of the
generator channel and at the interﬁediate electrode ﬁosition. The
leakage current decreases sharply as the slag surface temperature goes
down toward the free;ing point at the exit of the channel. This large
decrease of the slag surface temperafure in the downstream of the chan-
,nél-is the result of the boundary layer velocity overshoot. Averaged
over the entire channel, the slag current leakage amounts to about 1.5%

of the load current.
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Figure 5.10 <Conceptual design of a baseload inflow disk generator. .

64



Table 5.5 summarizes the overall performance of the inflow disk
generator for three different sizes, AThe-enthélpy extraction of these
generators is plotted againét the input in Fig. 5.1l. The difference
between the performgnée of the hot wall channel and that of the slagging

,wa11 channel becomes smaller as the generator size increases.

The performance results obtained in'tbis study are compared with
the performance of linear generators in Fig. 5.12. The performance of
iiinear generators was deduced from the data given in the baseload system

studies available to date [5.8-5.13]. The combustion products of coal
[5.8,5.13], char [5.8,5.11] and the residual oil [5.9,5.10,5.12] with
prehéatéd‘air at temperatures ranging from 1150°K to 1770°K are consid-
ered in these studies. The thermal input to such linear generators is
from 1500 MW(th) [5.8,5.9,5.11] to 2000 MW(th) [5.9,5.10,5.12,5.13]. It
should be emphasized'fhat the ﬁerformance of some linear generators was
calculated based on more optimistic assumptions thah those made in re-
cent performance prediction studies. It is shown that the performance

of the inflow disk generator is similar to that of the diagonal generator.
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Table 5.5

OVERALL GENERATOR PERFORMANCE

Thermal Input (MW) 1250 2000 2500
Combustor Exit ‘ ’
Enthalpy Flow (MW) _ 2000 3200 4000
Mass Flow (kg/s) 507 811 : 1014
tot (MPa) .608 .608 .608
Teot (K) 2822 2822 2822
Inlet Flow Path ‘ Slagging Hot Wall Slagging Hot Wall Slagging Hot Wall
(Tw=2000K) (Tw=2000K) A (Tw=2000K)
Heat Loss (MW): -99.6 85.56 134.4 115.2 152.0 130.9

Generator Channel

Inlet.Swirl —~— 2,0 —
Mach Number . —— 0.9 -
B-Field (Tesla) - 8.8 » 7.6- —-
Electrode Configuration ) - Three terminals (one ranode .and two cathodes, 'see.Fig. 1) -
Average Electric Field (kv/m) 7.41 8.14 7.96 8.12 8.41 8.51
Channel Radius (m) 4,5+1.5  4,5+1.4 4,5%1.8 4.5+1.7 4,5+1.9 4.5+1.9
Channel Height (cm)- 9.9+65 ~9.9+60 15+83 15+85 19591 19+93
Electrical Output (MW) ~ 358.0 372.0 603.2 . 618,2 768.8 779.6
Heat Loss (MW) 91.7 - 59.5 91.3 61.1 90.5 61,2
Overall Enthalpy Extraction .179 .186 .189 .193 .192 .195
Isentropic Efficiency «627 2651 .660  .677 - .673 .683
Diffuser

Ex%t Pressure (MPa) ' - ' — 117
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Figure 5.11 Enthalpy extraction of inflow disk generator.
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Figure 5.12 Comparison of the performance of the inflow
disk generators with that of linear generators.
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