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Abstract

Analysis of Vadose Zone Tritium Transport from an
Underground Storage Tank Release Using Numerical

Modeling and Geostatistics

by
Kenrick Hugh Lee

Doctor of Philosophy in Engineering
Materials Science and Mineral Engineering
University of California, Berkeley

Professor Neville G. W. Cook, Co-chair

Professor Tadeusz W. Patzek, Co-chair

Numerical and geostatistical analyses show that the artificial smoothing effect of kriging
removes high-permeability flow paths from hydrogeologic data sets, reducing simulated con-
taminant transport rates in heterogeneous vadose zone systems. Therefore, kriging alone is not
recommended for estimating the spatial distribution of soil hydraulic properties for contami-
nant transport analysis at vadose zone sites. Vadose zone transport is modeled more effectively
by combining kriging with stochastic simulation to better represent the high degree of spatial
variability usually found in the hydraulic properties of field soils. However, kriging is a viable
technique for estimating the initial mass distribution of contaminants in the subsurface.

One of the more challenging problems faced by earth scientists in vadose zone studies is
the characterization of heterogeneous field sites with limited data. This dissertation presents
and demonstrates a methodology that will increase substantially the effectiveness of vadose
zone contaminant transport analyses while reducing the high cost usually associated with
site characterization in heterogeneous soils. Our approach combines stochastic simulation

and ordinary kriging with soil property correlation and numerical modeling to optimize the



utilization of scarce data.

The study site is the Building 292 Area at Lawrence Livermore National Laboratory, where
the soil close to an underground tank storing tritiated water was contaminated with 3H at
levels up to 220 million pCi/L of soil water. Qur principal objectives were to investigate the
applicability of geostatistical techniques, soil property correlation, and numerical modeling to
study the transport behavior of tritium at the heterogeneous vadose zone site, and to use data
available from site characterization a,n.d monitoring to predict the impact of the release on
future soil and groundwater quality at the site.

The analysis shows no serious long term threat to groundwater quality at the site, but high
soil water 3H concentrations will persist in the vadose zone for several decades. The impact of
the release on groundwater quality is substantially reduced by a blacktop that partially covers

the site. Vapor diffusion is not important to >H transport under current site conditions.

Netle G o). Cred
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1 Introduction

The role of the vadose zone (or unsaturated zone) in groundwater contamination has re-
ceived increasing attention recently. This attention is caused by rising public interest in
groundwater contamination, and the recognition by groundwater professionals that most
sources of groundwater contamination originate at the ground surface or within the vadose
zone. Contaminants in the vadose zone often leak into the groundwater over periods that ex-
tend for decades after the original source is removed. Therefore, the vadose zone may act as
a secondary source of contamination to the groundwater. The emerging approach adopted
by investigators is to analyze the behavior of the contaminant in the entire subsurface envi-
ronment, instead of the past practice of focusing almost exclusively on the saturated zone.
This new awareness of the role of the vadose zone in groundwater contamination highlights
the need for improved understanding of the controlling processes that affect migration of
chemicals in partially saturated geologic media.

One of the more serious challenges faced by investigators in subsurface hydrologic studies
is the characterization of soil heterogeneity. The hydraulic properties of earth materials
exhibit varying degrees of spatial variability, and highly variable soil properties are the rule
rather than the exception. Permeability, for example, is often observed to vary over orders
of magnitude within a distance of a few feet or less. Even with the most extravagant site
characterization program, there is usually substantial uncertainty associated with estimates
of soil properties at unsampled locations. Interpolation schemes commonly used to estimate
soil properties at unsampled locations usually modify the spatial variability of the property
and may lead to misleading modeling results.

Site characterization and contaminant transport modeling in the vadose zone present

problems that in many ways are even more challenging than the problems faced in the
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saturated zone. A much larger number of model parameters is needed for the vadose zone,
and therefore the interaction between parameters becomes more important. Moreover,
many vadose zone parameters are more difficult and costly to measure. The equations of
motion for unsaturated flow are nonlinear due to the dependence of both effective hydraulic
conductivity and moisture content on matric potential. This nonlinearity makes unsaturated
flow problems more difficult to solve than saturated flow problems, and results in a much
greater computational burden for numerical solutions.

There is a great need to find effective methods of dealing with spatial heterogeneity in
the vadose zone. Soil property variability is believed to have a much greater impact on solute
transport in the vadose zone than in the saturated zone. Many investigators question the
validity of model results obtained using effective hydraulic properties obtained by averaging
over local values (Gee et al., 1991). New approaches using stochastic subsurface transport
theories attempt to quantify the spatial variability due to soil heterogeneity instead of
averaging which usually results in artificial smoothing (Sudicky and Huyakorn, 1991). While
stochastic approaches appear quite promising in addressing uncertainty, many modelers
are unable to find an effective way to apply these techniques to practical field problems.
The largely unanswered question remains: how do we model contaminant transport at a
heterogeneous vadose zone site with limited field data?

The soil close to an underground tank storing tritiated water (HTO) in the Building
292 Area of the Livermore Site of Lawrence Livermore National Laboratory (LLNL) was
contaminated with tritium at levels measured up to 220 million pCi/L of soil water. The
EPA drinking water standard for tritium is 20,000 pCi/L. The soil is made up of highly
heterogeneous fluvial and lacustrine sediments, dominated by silts and clays, with a small

percentage of sands and gravels. Tank leakage apparently resulted in a plume of tritium in



the vadose zone, with lower concentrations reaching the water table about 48 ft (14.6 m)
below the ground surface. The leak history is unclear. However, it is known that the tank
contained tritiated water from 1977 through 1987. A site characterization and monitoring
program has since been initiated (Mallon, 1995). The program includes installation of a
number of borings and wells, soil water and soil gas sampling, water content measurement
using neutron probes, and laboratory measurement of saturated hydraulic conductivity,
water retention curves, and particle size distribution.

The tritium release presents a rare opportunity for studying the applicability of numer-
ical modeling and geostatistics to vadose zone transport through heterogeneous soils at a
moderately well monitored field site in a semiarid environment. Because tritium is one of
the best known soil and ground water tracers, the release also offers a chance to study liquid
and gas movement in the soil environment.

The primary objective of this dissertation is to apply numerical modeling and geosta-
tistical techniques to study the transport behavior of tritium in the heterogeneous vadose
zone at the release site. Using the limited data generated from site characterization and
monitoring, we formulate a strategy for applying numerical modeling and conditional sim-
ulation techniques to study the impact of uncertainty, due to variability in the hydraulic
properties of the soil, on transport calculations. This strategy incorporates the development
of soil property correlations to maximize the utility of scarce data. We also investigate the
relative importance of different transport mechanisms affecting the fate of tritium in the
soil, and estimate the impact of the release on future soil and groundwater quality at the
site. A central feature of the study is a Monte Carlo analysis of tritium transport to in-
vestigate the effect of soil property uncertainty on the transport calculations. The analysis

includes 100 two-dimensional (2D) numerical simulation runs using stochastic realizations



of soil property fields generated by conditional simulation and soil property correlation. We
compare results of the Monte Carlo analysis with results of a simulation run that used soil
properties generated by ordinary kriging. We follow the 2D analysis by 3D simulations on
10 stochastic realizations of soil property fields, and again compare the transport results
with results of a simulation using a field generated by ordinary kriging. The 3D analysis in-
cludes site features that could not be included in the 2D analysis. The impact of the release
on future groundwater quality at the site is forecast based on average groundwater tritium
concentrations from the 3D simulations and concentrations obtained from the realization
that best matches the vadose zone concentrations measured in the field. We also varied the
van Genuchten parameters for the 3D permeability field derived by kriging and observed
the impact on modeled vadose zone transport and groundwater quality.

We model the tritium transport as a two-phase, three-component system. The two
phases are liquid and gas, and the three components are water, tritiated water, and air.
Air is treated as a pseudocomponent with averaged properties. Components may partition
between the two phases and tritium is subject to radioactive decay. We are using the NUFT
(Nonisothermal Unsaturated Flow and Transport) code to perform the numerical modeling.
NUFT (Nitao, 1993) is a suite of multiphase, multicomponent models for numerical solution
of isothermal or nonisothermal fluid flow and chemical transport in porous media. The code
was developed at LLNL primarily for application to the Livermore Site where the soil and
groundwater are contaminated with VOCs and other chemicals.

Because of the high degree of uncertainty in site characterization, due to soil hetero-
geneity and limited data availability, we rely heavily on stochastic analysis in our effort to
predict the impact of the release on the groundwater. Lack of reliable information on the

source term contributes an additional component of uncertainty to our prediction of the



behavior of the plume. Our approach is as follows:

¢ Develop conceptual and mathematical models of tritium transport in the soil.

o Perform statistical and geostatistical analyses of field and laboratory data; analysis

includes construction of soil property correlations and permeability variograms.

o Apply geostatistical techniques, including stochastic simulation, to estimate the three-
dimensional distribution of flow and transport coefficients for the heterogeneous soil.
Soil properties are generated from sample data by both kriging and conditional stochas-

tic simulation.

o Apply geostatistical techniques to field measurements of tritium concentration to es-
timate the full three-dimensional distribution of tritium at the site, and compute the

total activity of tritium in the vadose zone.

¢ Use conditional simulation to generate 100 realizations of the permeability field and
perform a 2D simulation run on each field to assess the statistics of tritium transport
for different realizations. Transport statistics accumulated include plume watertable
arrival times, peak groundwater concentrations, movement of the plume’s center-of-
mass, peak vadose zone concentration, and vadose zone plume geometry parameters.

These stochastic results are compared with results obtained from a simulation using

a permeability field generated by kriging,.

¢ Conduct sensitivity analyses to study the effect of vapor diffusion and infiltration on

3H transport.

e Perform 3D simulation runs and use the results to forecast the impact of the release on
future soil and groundwater quality at the site. A number of 3D runs are conducted
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on permeability fields generated by conditional simulation and kriging. We conduct
simulation runs on the permeability field from kriging using randomly selected van

Genuchten parameters.

Chapter 2 of this dissertation presents reviews of tritium in the environment and chemi-
cal transport in heterogeneous vadose zone soils. The tritium release at LLNL and the main
features of the subsequent site characterization and monitoring program are described in
Chapter 3. In Chapter 4, we discuss the application of soil property correlations, geo-
statistics, and stochastic simulation to estimate soil properties at unsampled locations. The
application of kriging to field data for the estimation of concentrations and total tritium
activity at the site is addressed in Chapter 5. A conceptual model and the resulting mathe-
matical model of tritium transport in the vadose zone are outlined in Chapter 6. The NUFT
code, used to make the numerical calculations, is also described in Chapter 6. Chapter 7
presents results of the 2D analysis of transport runs on 100 different permeability fields
generated by conditional simulation, and results of sensitivity analyses to study the effect
of vapor diffusion and infiltration on 3H transport. Results of fully three-dimensional runs

are presented in Chapter 8, followed by a summary and a conclusion section in Chapter 9.



2 Background

2.1 Introduction

In this chapter we review the physical properties of *H and the behavior of the isotope
in the environment, including previous studies of 3H transport in the subsurface. We also

examine the state of contaminant transport modeling in the vadose zone.

2.2 Tritium in the Environment

Tritium (®H) is a radioactive isotope of hydrogen that decays to the noble gas helium 3
(3He) by low-energy (-emission. >H has a half-life of 12.4 years. It is also the heaviest
isotope of hydrogen. Two other common isotopes of hydrogen are stable: hydrogen or
proteum (1H), and deuterium or “heavy hydrogen” (?H). The relative abundance of these
three hydrogen isotopes in natural water is about 99.984% proteum, 0.016% deuterium, and

0-10"1%% tritium (Freeze and Cherry, 1979).

2.2.1 Sources of °H

3H production by natural processes was discovered by Libby (1946) and has been reviewed
by Nir et al. (1966). *H is a normal constituent of the atmosphere and biosphere, produced
by the fission of radioactive elements in the earth’s crust, as well as by cosmic ray irradiation
of stable nitrogen in the atmosphere (NCRP Report, 1979). The natural occurrence of 3H
in precipitation has been reported by Van Grosse et al. (1951). Other sources that release
3H to the environment are tritium separation plants, nuclear power reactors, nuclear fuel
reprocessing plants, particle accelerators, and the detonation of nuclear devices.

SH has become popular as a groundwater tracer and dating tool since the early 1950s
after the atmospheric concentrations over continental areas had increased substantially as

a result of atmospheric testing of high-yield thermonuclear devices beginning in 1953 (In-

7



10?

" Ottawa, Canada ]

i ]
- . .
B 103
= 10° -
c - 3
o o J
ot - N -
g L | y -
5 L -
£
s 102 -
o - ]

_ ‘ ]

- ! N

4 Major otmospheric fests N
A A A AAAAA AA A A A A
}—Before 1953, Tritium <10 TU

0 's3]'s4]'55|'56 57 |'58 [se]e0[’st ['62|63 |64 |65 [e6]s7 |68 ['60] 70|71 | 72| 73|74 |75 76

Figure 2.1: Variations of ®H concentration in precipitation at Ottawa, Canada between
1953 and 1976. Mean monthly concentrations are shown. (After Freeze and Cherry, 1975).

ternational Atomic Energy Agency (IAEA), 1983). Prior to that time, almost all *H in the
atmosphere was produced naturally. Rainwater concentrations in Ottawa, Canada, between
1953 and 1976 are shown in Figure 2.1. The concentrations are shown in tritium units (TU).
A TU is the equivalent of one tritium atom in 10'® atoms of hydrogen, which equates to 3.2
pCi/L water. The 3H fallout from thermonuclear detonations caused concentrations in the
northern hemisphere precipitation to increase by orders of magnitude from less than one
TU to thousands of TUs, peaking in 1963-1964. Rainwater >H concentrations varied from
location to location, but the dramatic increase seen in Ottawa was observed in many other
areas in the northern hemisphere. Concentrations have been decreasing since 1964.

A large fraction of the tritium produced in North America has been released to the
ground (Horton, 1963; Parsons, 1963; Hawkins and Schmaltz, 1965). At Hanford, Wash-

ington, approximately one-half to two-thirds of the tritium produced by fission has been



released to the ground (Haney et al., 1962). At Savannah River, nearly all of the tritiated
water from the aqueous stream used in fuel reprocessing was discharged to open seepage
pits, and most of this tritium eventually entered the ground (Horton, 1963). Approximately
18,000 Ci of tritium was released to the ground at the National Reactor Testing Station in
Idaho between 1963 and 1965 (Hawkins and Schmaltz, 1965). Tritium was also released to

waste seepage pits at the Oak Ridge National Laboratory during the period 1952 to 1966.

2.2.2 3H as Hydrologic Tracer

Tritium (*°H) is now one of the most commonly used tracers in hydrology. The increase in
3H concentrations in precipitation caused by bomb testing has turned out to be a valuable
tool in many types of vadose zone and groundwater investigations. The presence of large
concentrations of *H in groundwater is often interpreted to imply large recharge to the
groundwater zone sometime after 1953. Beginning in the early 1960s, *H has been used in
a large number of saturated and unsaturated solute transport studies (e.g., Brown, 1961;
Biggar and Nielsen, 1962; Krupp et al., 1972; Payne, 1972; James and Rubin, 1986). *H has
been used as an environmental tracer in studies of surface water budgets (e.g., Kaufman
and Libby, 1954; Brown, 1961), groundwater age, flow velocities, and recharge (e.g. Egboka,
1983; Larson et al., 1987; Robertson and Cherry, 1989). The tracer is also used to measure
dispersion in groundwater (Atakan, 1972; Egboka, 1983), and diffusion in groundwater

(Foster, 1975).

Tritium has a number of advantages over other tracers used in hydrology:

¢ It is incorporated directly into the water molecule and therefore reduces the problem

of tracer adsorption.

¢ It is radioactive with a sufficiently long half-life for many practical hydrologic inves-
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tigations.
e It is inexpensive and easily monitored in tracer concentrations.

¢ For many field investigations, its behavior resembles that of proteum close enough so
that its movement depicts the movement of water with an accuracy equal to or better

than other commonly used tracers.

2.2.3 3H in Soil

Most of the tritium produced, both natural and anthropogenic, combines with oxygen to
form tritiated water (HTO), which may exist as liquid tritiated water or tritiated water
vapor. HTO is the most commonly encountered form of tritium in the environment, and
is the form in which tritium usually exists in the subsurface. HTO is transferred from
the atmosphere to the surface of the earth mainly by precipitation, but there is also some
transfer by vapor exchange. Essentially all of the tritium released by nuclear reactors, or
by the underground detonation of nuclear devices, is assumed to form HTO.

HTO in soil and groundwater is generally assumed to exhibit the same flow and transport
characteristics as water, except for very small differences in vapor pressure (NCRP Report
No. 62, 1979). Table 2.1 compares a few points on the vapor pressure curves of HTO and
H,0. The vapor pressure of HTO is slightly less than the vapor pressure of H,O, and HTO
has a slightly higher boiling point at 100.8°C (Popov and Tazemdinov, 1960; Price, 1958).
The diffusion coefficient of HT'O in natural waters was measured at 25°C and found to be
about 2.4 x 1075 cm?/s (Wang et al., 1953; Nakayama and Jackson, 1963).

Controlled field experiments to study the behavior of tritium in the environment were
conducted in Canada (Burnham et al., 1988) and France (Paillard et al., 1988). In both

experiments, a controlled release of tritiated hydrogen (HT) to the atmosphere was con-
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Table 2.1: Vapor pressure (V.P.) of H,0 and HTO in the temperature range of 10-100°C
(After Popov et al., 1960).

Temp. (°C) | V.P. (mm of Hg)
H,0 HTO

10 9.2 8.2

25 23.8 21.7

40 55.3 514

60 149.4 141.5

80 355.1 341.3

100 760.0 738.8

ducted, and the rate of conversion of HT to HTO measured. The studies found no rapid
oxidation of HT in air. The conversion of HT to HTO in soil followed by some re-emission
to the atmosphere was responsible for the persistence of HTO in the soil and air.
Measurements at the sites of these controlled field experiments, as well as in the lab-
oratory, suggest that tritiated water is transported through the environment in much the
same way as natural water (Murphy et al., 1982). HTO is volatile, and therefore partitions
between the aqueous and gas phases of the soil. It may be transported through the soil
by gravity and capillary forces, or be removed from the soil surface by evapotranspiration.
Amano and Garten (1991) examined the uptake of tritiated water from the soil by plants.
Many laboratory studies have been conducted on the movement of tritium in soil, how-
ever, relatively little is known about the movement of this tracer in natural soils. Tritium
transport in natural soils has been investigated in a relatively small number of studies (e.
g. Schmalz and Polzer, 1969; Gvirtzman and Margaritz, 1986; Phillips et al., 1988). Re-
sults from these field studies often contradict findings from laboratory experiments. For
example, laboratory column experiments using partially saturated soils usually show more

rapid movement of chlorine 36 than tritium (e.g. James and Rubin, 1986), possibly due
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to the anion exclusion effect. In contrast, field studies usually show tritium penetrating
substantially faster than chlorine 36 (Phillips et al., 1988). The reason for this difference

is unclear.

2.2.4 *H Measurement

A common method of analyzing soil samples for soil water 3H concentration is by liquid
scintillation counting. Tritium activity is expressed in a number of different units. The SI
unit of activity of a radionuclide is the becquerel (Bgq). One Bq equals one disintegration
per second. A more commonly used unit is the curie (Ci), equal to 3.7 x 10!° Bq. The
specific activity of 3H in soil water, referred to as the soil water concentration in this report,
is often expressed in tritium units (TU), or in picocuries per liter (pCi/L). The conversion
factor is 3.2 pCi/L equals one TU.

HTO is the chemical component treated as the contaminant in numerical calculations
for this study. The NUFT code computes HTO concentrations in the liquid and gas phases
in either mole fraction or mass fraction. The mass of HTO having an activity of 1 Ci is
6.908 x 10~7 kg. This conversion factor is derived in Appendix A. For HTO in water under

standard conditions, a specific activity of 1 pCi/L is equivalent to an HTO mass fraction of

6.908 x 1019 kg/kg.

2.2.5 Health Hazard

The transfer of tritium into the human body is by inhalation, ingestion, and by absorption
through the skin. Tritium may enter the body as liquid HTO or in a gaseous form. Tritiated
water presents a greater biological hazard than tritium gas. External radiation from tritium

does not present a serious health hazard, because the horny layers of the skin prevent
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penetration of the low-energy 3-particles. However, the ingestion or inhalation of tritium
in any form does present a potential health hazard. It is, therefore, necessary to protect
personnel from breathing air contaminated with volatile tritiated water, or drinking water
containing high HTO concentrations. The U.S. Environmental Protection Agency’s (EPA)
drinking water standard for 3H is 20,000 pCi/L or 6250 TU.

Incidents of accidental contamination with tritium have been reported in humans (Levine,
1980). Tritium entering the body, in the form of tritiated water, is rapidly assimilated into
body fluids throughout the body (Conklin and Walker, 1987). The kinetics of HTO in the
body follows that of water, except that a small portion of the intake becomes organically
bound in tissue and is retained for somewhat longer periods. High doses of tritium expo-
sure can lead to clinical symptoms of nausea and exhaustion and even death (Conklin and

Walker, 1987).

2.3 State of Vadose Zone Transport Modeling

A common theme in all recent reviews of vadose zone flow and transport modeling is the
recognition that our ability to measure, model, and manage hydrologic processes in the
vadose zone is seriously complicated by the extreme heterogeneity of the hydrologic envi-
ronment. van Genuchten (1991), in his report documenting progress and opportunities in
hydrologic research for the quadrennium 1987-1990, points out that the problem of het-
erogeneity in subsurface hydrology has resulted in the development of a large number of
stochastic models and statistical data collection protocols. van Genuchten also mentions
the growing skepticism expressed by many investigators about the validity of the classical
Fickian-based advection-dispersion equation for heterogeneous field applications, especially
under unsaturated conditions.

Recent studies of flow and transport in the vadose zone were reviewed by Gee et al.
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(1991). The work summarizes our understanding of the subject by reviewing such vadose
zone-related issues as unstable flow in layered soil (Hillel, 1987), macropore flow (Germann,
1985), advances in unsaturated flow modeling (Milly, 1988), and solute transport in field
soils (van Genuchten and Shouse, 1989). Conferences and workshops were held on topics
such as model validation in the unsaturated zone (Wierenga and Bachelet, 1988, 1991),
rapid and far-reaching hydrologic processes (Germann, 1988), and estimating soil hydraulic
properties (van Genuchten et al., 1991b).

While the classical flow and transport models apparently perform satisfactorily for appli-
cations such as homogeneous or well-characterized heterogeneous laboratory soil columns,
their effectiveness when applied to heterogeneous field-scale situations is increasingly be-
ing questioned (Gee et al., 1991). El-Kadi (1987) used a Monte Carlo analysis to show
that neglecting spatial variability in estimating infiltration may lead to unacceptable er-
rors. Field soils are, by nature, usually very spotty with hydraulic properties that exhibit
a high degree of spatial variability. Since it is not possible to completely characterize the
subsurface, the flow and transport models depend largely on the use of averaged properties.
The classical approach, which essentially is current practice, is to ignore the variability or
assume that homogeneous parameters in various zones will adequately describe the situa-
tion. Such deterministic modeling presumes that the equations are valid in some average
sense. It is not known whether unsaturated flow and transport can be modeled in terms
of effective hydraulic properties that are averaged over local values. Milly (1988) points
out that the highly nonlinear equations of unsaturated flow preclude simply substituting
averaged hydraulic properties into Richard’s equation to predict flow in heterogeneous soils.
Another important drawback of the deterministic approach, identified by Gelhar (1993), is

the failure to consider effects of variability and reliability of predictions from the model,
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thus giving the false impression that the model represents exactly what occurs in the field.

Transport models are affected by spatial variability in hydraulic properties even more
than flow models. In transport processes, variations in hydraulic conductivity have a much
greater influence than in the case of flow problems where the main concern is the pressure
or head variation in the flow system. Transport processes are affected more because the
concentration distribution is substantially influenced by the complicated paths taken by
fluids moving through a heterogeneous medium.

Because of the inability of the classical transport models to adequately handle field scale
heterogeneity, stochastic models of solute transport continue to be developed and used in
the research community. The focus of these stochastic methods is to take relatively limited
local observations of a soil property and account for systemwide variability of that property
in terms of only statistical characteristics. The actual field and the simulated field are
considered realizations of the same spatial random field (Christakos, 1992; Deutsch and
Journel, 1992). They share the same mean, covariance or semivariogram, and probability
distribution. In addition, the simulated field will honor measured values at the data points
if the simulation is conditional. The hope is that the first and second order statistical
moments are sufficient to characterize the random variability.

A number of different stochastic models of flow and transport have been presented
(Cushman, 1987; Gelhar, 1993). A serious impediment to the application of stochastic
transport models is the lack of field-scale testing. Relatively few well-characterized field
studies of vadose zone transport have been documented. Two of the few intensely measured
field sites useful for validations are described by Polmann et al. (1988) and Butters et al.
(1989).

The Monte Carlo method is often used with a large number of stochastic realizations to
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study the effect of soil property uncertainty on numerical calculations. The Monte Carlo
method as used here refers to a set of repetitive simulations to solve the deterministic flow
and transport problem using different realizations of input parameters and the associated
statistical analysis of the results. Freeze (1973) used the Monte Carlo technique to analyze
the effect of a baseball batting order on team performance. The technique was also used by
Freeze (1975) in a stochastic-conceptual analysis of one-dimensional flow in heterogeneous
media, and El-Kadi (1987) to study the effect of uncertainty in unsaturated zone parameters

on the variability of infiltration.

16



3 Site Investigation

3.1 Introduction

In this chapter we describe the study site and the main features of the site characterization
and monitoring program that was initiated in 1989 to study the extent of soil and ground-
water contamination resulting from the Tank R1U1 3H release. We briefly describe the
release and summarize available soil concentration and soil property data. We will present
results of additional processing of these data in Chapters 4 and 5 when we apply geostatis-
tical techniques to estimate soil water H concentrations and soil hydraulic properties for
the entire study area. Details of the site characterization and monitoring are presented by

Mallon et al. (1994), and Mallon (1995).

3.2 LLNL Site Description

LLNL is a research facility owned by the U.S. Department of Energy (DOE) and managed
by the Regents of the University of California under contract with the DOE. The LLNL
Livermore Site is located in Southern Alameda County approximately 3 miles east of the
downtown area of Livermore, California. The regional setting of the site is shown in Fig-
ure 3.1. The site, including an adjacent buffer zone, occupies approximately 800 acres, with
the western boundary adjacent to the eastern Livermore city limits. Figure 3.2 is a plan
view of the LLNL Livermore Site showing the location of the *H release in the Building 292
Area. The land surface is relatively flat: it slopes gently, about 0.5 to 1 degree downward
to the northwest. A detailed description of the LLNL Livermore Site is given by Thorpe et
al. (1990).

The climate is semiarid, characterized by warm, dry summers and mild, wet winters.
The average precipitation is 14 in. per year. About 90% of the precipitation occurs from

November to April and is usually associated with winter storms. The average temperature
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is 62° ¥ (17 °C). Abundant sunshine occurs almost throughout the year.

LLNL is located near the southeastern margin of the Livermore depositional basin where
marine and continental sediments have been deposited (Thorpe et al., 1990). Soil at the
LLNL site consists of highly heterogeneous fluvial and lacustrine sediments, characterized by
complexly interbedded clay, silt, sand, and gravel. The thickness of the vadose zone varies
from 130 ft in the southeast corner of the LLNL site to less than 30 ft in the northwest, next
to the Rhonewood Subdivision west of LLNL. Details of the geology of the LLNL vicinity
are described by Blume and Associates (1972), Herd (1977), Dibblee and Darrow (1981),
Sweeney and Springer (1981), Springer (1983), and Carpenter et al. (1980, 1984).

The saturated zone beneath the LLNL site consists of a number of water bearing systems.
The uppermost water bearing system is unconfined and is separated from the second system
by a horizontally extensive confining layer consisting of low-permeability silt and clay. The
upper system, also referred to as the upper aquifer, has a fairly small thickness, ranging up
to a few feet. Groundwater flow is generally westward. The hydraulic gradient is steepest
near the northeastern corner of LLNL, at about 0.15 ft/ft, and decreases to about 0.002

ft /ft west of LLNL.

3.3 Tritium Release Site

Figure 3.3 is a three-dimensional schematic of the ®H release site in the Building 292 Area,
showing the tank (R1U1) location with respect to nearby buildings, the ground surface,
and the water table. The water table in the Building 292 Area is approximately 48 ft below
ground surface. The suspected leak point is on the north face where the pipeline enters the
tank, approximately 9 ft below the ground surface. Tank R1U1 is 7.3 ft long, 4.0 ft wide,
and 4.3 ft deep, with a storage capacity of 1000 gal. Following discovery of the leak, the

tank was drained and filled with sand.
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Soil at the release site is partially covered by asphalt. The soil directly above the tank
is completely covered by asphalt. The south edge of the asphalt cover is about 6 ft south of
the tank. Exposed soil occurs beyond that edge. Some cracks occur on the surface of the
asphalt, possibly allowing some limited percolation of water into the soil.

Properties of the upper aquifer in the Building 292 Area were estimated from wells in
the vicinity. The aquifer is about 5 ft thick. The water table elevation is about 538 ft but
may fluctuate a few feet seasonally, rising during the rainy winter months and falling during
the drier months, especially during the summer. The water table elevation also dropped
a few feet during the drought of 1986-1992. Groundwater movement follows the general
LLNL site trend, flowing in a west to southwesterly direction. Figure 3.4 shows the water
table contours in the Building 292 Area. The gradient is about 0.0015 ft/ft which is a little
flatter than gradients measured at other areas of the LLNL site. A slug test conducted
in Borehole 1, at the north face of the tank, gave a saturated hydraulic conductivity of
1.4 x 1072 cm/s (1.7 darcy), and a pump test conducted in Borehole MW-607, 200 ft west

of the tank, gave a saturated hydraulic conductivity of 4.7 x 1073 c¢m/s (5.5 darcy).

3.4 Site Characterization and Monitoring

Site characterization and monitoring were initiated in 1989, following discovery of elevated
concentrations of 3H in the soil around Tank R1U1. By the end of 1992, 20 boreholes had
been drilled to study the >H release problem in the Building 292 Area. In addition, a number
of shallow borings were drilled specifically for soil 3H concentration sampling. Details of
the site characterization and monitoring program are presented by Mallon (1995).

Three different types of boreholes were constructed: vadose zone monitoring boreholes,
piezometers, and boreholes drilled for characterization only. Boreholes drilled only for char-

acterization purposes were carefully grouted on completion. The piezometers also function
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as groundwater monitoring wells. Soil water 3H concentrations were measured from core
samples recovered during drilling of all boreholes. Samples were generally taken at about
five-foot intervals along each borehole but lower sampling intervals were sometimes used.
Measurements of unsaturated hydraulic properties and other physical properties were also
made on soil samples taken from a few boreholes. The properties measured were moisture
retention, saturated hydraulic conductivity, initial water content, porosity, particle size dis-
tribution, bulk density, and skeletal density.

3H concentrations are monitored by SEAMIST monitoring systems in the vadose zone.
SEAMIST (Science and Engineering Associates, Santa Fe, New Mexico) is a monitoring sys-
tem in which an instrumented membrane, usually constructed of laminated vinyl polyester,
is inserted into an open borehole (Keller and Lowry, 1990). The membrane is fitted with gas
ports or absorbent pads placed against the borehole wall at different depths. The membrane
can be held open by air pressure, sand, or grout. If air pressure or sand is used, samples
or instrumentation can be brought up and recovered or changed. Two types of SEAMIST
systems are in operation at the Building 292 Area: the first has gas ports that extract and
sample gas from the vadose zone, and the other uses absorbent pads that sample moisture
from the vadose zone. The systems are described in more detail by Martins (1990).

Groundwater 2H concentration and water table elevation are monitored in the piezome-
ters. Groundwater H concentrations are sampled by bailing water from the well. Sampling
is usually conducted quarterly.

Field measurements of water content and matric potential are made by neutron log and
tensiometer, respectively. Neutron logs are used to measure water content in three boreholes,
down to a depth of 40 ft. Neutron log measurements are made at 2-week intervals. Matric

potential is measured by a number of tensiometers installed in shallow boreholes to depths
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of 2 to 5 ft. Tensiometers are read manually at weekly intervals.

Figure 3.5 is a plan view of the release site showing locations of boreholes, the tank,
and the asphalt cover. Boreholes 1, 6, 7, 12, 14, 15, and 20 are piezometers that monitor
groundwater *H concentration and water table elevation. Borehole 20, located about 240
ft northeast of the tank, is not shown in Figure 3.5. Borehole 1 was grouted and sealed in
August 1995.

Boreholes 16, 17, 18, and 19 are vadose zone monitoring boreholes, constructed to a
depth of 40 ft, which is about 8 ft above the water table. Water content measurements
using neutron logging are made in Boreholes 17, 18, and 19. In addition, *°H concentrations
are measured in Boreholes 16 and 17 using the SEAMIST system. Note that Borehole
17 serves dual purposes: a SEAMIST borehole for H concentration measurements, and a

neutron log borehole for water content measurements.

3.4.1 Initial *H Concentrations

A number of 3H concentration measurements were made on soil samples taken from cores re-
covered during borehole drilling between 1989 and 1992. A total of 23 boreholes were drilled
for the investigation. Some of the data are summarized in Table 3.1, which gives borehole
coordinates and depth, horizontal distance from the leak, maximum 3H concentration in
borehole, and depth at the maximum concentration.

The letters appearing before the dash in the borehole ID indicate the type of bore-
hole. UP indicates a piezometer, UMB, a vadose zone monitoring borehole, and U, a
characterization-only borehole (grouted after drilling). The RH and E letters indicate shal-
low borings for sampling of soil water concentration. In this report we often identify a

borehole by a shortened name, giving only the number following the last dash in the full
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Table 3.1: Borehole locations and peak ®H concentrations from initial site characterization
and monitoring program for the Building 292 release. The leak point was assumed as the

pipe inlet on the north face of the tank, with LLNL coordinates (8652.1, 12780.5).

Borehole Coordinates Horiz. Dist. Borehole Peak Depth at
ID (East, North) from Leak  Depth Conc.  Peak Conc.
(ft) (ft) (f)  (CYL) (i)
UP-292-001  (8655.4, 12781.0) 3 51 1.9 x 108 12
U-292-002  (8645.6, 12784.9) 8 51 3.2 x 107 16
U-292-003  (8644.7, 12762.1) 19 41 4.0 x 10* 36
U-292-004  (8654.2, 12762.0) 18 51 1.3 x 10° 11
U-292-005  (8650.8, 12739.5) 41 11 1.1 x 10° 11
UP-292-006  (8625.9, 12736.3) 51 71 1.2 x 10* 6
UP-292-007  (8611.9, 12791.8) 42 51 1.8 x 103 51
U-292-008  (8651.1, 12802.0) 22 51 1.3 x 107 11
U-292-009  (8650.8, 12820.5) 41 51 4.1 x 108 11
U-292-010  (8670.3, 12769.3) 21 51 2.0 x 103 51
UP-292-012  (8662.4, 12939.1) 159 50 1.9 x 10* 25
U-292-013  (8663.1, 12892.6) 113 50 1.6 x 10* 3
UP-292-014  (8667.5, 12847.6) 69 53 1.8 x 10° 15
UP-202-015  (8661.8, 12784.0) 10 50 2.6 x 107 15
UMB-292-016 (8650.4, 12784.4) 5 40 1.4 x 108 16
UMB-292-017 (8642.6, 12781.6) 10 40 1.2 x 107 21
UMB-292-018 (8649.2, 12766.7) 14 40 5.1 x 10° 10
UMB-292-019 (8649.2, 12762.4) 18 40 9.0 x 10° 11
UP-292-020  (8438.9, 12881.7) 236 65 ND* -
RHO1 (8653.4, 12783.5) 4 18 1.5 x 108 18
RHO02 (8650.6, 12783.4) 4 15 2.2 x 108 11
RHO3 (8650.6, 12772.4) 8 15 3.5 x 10° 10
E1l (8656.9, 12777.9) 5 14 1.7 x 108 14

* ND indicates nondetect: below 900 pCi/L.
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ID. For example, the piezometer UP-292-001 is referred to as Borehole 1 or simply B-1.

Figure 3.6 presents H soil water concentration profiles along the deeper boreholes (at
least 40 ft deep) located no more than 10 ft away from the leak. These boreholes are B-1,
- B-2, B-15, B-16, and B-17. All five profiles follow the same general behavior: starting a few
feet below the ground surface, we observe a sharp increase in *°H concentration with depth,
a peak of about 107 to 10® pCi/L at a depth between 12 and 21 ft, followed by a decrease
down to the water table. The peak groundwater *H concentration measured during this
initial characterization period was 3,000 pCi/L in B-15.

Figure 3.7 presents concentration profiles for boreholes B-3, B-4, B-18, and B-19, all
located south of the tank, at least 14 ft from the leak. These profiles don’t show the distinct
trends with depth observed for boreholes closer to the leak. Lower *H concentration peaks
on the order of 10* to 10° pCi/L are observed for B-3, B-4, and B-18. Concentrations in
B-19 are close to background levels throughout the profile.

The main source of 3H leakage into the soil does appear to be the point where the inlet
pipe enters the north face of the tank. This is supported by the magnitude and distribution
of peak concentrations in boreholes drilled within a horizontal distance of 5 ft from the
apparent leak point. The boreholes are B-1, B-16, RHO1, RH02, and E1. All measured
peak concentrations that exceed 1.0 X 108 pCi/L were found in these 5 boreholes, and the
peak concentrations occur at depths ranging from 3 ft to 9 ft below the apparent leak point.
This point has LLNL coordinates of E 8652.1, N 12780.5, and elevation 577.8 ft which is a
depth of 9 ft below the ground surface.

Some boreholes close to the concrete pad north of Tank R1U1 (see Figure 3.5) show
concentrations that suggest the possibility of a second source. Boreholes 9 and 14 show

moderate to high concentrations closer to the ground surface, and a rapid decline with
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depth, falling off to nondetect below about 21 ft. This result would be consistent with the
release of tritiated water on the concrete pad. Equipment used in the RNTS experiments
was reportedly washed down on the concrete pad from time to time, possibly causing release
of tritiated water that drained onto the soil along the edge of the pad. Another potential
source is a possible pipe leak north of the tank. The pipeline that carried tritiated water
from Building 292 to the tank was buried in a trench that ran along the eastern side of the
building. The trench was backfilled with sand. A leak along the pipeline would cause 3H
to spread relatively fast along the sand-filled trench and migrate slowly downward into the
less permeable soil.

Figure 3.8 is an east-west section along AA’ (Figure 3.5) showing 3H concentrations
in the subsurface (Mallon, 1995). Concentrations are shown in logjp pCi/L. This figure
is a rough approximation that used log-linear interpolation and judgement to estimate
concentrations at unmeasured locations. A more detailed estimate of the concentration

distribution, using kriging, is presented later in Chapter 5.

3.4.2 Temporal Concentration Changes in Monitored Boreholes

Measurements of vadose zone and groundwater 3H concentration changes in the Building
292 Area have been reported by Mallon (1995). From vadose zone monitoring measurements
made in Boreholes 16 and 17 (the SEAMIST boreholes), decreases in *H concentrations were
observed between May 1991 and April 1995. Figure 3.9 shows the concentration profile for
Borehole 16 at six different times between May 1991 and April 1995. Over the 4-year period,
the peak concentration was reduced from from 1.4 x 10® pCi/L to 3.0 x 107 pCi/L, a drop
of about 79%. The depth at peak concentration moved from 15 ft to 26 ft over the period.

Figure 3.10 shows six 3H concentration profiles for Borehole 17 over a period of 3.7 yr,
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from May 1991 through January 1995. The peak concentration is reduced by 27%, from
1.5 x 107 pCi/L to 1.1 x 107 pCi/L. The depth of the peak concentration moved from about
22 to 24 ft. Clearly, reductions in ®H concentrations and downward movement of the plume
occur more rapidly in Borehole 16 than in Borehole 17.

Of the groundwater monitoring wells, only Borehole 1 showed significant groundwater
3H concentrations. Figure 3.11 shows the groundwater *H concentration histories measured
in Borehole 1 at a horizontal distance of 3 ft east of the leak, and Borehole 15 at a horizontal
distance of 10 ft northeast of the leak. Concentrations in Borehole 1 went as high as 1.2x 10°
pCi/L, exceeding the groundwater standard of 2.0 x 10* pCi/L for about 7 months in 1994
and 3 months in the first half of 1995. The large increases in concentration were believed
to be caused by percolation of rainfall along a preferential flow path created by the well
construction. Borehole 1 was subsequently grouted and sealed in August 1995. Groundwater
concentrations in Borehole 15 and all other wells in the Building 292 Area remain close to

background levels.

3.4.3 Soil Properties from Laboratory Measurements

Laboratory measurements of hydraulic soil properties were conducted on a number of core
samples recovered as part of the site characterization effort. Sixteen samples were measured
for moisture retention, saturated hydraulic conductivity, initial water content, porosity,
particle size distribution, bulk density, and skeletal density. Ten of these samples were taken
from B-15, five from B-1, and the remaining one from B-20. In addition, a number of samples
from boreholes B-16, B-17, B-18, and B-19 were analyzed for particle size distribution
only. Most of the laboratory measurements were performed by Daniel B. Stephens and

Associates, Albuquerque, New Mexico. Particle size distribution analysis on some samples
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Figure 3.11: Groundwater 3H concentration histories in Boreholes 1 and 15 in the Building
292 Area (After Mallon, 1995).

was performed by Woodward-Clyde Consultants, Concord, California.

The soil properties were measured by standard methods. Moisture retention was mea-
sured by a hanging column and pressure plate apparatus. Higher suctions were measured
using a thermocouple psychrometer. Only the initial drainage curve was measured; the
analysis did not include measurement of the imbibition curve or hysteresis. Particle size
distribution analysis on coarser particle sizes was done by sieving, and finer sizes by sedimen-
tation using a hydrometer. For some of the silts and clays, the finer particle size parameters
could not be measured reliably using the hydrometer. The D10 and, in some cases, the D20
sizes were omitted in such cases. Saturated hydraulic conductivity was measured using a
constant-head or a falling-head permeameter.

Table 3.2 presents bulk density (ps), porosity (¢), initial water saturation (S5;), and

saturated hydraulic conductivity (K) for the 16 samples on which the full suite of unsat-
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Table 3.2: Dry bulk density, porosity, initial water saturation, and saturated hydraulic
conductivity for 16 Soil Samples in the LLNL Building 292 Area.

Texture Sample ID Db ¢ S; K,

(g/cm?) (cm/s)
Gravelly sand  U292-001-45.5 1.76 0.36 0.26 1.6e-2
Gravelly sand  U292-001-5.75 1.46 0.46 0.15 5.7e-3
Gravelly sand  U292-015-20.8 1.76 0.36 0.19 4.5e-3
Gravelly sand  U292-015-45.3 1.92 0.29 0.25 2.0e-3
Gravelly sand  U292-015-15.3 1.85 0.30 037 1.7e-3
Silty sand U292-015-40.8 1.87 0.31 0.36 7.6e4
Silty sand U292-001-27.75 1.66 0.39 0.26 4.0e4
Clayey sand U292-001-10.25 1.51 0.45 035 1.5e-4
Sandy clay U292-015-35.3 1.73 0.36 0.74 2.5e-5
Clayey sand ~ U292-015-31.5  1.74  0.36 0.44 1.5e-5
Sandy clay U292-001-35.0 1.85 0.32 0.83 4.6e-7
Clay with sand U292-015-5.8 1.79 0.32 0.78 2.5e-7
Clayey silt U292-015-10.3 1.77 0.34 0.78 1.2e-7
Sandy clay U292-015-25.3 1.85 0.31 0.93 1.6e-8
Clay with sand U292-015-4.3 1.79 0.34 085 1.2e8
Clayey silt U292-020-36.6  1.77  0.35 0.95 1.2e8

urated hydraulic property measurements were made. The number following the last dash
in the sample ID indicates the borehole depth from which the sample was recovered. The
samples are presented in order of decreasing K,. K, varies over seven orders of magnitude,
from the silts and clays at 1.2 x 108 em/s (1.2 x 1075 darcy), to the sands and gravels at
1.6 X 1072 cm/s (17 darcy). Initial liquid saturation, S;, also varies substantially, generally
increasing with decreasing K;. S; varies from a minimum of 0.15 in the sands and gravels to
a maximum of 0.95 in the silts and clays. A correlation plot of S; versus K; is constructed
later in Chapter 4. The porosity, ¢, varies from 0.29 to 0.46 with an average of 0.35, and
appears to be uncorrelated with soil type.

Table 3.3 summarizes the results of particle size distribution analysis on the samples.
The D10 and D20 sizes are omitted for some samples because of limitations of the equipment

at finer particle sizes. The K, values are repeated here to show the general relationship
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Table 3.3: Particle Size Distribution Parameters and Saturated Hydraulic Conductivity for
16 Soil Samples in the LLNL Building 292 Area.

Texture Sample ID D10 D20 D30 D40 D50 D60 D70 K,
(mm) (mm) (mm) (mm) (mm) (mm) (mm) (cm/s)
gravelly sand U292-001-45.5 l.4e-1 5.6e-1 1.4e00 2.5¢00 4.2¢00 6.5e00 9.2e00 1.6e-2
gravelly sand U292-001-5.75 1l.1e-1 1.3e-1 1.4e-1 1.7e-1 2.1e-1 2.3e-1 2.5e-1 5.73e-3
gravelly sand U292-015-20.8 l1.1e-1 5.0e-1 9.6e-1 1.7e00 3.8¢00 6.4e00 9.1e00  4.5e-3
gravelly sand U292-015-45.3 1.2e-1 2.5e-1 4.5e-1 9.5e-1 2.2¢00 3.9¢00 5.8¢00 2.0e-3
gravelly sand U292-015-15.3  3.2e-2 6.5e-2 3.8¢-1 2.2¢00 4.4e00 6.7¢00 8.8¢00 1.7e-3
silty sand U292-015-40.8 6.5e-2 1.3e-1 2.0e-1 2.Te-1 3.8e-1 5.8¢-1 1.0e00 7.6e-4
silty sand U292-001-27.75 - 1.2e-2  3.4e-2 T7.7e-2 13e1 21el 3.2e-1 4.0e-4
clayey sand U292-001-10.25 - 1.8¢-2 5.0e-2 8.6e-2 1.4e-1 19e1 2.5e-1 1.5e-4
sandy clay U292-015-35.3 - 1.0e-3  9.2e-3 3.9e-2 T.5e-2 1.2e-1 1.8e-1  2.5e-5
clayey sand U292-015-31.5 3.6e-2 9.0e-2 1.2e-1 2.0e-1 3.6e-1 2.0e00 5.4e00 1.5e-5
sandy clay U292-001-35.0 - - 1.0e-3 4.4e-3 14e-2 3.Te-2 88e-2 4.6e-7
clay with sand U292-015-5.8 - - 3.3e-3 8.0e-3 2.3e-2 3.5e-2 5.5e-2  2.5e-T
clayey silt U292-015-10.3 - - 5.0e-3 1.3e-2 2.2e-2 3.6e-2 5.5e-2 1.2e-7
sandy clay U292-015-25.3 - - 4.5e-3 1.2e-2 2.9e-2 5.5e-2 1.0e-1  1.6e-8
clay with sand U292-015-4.3 - - - 2.0e-3 5.Te-3 2.2e-2 4.2e-2  1.2e-8
clayey silt U292-020-36.6 - - 2.3e-3 8.5e-3 1.8e-2 2.8¢-2 4.3e-2 1.2¢-8

between particle size and saturated hydraulic conductivity for soils at the site. Table 3.3
will be used later in Chapter 4 to construct correlations between K, and the particle size
parameters.

Water retention data for each sample, along with the van Genuchten curve fit, are
plotted in Figure 3.12 as negative pressure head or matric suction (%) versus volumetric
water content (f). The data are tabulated in Appendix Table B.1. Pressure heads at
lower water contents were not measured for the silts and clays, because of the high suctions
required to attain the low water contents. However, water contents reached by silts and
clays in the field, and in the simulations, always remain within the range of the retention
functions plotted in Figure 3.12. Ambient water saturations for the silts and clays usually

exceed about 70%, as was shown in Table 3.2.
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Figure 3.12a: Water retention data and van Genuchten curve fit parameters for first
8 of 16 soil samples from boreholes in the LLNL Building 292 Area.
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Figure 3.12b: Water retention data and van Genuchten curve fit parameters for
second 8 of 16 soil samples from boreholes in the LLNL Building 292 Area.
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3.4.4 van Genuchten’s Soil Parameters

The NUFT code will accept water retention data in tabulated form. However, if the un-
saturated hydraulic conductivity function needs to be derived from water retention, as is
usually the case, then the data have to be analyzed to obtain van Genuchten curve fitting
parameters. We follow this common practice of curve-fitting the water retention data to
obtain the van Genuchten parameters then using the parameters to obtain the unsaturated
hydraulic conductivity function (van Genuchten, 1980).

A number of closed-form functions have been proposed to empirically describe the soil
water retention curve (van Genuchten et. al, 1991a). One relationship that adequately fits
the retention curves for a wide range of soils, and is widely used in computer models of

unsaturated flow, is the van Genuchten equation (van Genuchten, 1980):

1

= AT @ ey
where the reduced saturation 5., is defined as
-6,
Se = o (3.2)

The symbol ¥ denotes the negative of the matric potential, often referred to as the soil

suction, and &, n, and m are empirical curve-fitting parameters, where m and n are related

by

1
=1-—. 3.3
m=1 - (3.3)

The parameter « is positive and roughly corresponds to the inverse of the air entry pore-
water pressure head. 6, and 8 are the residual and saturated water content of the soil,
- respectively. Although 8, is formally defined as the maximum water content at which the

effective hydraulic conductivity goes to zero, it is actually an extrapolated parameter here
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and not the minimum possible water content. Nitao and Bear (1996) show that the matric
potential goes to infinity at # = 0 and not at 6, > 0. Vaporization of water may cause drying
of the soil to water contents even lower than .. Also, the saturated water content, 8,, of
field soils is usually 5 to 10% less than the porosity, because of the presence of entrapped air.
The parameters 8, and #; should therefore be viewed as essentially curve fitting parameters
and not be given much physical meaning (van Genuchten and Nielson, 1985; Luckner et al.,
1989).

Unsaturated hydraulic conductivity is very time-consuming and difficult to measure di-
rectly in the field or laboratory. A commonly used alternative to direct measurement is to
use theoretical methods to estimate unsaturated hydraulic conductivity from the more eas-
ily measured soil water retention (van Genuchten et al., 1991a). These theoretical methods
are usually based on the assumption of water flow through cylindrical pores, and incor-
porate Darcy’s and Poiseuille’s equations (Childs and Collis-George, 1950; Burdine, 1953;
Millington and Quirk, 1961; Brooks and Corey, 1964; Mualem, 1976). van Genuchten (1980)

presented an analytical solution to the theoretical model developed by Mualem (1976):

{1 (apy 1+ (aw) T}
[1+ (ap)]™/?

K. (¢) = ) (3.4)

where K, is the relative hydraulic conductivity, defined as the ratio of the effective hydraulic

conductivity to the saturated hydraulic conductivity,
K'r = - (35)

van Genuchten parameters for the 16 soil samples are presented in Table 3.4. The
samples are arranged in order of decreasing K,. We used the RETC code of van Genuchten
et al. (1991a) to determine the van Genuchten parameters from the retention functions in

Figure 3.12. The RETC code is a curve fitting code for quantifying the hydraulic functions
42



Table 3.4: van Genuchten’s soil water retention and hydraulic conductivity parameters for
16 soil samples in the LLNL Building 292 Area.

Texture

Sample ID

6,

05

n

K

« S

(1/em) (cm/s)
Gravelly sand  U292-001-45.5 0.0402 0.260 1.62e-1 1.35 1.6e-2
Gravelly sand ~ U292-001-5.75 0.0484 0.363 2.71e-2 3.77 5.7¢-3
Gravelly sand ~ U292-015-20.8  0.0559 0.255 1.02e-1 1.49 4.5¢-3
Gravelly sand ~ U292-015-45.3  0.0336 0.219 2.10e-1 1.36 2.0e-3
Gravelly sand  U292-015-15.3 0.0683 0.282 7.92¢-2 1.24 1.7e-3
Silty sand U292-015-40.8  0.0691 0.320 6.20e-2 1.55 7.6e-4
Silty sand U292-001-27.75 0.0441 0.343 3.53e-2 1.33 4.0e-4
Clayey sand U292-001-10.25 0.0753 0.474 5.26e-2 1.24 1.5e-4
Sandy clay U292-015-35.3 0.0 0363 6.42¢-3 1.11 2.5e-5
Clayey sand U292-015-31.5 0.0896 0.380 4.18e-2 1.34 1.5e¢-5
Sandy clay U292-001-35.0 0.0 0.361 1.00e-3 1.14 4.6e-7
Clay with sand U292-015-5.8 0.0 0.348 1.40e-4 1.58 2.5e-7
Clayey silt U292-015-10.3 0.0 0.349 2.64e-3 1.15 1.2e-7
Sandy clay U292-015-25.3 0.0 0.324 1.40e-4 1.48 1.6e-8
Clay with sand U292-015-4.3 0.0 0350 7.00e-5 1.70 1.2e-8
Clayey silt U292-020-36.6 0.0 0375 7.70e-4 1.19 1.2e-8

of unsaturated soils. From the water retention data, we were able to determine the van
Genuchten parameters that define closed-form equations for both the water retention and
We use data from Table 3.4 extensively

unsaturated hydraulic conductivity functions.

to supply water retention and relative hydraulic conductivity functions for the numerous

numerical simulations in this study.
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4 (Geostatistical Estimation and Simulation of Soil
Properties

4.1 Introduction

A number of field studies have shown that the hydraulic properties of soils are spatially vari-
able because the subsurface is naturally heterogeneous (Gee et al., 1991). Spatially variable
soil properties include hydraulic conductivity, water retention relations and porosity. Tra-
ditional methods of dealing with soil heterogeneity in flow and transport analyses are char-
acterized by extensive field measurements to support deterministic modeling approaches.
These approaches rely heavily on interpolation techniques to estimate soil properties at un-
sampled locations. One significant disadvantage of most of these interpolation techniques
is that they apply an artificial smoothing effect on the domain, reducing the variance of
the estimates with respect to the variance of the data set. This smoothing effect is more
severe in areas of sparse data. In kriging, for example, the local estimation error variance
is minimized, but smoothing occurs regardless of the variance of the data. More recentiy,
increasing attention has been given to stochastic models that attempt to better preserve
the global features of the data, and to find realistic methods of addressing the uncertainties
that stem from spatial variability of the soil’s hydraulic properties.

In this chapter, we describe the approach we adopt to estimate and simulate hydraulic
properties of the soils at the site, using the limited data available. We apply ordinary
kriging as well as conditional simulation to generate a number of different realizations of
flow domain soil properties from the same data set. The procedure will be applied later
in Chapter 7, where we present the results of two-dimensional transport simulation runs
on different realizations of soil properties to study the effect of data uncertainty on the

transport calculations. The procedure will also be used in Chapter 8 where additional
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realizations are generated for three-dimensional transport calculations.

We begin with the full suite of unsaturated soil property measurements on the 16 samples
presented in Tables 2, 3, and 4 back in Chapter 3. These samples were all recovered
from Boreholes 1, 15 and 20. However, samples from Boreholes 16, 17, 18, and 19 were
analyzed for particle size distribution only. Initial water content (6;) data were available
for some samples from a few other boreholes. Using data from Boreholes 1, 15 and 20,
we constructed correlations of K, versus particle size and 6; versus K, and use these
correlations to estimate K, at sample locations in boreholes where K, was not measured.
With this procedure we compiled an extended data set which we used to construct sample
variograms. Kriging and conditional simulation were applied to the extended data set to
estimate and simulate K; at unsampled locations. A number of different realizations of the
simulated field were generated. van Genuchten parameters were obtained by soil property

correlation and random sampling.

4.2 Soil Property Correlations

We constructed the following soil property correlations from the sample data:
e K, versus various particle size parameters
o Initial water content (6;) versus K,

¢ van Genuchten’s a parameter versus v/ K.

4.2.1 K, Versus Particle Size

Figure 4.1 shows particle size correlations with saturated hydraulic conductivity for the 16
soil samples recovered from Boreholes 1, 15, and 20. The particle sizes shown here were

obtained from standard particle size analyses. The D30 grain size, for example, is the grain
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diameter, in mm, for which 30% of the sample mass is finer.
Higher correlations were obtained for the D30, D40, and D50 grain sizes, which each
gave a linear log-log correlation coefficient of at least 88%. Of these three grain sizes, D40

correlated best with saturated hydraulic conductivity, fitting the relationship
K, = 3.31 x1073D3, (4.1)

‘where K is the saturated hydraulic conductivity in cm/s and Dyg is the 40% passing grain
size expressed in mm. The correlation coefficient for this fit was 91%. The correlation fit

for the median grain size, D50, is

K, =9.15 x 107*D0® (4.2)
with a correlation coefficient of 88%. For the D30 size, the fit is

K, =1.27x 1072D3%" (4.3)

with a correlation coefficient of 90%. Insufficient data were available to study D10 and D20

correlations adequately.

4.2.2 Initial Water Content Versus K;

Figure 4.2 is a log-linear regression plot of #; versus K, with a correlation coefficient of

95%. The relationship derived from this fit is
; =log K% -9.2x1073 (4.4)

where K, is expressed in cm/s. Field water content profiles measured by neutron probe in
Boreholes 17, 18, and 19 showed that ; is not a function of depth but a strong function of
soil type (Mallon et al., 1994). Large variability in the water retention function dominates

the effect of elevation on #; usually expected for a soil profile at equilibrium.
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Figure 4.1: Saturated hydraulic conductivity versus particle size for (a) D30, (b)
D40, and (c) D50 grain sizes obtained from core samples recovered from Boreholes 1,
15, and 20 in the LLNL Building 292 Area.
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tivity, K;, for soil samples recovered from the LLNL Building 292 Area.

4.2.3 Alpha Versus K;

Figure 4.3 is a log-log regression plot of van Genuchten’s a versus v/K,. The correlation

coefficient is 92%. The relationship from this fit is
o= 173K (4.5)

or approximately
a=17VEK, (4.6)

1

where a is expressed in cm™' and K, in cm/s. This relationship is consistent with the

findings of Leverett (1941) who showed that
1 k
peniy % \/-gj (4.7)
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Figure 4.3: Regression plot of van Genuchten’s o versus saturated hydraulic conductivity,
K, for soil samples recovered from the LLNL Building 292 Area.

where PE™¥ is the air entry pressure, & 1/, k the absolute permeability, and ¢ the porosity.
A similar relationship between o and permeability was also shown by Wang (1992) who

found that the permeability of tuff and soil varies approximately as the square of a.

4.3 K, Data Statistics

We present histograms showing two extensions of the saturated hydraulic conductivity data
set. In the first histogram the original 16 data points are extended to 57 by including points
from Boreholes 16, 17, 18, and 19, with K, values estimated from the K, versus D40 particle
size correlation. In the second histogram, soft data obtained from the K; versus 6; were
added, extending the data set to 132 points.

For both histograms, K, was converted to natural logarithm of absolute or intrinsic
permeability. The permeability (k) is expressed in udarcy to avoid negative logarithm

values. These values need to be positive for later application of kriging and stochastic
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simulation. The conversion from hydraulic conductivity to permeability was made using

the relationship developed by Hubbert (1940):

7
k=—K, 4.
Py (4.8)

where p is the density of the liquid, u the viscosity, and g the gravitational constant. For
water under standard conditions, the factor for conversion from hydraulic conductivity to
intrinsic permeability, 1/(pg), is about 1040 darcy per cm/s.

A histogram of the 57-sample data set is shown in Figure 4.4. The mean permeability is
7.3 mdarcy and the median is 3.0 mdarcy, typical of soils in the silt range. The mean and
median shown in the legend of Figure 4.4 are In k (udarcy) values. The permeability ranges
over 7 orders of magnitude, from the lowest class of 1.2 x 105 darcy, in the clay range, to the
highest class of 24 darcy, in the clean sand range. The standard deviation of the natural log
of permeability, o, is 4.3 with permeability expressed in pdarcy. The coefficient of variation
is 0.48. The permeability values, along with LLNL sample coordinates and elevations, are
tabulated in Appendix Table C.1.

A histogram of the larger 132-sample data set is shown in Figure 4.5. The shape is very
similar to that of Figure 4.4. The mean permeability is 8.9 mdarcy and the median is 2.9
mdarcy. As with the smaller data set, these values are typical of soils in the silt range. The
lowest permeability class is 1.2 x 107° darcy, in the clay range, and the highest class is 98
darcy, in the clean sand to gravel range. oy is 4.5 and the coefficient of variation is 0.49.
The permeability values, along with LLNL sample coordinates and elevations, are tabulated

in Appendix Table C.2.

50



0.25 T T T
Number of data 57
Mean 8.8988
0.20 - Std. dev. 4.2686 —
Coef. of var. 0.4797
Maximum 17.0000
Upper quartile 12.6750
> 015 Median 8.0200 —
& 1 Lower quartile 5.3375
% Minimum 2.5200
L 0.10 _
0.05
% 5 15 20

In k (udarcy)

Figure 4.4: Permeability histogram of the 57-sample data set for soil samples from the
LLNL Building 292 Area.
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Figure 4.5: Permeability histogram of the 132-sample data set for soil samples from the
LLNL Building 292 Area.
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4.4 Spatial Variability of K,

For both kriging and simulation, we need to develop sample variograms to characterize the
spatial variability of K;. The variogram is half the expected squared difference between

random variables separated by a specified distance (Isaaks and Shrivastava, 1989):
1
(k) = E{[V(2) = V(= + h)} (4.9)

where 7 is the variogram, V(x) is the random variable at location x, and h is the separation

distance or lag.

4.4.1 K, Sample Variograms

Variograms were generated from the data using GSLIB, a collection of geostatistical software
developed at Stanford University (Deutsch and Journel, 1992). Sample values are input with
full three-dimensional coordinates and the code returns points on the variogram curves for
specified directions and lags.

Sample variograms for permeability of the soils are presented in Figures 4.6 for horizon-
tal directions, and Figure 4.7 for the vertical. As with the histograms presented above, the
variograms were constructed from saturated hydraulic conductivity data converted to nat-
ural logarithm of permeability expressed in pdarcy. Figure 4.6 shows the omnidirectional
permeability variogram for lags measured in the horizontal, and an approximate fit to the
spherical model which is one of a number of standard variogram models. The spherical
model is defined by a range, a, and positive variance contribution or sill, ¢, according to the

equation (Deutsch and Journel, 1992)

)= { c [1.5% ~05 ({3)3] ifh<a (410)

c ifh>a
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Figure 4.6: Horizontal soil permeability variogra&n for sambles from the LLNL Building 292
Area.

The horizontal permeability variogram shows a range of about 14 ft and a sill of 19. The
vertical permeability variogram, shown in Figure 4.7, has a range of about 4.5 ft and a sill
of 17 ft.

4.5 Kriging and Conditional Simulation
4.5.1 Kriging

The estimation or interpolation technique known as kriging has its roots in the mining
industry where it was first applied to ore reserve estimation. Mining engineers and geologists
have always known that ore grade depends heavily on the position within the orebody and
on the grades at surrounding locations. Traditional estimation techniques such as polygonal
and triangular weighting, rectangular zones of influence, and inverse distance methods were
all developed to use these two characteristics—spatial position and value of surrounding

grades. In inverse distance weighting, for example, the weighting coefficient is inversely

53



22 i 1 1 1 I 1 T T 'I T T ¥ | I T ] | ¥ 1 1 I J 1 1 |
20} -]
18| ]
- F
16 |- —
- n 4
14}- —
=~ 12| —
10 —
8- ]
- -
6 - —
al ® Data _
L ] - Std. fit: spherical;| -
21— c=17,a=4.5 -
o _ i L I 1 1 L l 1 | L I L I 1 I I | L l b | L ]
0 1 2 3 4 5 6

Lag (ft)

Figure 4.7: Vertical soil permeability variogram for samples from the LLNL Building 292
Area.

proportional to some power of the distance between the sample and estimation point. The
exponent is chosen based on some general ideas of the variation in similar mineral deposits,
but no reference is made to the particular variability of the orebody under study. Moreover,
there is no objective method to measure the reliability of these estimates.

Following earlier empirical work by Krige (1951), Matheron (1963) developed the the-
ory of regionalized variables to improve ore grade estimation. Geostatistics subsequently
developed to provide more effective estimation procedures for a range of fields in the earth
sciences, including hydrology. The underlying principles of geostatistics have been widely
described in the literature (David, 1977; Journel and Huijgregts, 1978; Isaaks and Srivas-
tava, 1989; Deutsch and Journel, 1992).

Ordinary kriging is a geostatistical estimation technique based on the spatial variability

of a regionalized variable, as reflected in the sample variogram. Ordinary kriging provides
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the “best” linear “unbiased” estimate of the variable at an unsampled location from a linear
combination of neighboring measured values. The estimate is described as “best” because
the model attempts to minimize 0'}22, the variance of the estimation errors; and “unbiased”
because it attempts to achieve a zero mean residual error. A distinguishing feature of
ordinary kriging is the aim of minimizing the estimation error variance.

The equations for ordinary kriging are developed on the assumption that the samples
and the unknown true values are outcomes of random variables. The estimate, a linear

combination of the samples, is therefore also a random variable:
n
Va(uo) = 3 BV (ws) (411)
t=1

where V(ug) is the estimated value at location ug, V(u;) is the sample value at u;, and
B; is the weight at u;. By setting the expected value of the estimation error to zero and
minimizing the error variance, the following system of equations, commonly referred to as

the ordinary kriging system, is derived (Isaaks and Srivastava, 1989):

n
S Bivii— =70, i=1--,n (4.12)
i=1

Y gi=1 (4.13)
where «;; is the value of the variogram between locations u; and u;, and y is the Lagrange
parameter. The system has n+1 equations with n41 unknowns and therefore can be solved

to obtain the n unknown weights. The error variance is given by

n
ok = Bivio+p (4.14)
=1

4.5.2 Conditional Simulation

There is a significant difference between results obtained by kriging and stochastic sim-

ulation. The goal of kriging is to provide the best local estimate by minimizing local
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uncertainties at each unsampled location without regard to the resulting spatial statistics
of the estimates. As with all moving-average-type estimates, the field variance is always
larger than the variance of the estimates. One consequence of this decrease in variance is the
smoothing effect, which is more pronounced in areas of sparser sampling. With simulation,
on the other hand, the focus is more on preserving the global spatial features and statis-
tics of the samples (mean, variogram, as well as probability distribution) and not on local
estimation accuracy. The simulation is described as conditional if the resulting realizations
honor the data values at sample locations (Christakos, 1992; Journel and Huijbregts, 1978).

Delhomme (1979) first introduced a framework for analyzing conditional simulation in
a hydrologic context. In specific field situations a hydraulic variable, say hydraulic conduc-
tivity, is measured at a few locations and is therefore considered as being deterministic at
those measured locations but uncertain at unmeasured locations. As more measurement
locations are added, one would expect that the uncertainty about the hydraulic conductiv-
ity space would be reduced. In conditional simulation, the hydraulic conductivity is treated
as a spatially random variable, but only realizations that honor the measured values at
measurement locations are considered.

A conditional simulation of a regionalized variable may be obtained from kriging and
non-conditional simulation (Journel and Huijbregts, 1978; Deutsch and Journel, 1992).
Consider the variable z(u), where z is the natural logarithm of the soil permeability, and u

is the location coordinates vector. The conditional simulation is written as
Zse(®) = 2*(u) + [25(w) — 25 (u))] (4.15)

where z*(u) is the permeability estimated by kriging on the real sample data, z;(u) the
permeability obtained by non-conditional simulation with the real sample data, and 27 (u)

the kriging estimate from simulated data at the real data point locations. Kriging is there-
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fore conducted twice in this procedure: the first time on the original sample data, and the

second time on the simulated values at the data point locations. The procedure is as follows:

e Perform ordinary kriging on original data to obtain 2z*

e Perform nonconditional simulation on original data to obtain z,

Repeat ordinary kriging, using the simulation results at the original data point loca-

tions as the input data; the result is 2}

Use Equation 4.15 to compute the conditional simulation field z,..

The expression [z5(u)— 2}(u)] represents the simulated error which is added to the estimated
value z*(u) to obtain the conditional simulation. At the data point locations, the simulated
error is zero and the conditional simulation is equal to the kriging estimate so that the data
values are preserved.

We perform nonconditional simulations here by the turning bands method introduced
by Matheron(1973) and Journel (1974) for isotropic Gaussian random fields in the space
domain, and later developed for mining and other earth science applications by Journel and
Huijbregts (1978). The method was later extended to the spectral domain by Mantoglou
and Wilson (1982). The technique produces nonconditional simulations of a standard Gaus-
sian field with a given covariance or variogram to describe the spatial variability. In the
turning bands method, three-dimensional simulations are reduced to several independent
one-dimensional simulations along lines which are then rotated in three-dimensional space.
Tompson et al. (1989) enhanced the performance of the method by randomly selecting a
larger number of lines, as opposed to the earlier practice of selecting only about 15 evenly
spaced lines. One significant improvement demonstrated by Tompson et al. is a substantial

reduction in artifact banding observed as linelike structures in the field.
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We use routines from the Geostatistical Software Library (Deutsch and Journel, 1992),
with some minor modifications, and the turning bands model by Tompson et al. (1989),
to generate three-dimensional permeability fields by kriging and nonconditional simulation.
We wrote a number of fortran routines that prepare the field data for analysis by the geo-
statistical and stochastic simulation models, control execution of the models, and perform
conditional simulation using the output from kriging and nonconditional simulation. The
routines generate permeabilities from kriging and from conditional simulation in separate
files, in an appropriate format for direct input into the NUFT code. This gives the user
the option of performing a numerical flow and transport simulation using permeabilities
generated by kriging, or generated as a realization from conditional simulation.

For the nonconditional simulation, we incorporate anisotropy in spatial variability by
coordinate transformation. This transformation is necessary because the turning bands
model of Tompson et al. (1989) handles only isotropic fields. Recall that the variograms
presented in Figures 4.6 and 4.7 showed anisotropy, with the horizontal range about three
times as large as the vertical range. To effect the transformation for equal grid dimensions
in the x, y, and z directions, we use a vertical to horizontal grid size ratio equal to the
ratio of the horizontal to vertical variogram range before conducting the simulation. On
completion of the simulation, the grid is transformed back to equal dimensions in the three
principal directions.

Our routines also select or estimate other unsaturated flow properties and parameters,
based mainly on correlations with permeability. For the case where the field for numerical
analysis was estimated by kriging, additional unsaturated flow parameters were selected
from one of the 16 samples in Table 3.2 based on permeability. All unsaturated flow pa-

rameters of the sample with the closest permeability value were assigned to the estimated
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node. For the case where the permeability field was generated by conditional simulation,
different approaches were used to estimate the various unsaturated flow parameters. van
Genuchten’s o parameter was estimated from the correlation of a versus /K, presented
earlier in Figure 4.3 and Equation 4.6. van Genuchten’s n parameter was selected randomly
from a normal distribution with mean obtained from the data: n showed no correlation with
K, or any other soil property. The porosity (¢) was also uncorrelated with K, or any other
measured soil property and was randomly sampled from a normal distribution with mean
obtained from the data. The parameters 8, and 6, were estimated based on correlations

with K, observed in Table 3.2, Chapter 3.

4.5.3 Estimation and Simulation of Permeability Field

In this section we outline the steps taken in generating a permeability field from sample
data and specification of the sample variogram. The sample input data file must contain the
three-dimensional location coordinates and the permeability value for each data point. The
data must be prepared in Geo-EAS format, as described by Deutsch and Journel (1992).
We use the 132-point extended data set that includes permeability values obtained from
K, correlations with particle size and ambient water content. The x and y coordinates are
the LLNL easting and northing, respectively, and the z coordinate is the elevation. The
regionalized variable shown is the natural log of permeability, expressed in pdarcy.

We list the steps taken in generating the three-dimensional permeability field as follows:

¢ Prepare an input file with sample permeabilities and 3-D location coordinates in Geo-

EAS format for ordinary kriging.

o Execute GSLIB 3-D ordinary kriging program ktb3dm using an input parameter file

and the input file with sample data.
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e Execute the turning bands nonconditional simulation model of Tompson et al. (1989),
turn3d, which outputs a standard Gaussian field. The model generates a realization
from a three-dimensional random field of zero mean and unit variance with specified

variogram or covariance function.

e Run nscore which takes the standard Gaussian output from the turning bands sim-
ulation, and the sample data, and creates a transformation table that is used for
transforming the results from Gaussian or normal space back to the original data

space.

Run backtr to complete the transformation of normalized scores back to the original

data space, using the transformation table.

e Run snap to assign the nearest node values to data point locations for second ordinary

kriging.

Again execute the GSLIB ordinary kriging program, ktb3dm, this time with input

data as the turning band results at the sample data point locations.

¢ Execute cond, a program that computes the conditional simulation field using Equa-
tion 4.15, and prepares separate data files for post processing, giving permeability

fields from

1. ordinary kriging,
2. nonconditional simulation (turning bands), and

3. conditional simulation.

e Run zfile to generate a grid file for imaging of results.
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Once the permeability field is generated by kriging or stochastic simulation with the
field data, the results must be put in an appropriate input file format for the NUFT code.
In addition, other unsaturated flow parameters must be assigned to each grid block or node
in the domain defined for the numerical flow and transport simulation.

We developed a code, nufgsl, that takes a predefined grid for a NUFT simulation run,
assigns a permeability field based on the kriging or conditional simulation results, then
assigns other unsaturated flow properties using soil property correlation and other methods.
Each NUFT node is assigned the permeability of the closest block from the kriging or
simulation field. The NUFT grid may be two- or three-dimensional and grid size may be
variable.

Operation of the code nufgsl is summarized as follows:
¢ Overlay the NUFT grid by the GSLIB grid, matching the leak point locations.

o Assign to each NUFT node the permeability of the nearest node from simulation or
kriging.

e If the permeability field from kriging is selected, all other soil properties are assigned
from the soil sample in Table 3.2 that has a permeability closest to that of the NUFT
node, and no other properties need to be estimated by the code: the estimation of
additional properties described below applies only to permeability fields generated by

conditional simulation.

¢ Compute van Genuchten’s a (1/cm) from o-K;, correlation (K, in cm/s) obtained

from the data. The correlation in Equation 4.6 may be rewritten in the form

loga = .237 + .985log VK 5 + err- (4.16)
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The a.,, term, which is the error due to scatter on the log-log plot in Figure 4.3,
is treated as a normally distributed random variable with mean zero and standard
deviation s..,. The value of s.,, was calculated as 0.455 from the data. nufgsl calls the
function subprogram gasdev (Press et al., 1986) which returns a normally distributed
variable with zero mean and unit variance, based on a random number generated by
the function ran! (Press et al., 1986). The error is obtained from the normalized value

by Qerr = Serr X Zerr Where ze,, is the normalized error from random sampling.

The van Genuchten parameter, n, is also randomly selected from a normal distribution,
with mean 1.50 and standard deviation 0.63, obtained from the data. The parameter

m is obtained from m =1—1/n.

The porosity is randomly selected from a normal distribution of mean 0.35 and stan-

dard deviation 0.05, obtained from the data.

The van Genuchten parameters S, and S, are approximated from the data as

0 if Ky <7.7x107% cm/s

Sr = { 0.15 otherwise (4.17)
_J 10 ifK,<175%x1073 cm/s

Sm = { 0.75 otherwise (4.18)

S. and §,, are related to the 6, and 8, by S, = 6,/¢ and Sy, = 01 /9.

Sections of a NUFT input data file that identify soil types and describe soil properties

are prepared in the appropriate format.

4.5.4 Examples of Permeability Fields from Kriging and Simulation

We highlight the differences between results obtained by kriging and stochastic simulation

by comparing a permeability field generated by kriging with a field generated by conditional

simulation. Both fields were computed from the sample data.
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Figure 4.8 compares an east-west section through the two permeability fields. The
section is drawn through the suspected leak point. Seven sample boreholes were located
within the x-range of about 909 to 930 ft, and 1 to 5 ft north of the plane shown. The
stochastic realization delivers a much better reproduction of the spatial variability exhibited
by the data, even in areas of sparse sampling. On the other hand, the smoothing effect of

kriging is evident. This smoothing effect is more pronounced in areas of sparse sampling.
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Figure 4.8: Comparison of permeability fields generated by kriging and conditional
simulation, using the same sample data. The figure shows an east-west section
through the leak point with permeability generated by (a) kriging, and (b)
conditional simulation.
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5 Estimation of the Initial Concentration Field

5.1 Introduction

As part of the site characterization and monitoring program in the LLNL Building 292 Area,
23 boreholes were drilled between September 1989 and October 1992, and a number of soil
core samples recovered from various depths. 3H soil water concentration measurements
were made on over 200 core samples by liquid scintillation counting. Some of the data are
presented back in Chapter 3. The entire data set was presented by Mallon (1995).

A number of investigators have applied geostatistical estimation methods to the char-
acterization of spatial distribution of contaminants in groundwater and soil. A geostatisti-
cal framework for a probabilistic assessment of groundwater contamination was presented
by Rautman and Istok (1996). The applicability of geostatistical estimation methods to
groundwater contamination was reviewed by Cooper and Istok (1988). The use of classical
geostatistics to estimate the total contaminant mass at the Chem-Dyne site was presented
by Istok and Cooper (1988). The application of classical geostatistical methods to charac-
terize the spatial distribution of contaminated soils was reported by Barnes (1978), Myers
and Bryan (1984), and Zirschky et al. (1985).

In this chapter, we estimate soil water 3H concentrations at unsampled locations by
applying kriging to the data. We estimate the concentration field and calculate the total
3H activity in the vadose zone beneath the Building 292 Area. We also compute the tritium
activity for different subsections of the site. The kriging requires construction of a variogram
that describes the spatial variability of tritium concentrations in the soil.

The concentrations and activities estimated here represent average conditions at the site
for the 26-month period between September 1989 and November 1991. One borehole, B-20,

located about 240 ft north of Tank R1U1, was actually drilled in October 1992, later than
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Figure 5.1: Samplew;}ariogram for soil water tritium concentration for samples recovered
from the LLNL Building 292 Area.

the specified period, but no 3H concentrations above the detection limit of 900 pCi/L was
detected in the samples.

5.2 Spatial Variability of Concentrations

The tritium concentration variogram is shown in Figure 5.1. Tritium concentrations were
expressed in uCi/L to construct the variogram. The figure suggests no significant difference
between spatial variability of the concentrations in the horizontal and vertical directions. We
therefore assume a statistically isotropic concentration field. The data were approximated
by a standard spherical model with range 11.5 ft and sill 2700 (xCi/L)2. The spherical
variogram model which expresses the variogram, v, as a function of lag, h, is given by the

equation

c ifh>a

+(h) = { ¢ [1.53—0.5 (§)3] ifh<a 51) .
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with range a and sill ¢.

5.3 Field Concentrations from Kriging

Ordinary kriging was applied to estimate 3H concentrations on a 3-D grid with a uniform
spacing of 1.0 ft. The kriged domain is bounded by N12735 in the south, N12824 in the
north, E8610 in the west, and E8690 in the east, giving horizontal rectangular dimensions of
89 ft long by 80 ft wide. The north side of the tank where the leak occurred is located close
to the center of the rectangle. Concentrations from some boreholes outside this rectangle
were included in the analysis. The vertical range kriged was from elevation 538 ft, about 1
ft below the water table, to elevation 587 ft, the approximate ground surface elevation in
the Building 292 Area.

The plume configuration shows some limited lateral spreading in the vadose zone, and
substantially higher *H concentrations north of the tank. Figure 5.2 is an image of 3H
concentrations on a horizontal plane at an elevation of 575 ft, about 12 ft below the ground
surface. The peak soil water concentration in this plane, approximately 1.90 x 10% pCi/L,
occurs about 2 to 4 ft directly north of the tank. The plume is approximately 65 ft in
east-west dimension and 50 ft in north-south dimensijon along this plane.

Higher concentrations observed north of the tank might be explained partially by the
tank causing some blockage to *H transport to the south. In addition, the highest average
borehole permeabilities were found in Boreholes 1 and 15, located on the northern side of
the tank. The higher permeabilities might have caused tank leakage to flow preferentially
to the north. The reported practice of using the concrete pad to wash down equipment
contaminated with HTO might also have contributed to higher *H concentrations observed
north of the tank.

A north-south section through the plume is shown in Figure 5.3. The section is drawn
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[igure 5.2: Tritium concentrations along horizontal plane at elevation 575 ft, about 12 fi
below the ground surface in the LLNL Building 292 Area. Concentrations estimated by

kriging with the borehole sample data.

along the LLNL easting ER651, 4 ft west of Borehole 1. The peak concentration observed
along this section is approximately 1.90 x 10° p(Ci/L. occurring at elevation 575 ft, about 12
ft helow the ground surface. As observed in Figure 5.2, *H concentrations north of the tank
are substantially higher than concentrations to the south. Some moderate concentrations
persist going north toward the concrete pad. These concentrations apparently did not result
[rom tank leakage.

An east-west section through the plume is shown in Figure 5.4. The section is drawn
along the LLNL northing N12783, about 3 ft north of the tank’s north face. The peak
concentration seen along this section also occurs at elevation 575 ft. The center of mass
of the plume seems to have shifted slightly to the east of the leak. Lower concentrations

extend about 30 ft to the west and 35 ft to the east of the leal.
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North-South Section along E8651 (4 ft west of B-1) uCi/L
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Figure 5.3: Tritium concentrations along north-south section throneh ER651. aboul 4 ft
west of Borehole 1 in the LLNL Building 292 Area. Concentrations estimated by kriging

with the borehole sample data.
5.4 Total Tritium Activity in Subsurface

We estimate the total activity of “H in the vadose zone beneath the Building 292 Area
by summing the activities of individual 1-ft” blocks. Block activity is estimated from bulk
volume, soil water and soil gas concentration, and volumetric water content. Water content
is estimated from the permeability field developed by kriging in Chapter 4.

Fach soil block was assigned the porosity and ambient water content of the sample from
lable 3.2 in Chapter 3 with a permeability closest to that of the block. The tritium activity
of the soil liquid in a block is

HTO

.-\f‘rﬂ) = Vil (92

HTO
Al

where is the soil water "H activity, V; is the bulk volume of the block, 8 is the

5 B T g . . - ITO - )
volumetric liquid water content, p; is the density of the liquid phase. and 79 is the *H
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East-West Section along N12783 (3 ft north of Tank R1 u1) uCi/L
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Figure 5.4: Tritium concentrations along east-west section throueh N12783. about 3 {i

north of the tank’s north face in the LLNL Building 292 Area. Concentrations estinaf

1
Led

'l_\' g-ﬁi'i}.’.ili‘.’,. with the borehole h,'ll“lji(‘ data.
activity per unit mass of liquid phase. The volumetric activity of *H in the liquid phase is

7 I'¢ =
(""”” =p rf_f”’“'} (

{.))
therefore, Equation 5.2 can be rewritten as
HTC =y e (5.4)
[he gas phase “H activity is
l”' —— ""”."/}.!(‘,i‘: ro (5:5])

: . ; : it it [T
where 6, is the volumetric gas content, p, is the density of the gas phase, and «/7? is the

“H activity per unit mass of gas phase. Now

“,Il.”“ = r!{."“)w" (5.8)
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HTO

where a3’ " is the tritium activity per unit mass of water vapor, and wy is the mass fraction

of vapor in the gas phase. Therefore, the 2H activity in the gas phase is

AHTO _ Vi, 0,aHTOp (5.7)

If we neglect the small difference in vapor pressure between HTO and water, then we can

make the approximation

afTO = ¢HTO (5.8)
Substituting for aZ779 into Equation 5.7 and using Equation 5.3 gives
Vi, p,w? CHTO
AHTO o ZoPss T (5.9)

pi
Since adsorption of 3H onto soil solids is usually very small relative to concentrations in

the fluids, adsorbed activity is neglected here. The total activity in a soil block is therefore
AFTO = AfITO 4 pHTO (5.10)

It can be shown that the quantity of tritium in the gas phase is negligible compared to

the quantity in the liquid. From Equation 5.4 and Equation 5.9, the ratio of 3H activities

in the liquid and gas phases is

AFTO apy
AHTO w8,p5
M (P!)
S B (5.11)
wy (1= 51) \ pg

where S; is the liquid phase saturation. Air saturated with water vapor at 20°C and normal
atmospheric pressure has a density of 1.18 x 1073 g/ cm® and a water vapor mass fraction
of 0.0145 (Linsley, Jr., et al., 1982). With the density of liquid water equal to 1.0 g/cm3,
the ratio p;/p, is approximately 850. From the sample data in Table 3.2 of Chapter 3, 5

varies from a minimum 0.15 for the coarser grained soils to near full saturation for the finer
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grained soils, so that $;/(1 — ;) has a minimum value of about 0.18. The expected range

of activity ratios from Equation 5.11 is therefore

AHTO

= >1.05x10% 5.12
2770 2 1 (5.12)
g

At a liquid saturation of 90%, Af'TC /AHTO equals 5.28 x 10°.

We wrote a Fortran code, entitled trisre, to read >H concentrations and permeabilities
from kriging, compute the tritium activity of each block of soil, and sum the activities to
obtain the activity of the entire study site. Aqueous phase as well as gas phase activities
are calculated. The code can also compute the activity of any user-specified section of the
site.

We made two separate estimates of the total tritium activity in the subsurface at the
site. The first estimate is 4.6 Ci and the second, more conservative estimate is 5.4 Ci. In
the first estimate, a number of fictitious borings with background 3H concentrations were
added around the perimeter of the release site. These fictitious data enforce the assumption
that concentrations outside of the tank area return to background levels. In the second
estimate, no fictitious data were added, so that kriging estimates close to the perimeter
were determined only by real sample concentrations. The second estimate is expected to
yield higher, more conservative results. We use the average of the two estimates, 5 Ci, as
the total subsurface 3H activity at the site between 1989 and 1991.

Additional calculations of 3H activity in different sections of the site reveal that 91% of
the total 3H activity occurs north of the tank. The site was divided areally into four 33 ft by
33 ft square quadrants that meet at the leak point, E8652.1, N12780.5. We used the code
trisrc to compute the 3H activity in the liquid phase, A;, the activity in the gas phase, A,,
and the ratio A,HTO /Af TO for each quadrant. We used fictitious concentrations around

the site, as described for the first 3H activity estimate of the entire site. The results are
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presented in Table 5.1. The NW quadrant has 2.3 Ci which represents 50% of the total 3H

Table 5.1: Tritium activities computed for quadrants of the H release site centered at the
leak point which has LLNL coordinates E8652, N12780.5. Each quadrant is taken as a
square of length 33 ft.

Section Activity in Activity in A T9/ARTO
liquid, AF7T9 (Ci) gas, AFTO (Ci)

NW quadrant 2.3 1.2x107° 1.9 x 10°

NE quadrant 1.9 1.3 x 1073 1.4 x 10°

SW quadrant 0.1 6.5x 1077 1.7 x 10°

SE quadrant 0.3 2.9 x 107 1.1 x 10°

Total area 4.6 2.9 x 107° 1.6 x 10°

activity at the site. Less than 9% of the total activity occur south of the tank’s north face.
As suggested by Equation 5.12, the total gas phase 3H activity is negligible compared with

the total aqueous phase activity. The ratio AFTO /Agf TO yaries from 1.1 x 10° to 1.9 x 10°

for the four quadrants.
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6 Conceptual and Mathematical Models

6.1 Introduction

In this chapter, we present conceptual and mathematical models of tritium transport in the
vadose zone. We also describe NUFT, the flow and transport model used to conduct the
numerical calculations. Although the focus here is on tritium transported as tritiated water
(HTO), much of the material presented is applicable to the two-phase flow and transport of
dissolved volatile contaminants in the vadose zone, including many synthetic organics and

gasoline hydrocarbons.

6.2 Conceptual Model

Primary elements of the conceptual model are listed below.

¢ Three chemical components:

1. air (a pseudo-component with averaged properties);
2. water (H20);
3. tritiated water (HTO).

e Two fluid phases:

1. an aqueous phase, 1 (mainly liquid water, with concentrations of HTO and dis-
solved air);

2. a gas phase, g (comprised of air, water vapor, and HTO vapor).
¢ One solid phase with no adsorption assumed.

¢ Isothermal model.

e Assume local chemical equilibrium for partitioning of components between phases.
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6.3

Both the liquid and gas phases may be mobile.

Radioactive decay of tritium with a half-life of 12.4 yr (decay constant of .0561 yr~1).
No chemical reactions in addition to radioactive decay.

Volatilization /condensation of H,0O and HTO.

Vapor pressure lowering in porous media.

Multiphase extension of Darcy’s law, incorporating the concept of relative permeabil-

ity, used to compute volumetric flow rate of each fluid phase.
Assume water vapor in void space is at full saturation.

Model equations formed from component mass balances, the multiphase extension of

Darcy’s law, and Fick’s law.

Assume nondeformable solid matrix, ie.

¢ # ¢(P).
No dissolution of the solid component.

The domain is bounded above by the atmosphere and below by groundwater flowing

at a specified velocity; infiltration may be applied at the ground surface.

Mathematical Model

The equations describing isothermal flow and transport through porous media, in a system

of multiple multicomponent phases, are developed from the conservation of mass for each

chemical component, and the flux laws that describe the movement of mass in the system

(e.g., Bear, 1972; Aziz and Sattari, 1979; Bear and Nitao, 1993). Mass fluxes are described

by Darcy’s law and Fick’s law. Combining these conservation and flux laws results in a
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number of partial differential equations which represent the core of the mathematical model.
The complete model will also include constitutive relationships that define the behavior of
the fluids and solids, and information on the initial and boundary conditions.

The mass balance equation for component 7, which may be radioactive and may parti-

tion between the fluid phases and adsorb onto the solid surfaces, is

d
52 (qbzo;sapawg + Pbe) == Xa:vﬁbsa (Pawy Vo + Jam + J;’Y)

Y <¢§: Sapal + pm) + R (6.1)

where the subscript « indicates the fluid phase (1,g), and the other variables are:
o} porosity
S,  saturation of the o phase
Db dry bulk density of soil
Po mass density of the o phase
w)  mass fraction of ¥ component in o phase
FY  mass fraction of ¥ component adsorbed on soil solids
V,  macroscopic mass averaged velocity of the o phase
J2,, dispersive mass flux density of component 7 in the a phase
J2Y  diffusive mass flux density of component v in the a phase
A7 decay constant for 4 component

R  source term for y component

The dispersive and diffusive fluxes are expressed per unit area of the fluid phase and not
per unit area of bulk soil.

We neglect adsorption since *H adsorption in soils is usually very small. Mechanical
dispersion, modeled as a Fickian process, is not present, because most of our simulation
runs are made using highly heterogeneous permeability fields generated by conditional sim-
ulation. The heterogeneous permeability field gives rise to dispersion at scales larger than

that for pore scale dispersion.
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With F7 and J7,, omitted, Equation 6.1 is rewritten as

0
ot (‘@3 Sapawz) = = 2 V9Sa (patiVa + J2)

—X7¢) " Sapaw] + R (6.2)

The concept of relative permeability is applied to write the motion equation as the

generalized form of Darcy’s law for flow in a multiphase porous medium

kkro(Sa
——l;(-——)(Vpa + pagVz) (6.3)

52

Qo :¢Sch = -

where the undefined variables are:
absolute or intrinsic permeability tensor

kro(So) o phase relative permeability
Lo o phase absolute viscosity
g acceleration due to gravity

The diffusive flux is assumed Fickian:
I = —paTa DYV W) (6.4)

where, DX is the free phase molecular diffusion coefficient for the o phase, and 7, is the «
phase tortuosity coefficient which varies with porosity and phase saturation.

For a system with n components, Equation 6.2 with expressions for V,, and J" substi-
tuted from Equation 6.3 and Equation 6.4, represents n independent differential equations.
For a three-component system, we have three equations.

In order to solve the system uniquely, the number of independent relationships must
equal the number of independent variables. For a system with three components in two fluid
phases, the number of independent variables is 18, as summarized in Table 6.1. Therefore,
an additional 15 independent relationships are needed to solve the system uniquely. The

sources of these constitutive relationships are:
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Table 6.1: List of independent variables.

Variables Number

51,5,
AN
]Jla Pg
krl, krg
Pls Pg
iy g
I, Ty
Total 18

N NNNNDN

Phase equilibra.

e PVT data.

Relative permeability data.

¢ Conservation principles.

Capillary pressure data.

The relationships are listed as follows:

1. The fluid phase saturations must sum to unity (one relationship)

Si+8,=1 (6.5)

2. In each phase, the mass fractions of components must sum to unity (two relationships)

2wl =2 wy=1 (6.6)

p”
3. Relative permeability as a function of phase saturation for each phase (two relation-

ships)

kv = k(1) (6.7)
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krg = krg(Sg) (6.8)

4. Gas-liquid capillary pressure, P.y, as a function of the liquid phase saturation (one
relationship)

P, - P = PCQI(SI) (6.9)

5. From PVT data, phase density and viscosity as functions of pressure, and phase

composition are obtained (four relationships)

pr = pi (P, 0, wf) (6.10)
Pg = Pg (P,w;,w;",w;) (6.11)
= (P, Wi, wf) (6.12)
tg = g (P, wg,w;’,wg“) (6.13)

The superscripts ¢, w, and a, indicate the three chemical components, contaminant

(HTO), water, and air, respectively.

6. Equilibrium partitioning of chemical components between the two fluid phases (three

relationships)

n’y
E% = K(P,n],n) (6.14)

where n) denotes the mole fraction of the ¥ component in the o phase, and IC;’I

denotes the liquid-gas equilibrium partitioning coefficient for the ¥ component. The
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mass and mole fractions are related by

M n)
Eyy Mne’

Y —
Wy =

(6.15)

where M7 is the molecular weight of the v component. Assuming ideal gas behavior
of water vapor in the gas phase, the extension of Kelvin’s law to porous media, given

by Edlefsen and Anderson (1943), is written as

(6.16)

n’? P sat ex _ @m MY

where ® denotes the matric potential, P,y is the saturated vapor pressure of water,

and P, is the total gas phase pressure.

. Diffusion tortuosity coefficients as functions of porosity and phase saturations (two

relationships)

7 = n(9, 1) (6.17)
Ty = T4(, Sg) (6.18)

We use the Millington (1959) tortuosity formulation

T = 123 (6.19)

6.4 Boundary and Initial Conditions

The boundary conditions are similar for all simulation runs. The upper boundary is the

atmosphere at 100% relative humidity. The uppermost layer of soil receives a specified rate

of infiltration. The lower boundary is the groundwater with hydraulic gradient equal to the

value measured at the site. At least the last three layers of nodes at the base of the model

are groundwater nodes, permitting lateral transport, and some vertical transport, of 3H

below the water table. The aquifer is 5 ft thick. The base of the model is an impermeable
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boundary. The ends of the model are also impermeable within the vadose zone, but located
at sufficiently large distances from the source to avoid any artificial effects on the transport
calculations. The lowest level of groundwater nodes at the upstream and downstream ends
of the model are held at fixed conditions to permit groundwater flow at the specified velocity.

The model is initialized by running to steady state without *H transport. Boundary
conditions are set as described above and the model is run for a simulation time of 10,000
yr. The HTO component is omitted for initialization to reduce the computational burden.
After initialization, the model is restarted with the HTO component introduced for the

transport simulation.

6.5 Description of NUFT

The flow and transport model is solved using the NUFT code, developed by Nitao (1993) at
LLNL. NUFT (Nonisothermal Unsaturated-Saturated Flow and Transport) is an integrated
suite of models for numerical solution of thermal and isothermal flow and transport in porous
media, with application to subsurface contaminant transport problems. The code simulates
the coupled transport of heat and multiple multicomponent fluid phases in both the vadose
and saturated zones. Components may be volatile. Grid systems may be cartesian or
cylindrical, with one-, two-, or fully three-dimensional configurations possible.

NUFT features a modular design, with several models or simulator modules using a
common set of utility routines and input file format. Multiple models can be executed
simultaneously with information passing between models. For example, one model which
generates a transient flow field may run together with a number of dilute species transport
models; the transport models receiving updated flow field information from the same flow
model. The modular design is also very useful for users interested in just one or two

specific applications of the code. For example, a user interested in solving only a Richard’s
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equation type unsaturated flow problem can use only the usfc module and avoid the more
sophisticated and complex modules.

Up to three fluid phases may be simulated, where all three phases could be mobile. There
are two liquid phases: (1) an aqueous phase, which is predominantly the component water
but may contain other dissolved components; and (2) a nonaqueous phase liquid (NAPL),
which is usually made up of hydrocarbon or organic components, some of which may be
volatile. The third phase is the gas phase containing dry air (treated as a pseudocompo-
nent), water vapor, and vapors of VOCs. Each phase may contain a variable number of
components, with component phase changes and partitioning between the phases permitted.
Phases may also disappear and reappear.

It is assumed that solid surfaces are always coated by at least a thin film of water, so that
the solid phase interfaces only with the aqueous phase and, therefore, only solid-aqueous
phase adsorption of components is possible. Adsorption may follow a linear or nonlinear
isotherm.

Verification and benchmark testing of NUFT confirmed that the code was ready for
application to a range of field and laboratory problems (Lee et al., 1994). “Verification” is
used here to imply checking of the governing equations of the mathematical model to ensure
that they have been properly programmed, and that the numerical solution algorithm works
as intended. Code verification was performed by making direct comparisons between NUFT
simulation results and known analytical or semianalytical solutions of appropriate problems.
For problems that did not have analytical solutions, NUFT was satisfactorily benchmarked
against well established codes.

NUFT has been applied in a number of thermal and isothermal subsurface modeling

problems. The code was used to study the hydrothermal response of a rock mass to thermal
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loading, in the Yucca Mountain Site Characterization Project, where the Topopah Spring
Tuff in the thick vadose zone in Yucca Mountain, Nevada, is being investigated as a possible
host rock for permanent disposal of high-level radioactive waste (Lee, 1995). NUFT was
used to simulate the transport of gases through fractured and porous media to test the abil-
ity of natural transport processes to move rapidly decaying radionuclides to the surface, and
possibly reveal the occurrence of a clandestine nuclear event (Zucca et al., 1995; Carrigan,
1995; Carrigan et al., 1995; Carrigan et al., 1996) The code was also used to simulate mul-
tiphase flow and contaminant transport in subsurface systems heated by electrical currents

(Carrigan and Nitao, 1997).
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7 Two-Dimensional Analysis

7.1 Introduction

In this chapter, we present the results of: (a) a Monte-Carlo analysis to investigate the
effect of soil property data uncertainty on the tritium transport simulation results, and (b)
sensitivity analyses to investigate the effect of infiltration and vapor diffusion on the 3H
transport. All simulation runs are two-dimensional (2D) with a simulation time of 100 yr.

The goal of this 2D analysis is to produce a quantitative assessment of possible effects
of soil property uncertainty, infiltration, and vapor diffusion on numerical simulation of the
impact of the >H release on groundwater quality at the site. We do not attempt to simulate
the actual field transport in this chapter; more comprehensive three-dimensional simulations
that better incorporate site features are reported in Chapter 8. The results generated here
will help us gain insight on the effect of parameter selection on the simulated effect of the

3H release on groundwater quality at the site.

7.2 Summary of Findings

Major findings from the two-dimensional analysis presented in this chapter are summarized

as follows:

e Numerical simulations that use soil permeability fields derived by kriging yield sub-
stantially lower groundwater concentrations than simulations that use permeability
fields derived by conditional simulation. Kriging to estimate the hydraulic properties
of soils for transport calculations under the present heterogeneous field conditions

yields nonconservative and potentially misleading results.

e The Monte-Carlo analysis showed large variability in the calculated impact of the

release on groundwater quality, indicating that the results are sensitive to the soil
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properties used.

e Under the present site conditions, vapor diffusion has a negligible effect on ground-

3 : .
water “H concentrations and only a very small effect on vadose zone concentrations.

e The ambient liquid saturation profile between the ground surface and water table
correlates strongly with soil type and not with elevation; liquid saturation varies from
about 15% in the coarse-grained sands and gravels to near full saturation in the fine-

grained clays.

o We estimate an infiltration rate of 2.1 in/yr for the study site, based on a comparison
of simulated steady-state liquid saturation profiles at different infiltration rates and

the liquid saturation profile measured in Borehole 19.

e The impact of the >H release on groundwater quality at the site increases strongly

with infiltration rate.
e Plume arrival times at the water table are lognormally distributed.

e The maximum groundwater 3H concentration is lognormally distributed, and the time

of occurrence of the maximum concentration is normally distributed.

7.3 Monte-Carlo Analysis

We conducted transport simulations on 100 different realizations of soil property fields gen-
erated by conditional stochastic simulation and data correlation, and analyzed the statistics
of the transport behavior. We also conducted a simulation using soil properties obtained

by ordinary kriging, and compare results from the Monte-Carlo analysis with results from

the kriging simulation.
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The Monte Carlo method as used here refers to a set of repetitive simulations to solve
the deterministic flow and transport problem using different realizations of input param-
eters and the associated statistical analysis of the results. Freeze (1973) used the Monte
Carlo technique to analyze the effect of a baseball batting order on team performance.
The technique was also used by Freeze (1975) in a stochastic-conceptual analysis of one-
dimensional groundwater flow in heterogeneous media, and El-Kadi (1987) to study the
effect of uncertainty in unsaturated zone parameters on the variability of infiltration.

We wrote a Unix shell script to automate the process of performing the 100 transport
simulations, from reading the permeability sample data file and generating a realization of
the permeability field, to preparing the input file for the NUFT code and executing the
code. On completion of one simulation, the script restarts the cycle for a new realization.
The script also extracted selected results from the NUFT output files. The results extracted
include water table plume arrival time, peak H concentrations in the groundwater and the
vadose zone, the plume’s center of mass location, total H activity remaining in the vadose
zone and groundwater, and plume geometry parameters.

The shell script file automatically executes a number of codes to accomplish the follow-
ing:

¢ Perform ordinary kriging to estimate a full 3D permeability field after reading an

input data file containing sample permeabilities and three-dimensional location coor-
dinates, and a parameter file that defines the sample variogram describing the spatial

variability of the permeability data.

o Apply the turning bands technique (Tompson et al., 1989) to perform nonconditional
simulation of the permeability field, again using the sample variogram and the input

permeability data; a random number seed is selected by manipulating the clock time.
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Apply the conditioning technique (e.g. Deutsch and Journel, 1992) described in Chap-
ter 4 to generate a realization of the field that honors data values at their measurement

locations.

Overlay the predesigned NUFT 2D grid by the selected vertical section of the 3D
grid used for kriging and conditional simulation, and assign to each NUFT node the

permeability of the nearest kriging node.

Assign other unsaturated hydraulic soil parameters (i.e. van Genuchten’s parameters,
¢) based on soil property correlations with permeability and other data statistics, as

described in Chapter 4.

Generate matfil and rocktab, two modules of a NUFT input file; matfil specifies the

soil type of each grid block, and rocktab describes soil properties for each soil type.

Make appropriate modifications to a template of the main NUFT input file and execute

NUFT for the new realization of soil properties.

Extract some plume statistics parameters from NUFT output files.

The first step, kriging on the permeability sample data, had to be performed only once

because the same kriged field is used with each new field from the turning bands simulation

to generate a new field by conditional simulation. More details of the steps listed above

were presented back in Chapter 4.

7.3.1 Generation of the 2D Permeability Field

Because the turning bands method is not appropriate for generating realizations in two

dimensions, a 3D field block was selected for conditional simulation, then an appropriate

vertical section was chosen from which to transfer permeabilities to the NUFT grid. The 3D
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block is 164 ft long, extending from E8570 to E8734, and 8 ft wide, extending from N12778
to N12786. The lower boundary is at elevation 536 ft, about 2 ft below the water table, and
the upper boundary at elevation 586 ft, the approximate ground surface elevation. This
block contains the suspected leak location on the north face of the tank. The suspected
leak location has coordinates E8652, N12780, and elevation 577 ft.

The GSLIB 3D ordinary kriging program, ktb3dm (Deutsch and Journel, 1992), was used
to perform ordinary kriging with 132 permeability data points and the sample variogram
presented in Chapter 4. A uniform one-foot grid spacing was used in all three principal
directions, giving 165 blocks in the x-direction (East-West), 9 blocks in the y-direction
(North-South) and 51 blocks in the z-direction, for a total of 75,735 blocks.

For the nonconditional simulation, we incorporate anisotropy in spatial variability by co-
ordinate transformation, because the turning bands model of Tompson et al. (1989) handles
only isotropic fields. Recall that the permeability sample variograms presented in Chapter
4 showed anisotropy, with the horizontal range about three times as large as the vertical
range. To effect the transformation for equal grid dimensions in the x, y, and z directions,
we use a vertical to horizontal grid size ratio equal to the ratio of the horizontal to vertical
variogram range before conducting the simulation. On completion of the simulation, the
grid is retransformed back to equal dimensions in the three principal directions.

After completion of conditional simulation (see Chapter 4 for implementation details),
an East-West section through the simulated permeability field, along N12780, is selected to
supply permeabilities for the NUFT grid blocks. This section passes through the suspected
leak point. Assignment of permeabilities to the NUFT nodes is implemented in the code
nufgsl. We overlay the NUFT grid (which has variable grid sizes) by the GSLIB section

so that the leak nodes on the two grids coincide. Each NUFT node is then assigned the
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permeability of the nearest GSLIB node. NUFT nodes beyond the GSLIB range in the x-
direction, about 82 ft on either side of the leak point, are assigned the sample permeability
closest to the median value from the 132-point permeability sample histogram. Other
unsaturated soil properties are assigned based on soil property correlations and other data

statistics, as described in Chapter 4.

7.3.2 Numerical Simulation Model

The flow and transport of tritium in the 2D domain is modeled using the conceptual model
outlined in Chapter 6. The system consists of two fluid phases and three chemical compo-
nents. The fluid phases are liquid (or aqueous) and gas, and the chemical components are
air, treated as a pseudocomponent with averaged properties, water (H,0), and tritiated
water (HTO). The liquid phase is comprised mainly of water, with dilute concentrations of
HTO and air. The gas phase is comprised of air, water vapor and HTO vapor. Compo-
nents may partition between the two phases. Both phases are mobile. Radioactive decay
of tritium occurs with a half-life of 12.4 yr. Both liquid and vapor diffusion are modeled
using the Millington (1959) formulation for tortuosity. Mechanical dispersion, modeled as a
Fickian-based process, is not applied in these calculations. Mechanical dispersion is effected

through explicit incorporation of the high degree of heterogeneity in permeability shown in

the data.

7.3.3 Grid Design

The grid design features varying mesh sizes to allow higher resolution closer to the leak
source, and decreasing resolution at greater distances away from the source. Figure 7.1is a

section of the grid showing the leak node. The grid consists of 86 nodes in the x-direction
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and 38 nodes in the z-direction, giving a total of 3268 nodes. Of these nodes 340 were
nullified, leaving a total of 2928 active nodes. The minimum grid size close to the leak is
0.82 ft (0.25 m) in the z-direction and 1.3 ft (0.40 m) in the x-direction. The model is 3.3

ft (1 m) thick in the y-direction.

7.3.4 Initial and Boundary Conditions

The domain is bounded above by the atmosphere at a relative humidity of 100% at 20
°C. The lower boundary is the impermeable base of the 5-ft thick unconfined aquifer. The
lowest three layers of nodes represent the aquifer which has a uniform permeability of 5.5
darcy and a hydraulic gradient fixed to give a groundwater velocity of 33 ft/yr (9.9 m/yr).
The aquifer permeability and groundwater velocity were obtained from pumping tests and
water table elevation measurements conducted in the Building 292 Area.

Infiltration is specified through the exposed soil surface, the layer immediately below
the atmosphere layer. Impermeable boundaries are used to the east and west at sufficiently
great distances to avoid any significant influence on flow and transport calculations at
the release site. Although the section modeled is partially covered by asphalt, we model
the system as though the entire soil surface were exposed. Recall that most of the tank
area is covered by asphalt and exposed soil occurs from about 6 ft south of tank’s south
end; therefore, infiltration is not expected to cause vertical percolation directly through
the source area. However, infiltration through the exposed soil surface is still expected to
increase the impact of the H release on groundwater quality. A net infiltration rate of
2.1 in/yr was selected based on a comparison of field water contents measured by neutron
probe and average steady-state water contents from simulations (presented later in this

chapter). The partial surface cover is modeled more explicitly in the three-dimensional
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Figure 7.1: Grid design for 2D model. The leak node has coordinates (919.6, 9.0).



analysis presented in Chapter 8.

Initial conditions for each realization were reached by running the model to steady state,
with the HTO component excluded. The transport simulation run was then conducted by
restarting with the tritium source added, and using the state variable values from initial-

ization as the initial conditions.

7.3.5 Source Term

We base our computation of the source term on the 3H activity estimated in the 3.3-ft thick
east-west section through N12780.5, the northing of the suspected leak point. We used the
code, trtsre, to take the 3H concentration field derived by kriging and compute an activity
of 0.52 Ci in the section. This activity is estimated to be in the soil around late 1990.

Assuming a constant aqueous phase release, the HTO release rate is obtained from
RCHTO
AHTO — ——’A—— [1 — exp (—At)] (7.1)

where AHTO is the total activity in the soil at time t after the beginning of release, R is the
release rate of contaminated water, C#70 is the tritium concentration of the release water,
and ) is the decay constant for tritium (.0561 yr~1). Assuming a 5-yr leak occurring from
1986 through 1990, Equation 7.1 gives a 3H release rate, RCy, of 0.12 Ci/yr or a total of 0.6
Ci over 5 yr. We assume a C; value of 4.46 x 10® pCi/L, the >H concentration measured in
the tank water in 1989.

In the simulations, we use a 67% higher 3H release rate of 0.2 Ci/yr for 5 yr for a total
activity if 1.0 Ci. With RCo equal to 0.2 Ci/yr, the release rate of contaminated water is
448 L/yr or 0.32 gal/day. The source term is specified as fixed fluxes of the components
HTO and H,0 over the first 5 yr of simulation. Omne Ci of 3H activity is equivalent to

6.9 x 10~7 kg of HTO.
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7.3.6 Results of Monte-Carlo Analysis

In this section we present results of the Monte-Carlo analysis in which numerical transport
calculations were performed using 100 different realizations of soil hydraulic properties ob-
tained by conditional stochastic simulation. The simulations, numbered Real101 through
Real200, were run for a simulation time of 100 yr with the H release occurring during
the first 5 years. We present statistics of the results, and compare them with results of a
transport simulation that used hydraulic properties obtained by ordinary kriging.

A number of parameters that describe the 3H transport behavior through the vadose
zone have been extracted from the NUFT output of the simulation runs. The parameters

are listed as follows:
1. Plume arrival time at the water table.
2. Peak groundwater concentration.
3. Groundwater concentration 100 ft (30.5 m) downstream of leak.
4. Cumulative flux of 3H across the water table.
5. Peak vadose zone *H concentration.
6. Depth at peak vadose zone 3H concentration.
7. Center-of-mass depth.

8. Square root of the second spatial moment of concentration distribution in the x-

direction, .

9. Square root of the second spatial moment of concentration distribution in the z-
direction, o,.

93



10. Total 3H activity history in the vadose zone.
11. Total 3H activity history in the groundwater.

Items Number 7 and 8 denote parameters that characterize dispersion or spreading
characteristics of the plume (Fischer et al., 1979; Gelhar, 1993). In the x-direction, the

second moment of the concentration distribution is

[ (2 - X)C dz

where x is the x-coordinate, X is center-of-mass x-coordinate, and C is the concentration.

We estimate o2 in the model by

2 — Z'?:l(wi B X)ZA’i
’ ?:1 Ai

ag

(7.3)

where the sum is taken over all nodes in the vadose zone, and A; is the total 3H activity in

node i. The square root of the second spatial moment of concentration distribution in the
x-direction is

Op = \/;-% (7.4)

Similarly, the square root of the second spatial moment of concentration distribution in the
z-direction is

0, = /o? (7.5)

We first present a summary of the results and then follow with details on the statistics of

the items listed above. We observe significant differences between transport results obtained

using soil properties from kriging and conditional simulation (CS). With soil properties from

kriging, the results show the following differences:

o Slower bulk downward movement of the plume.
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o Less lateral and vertical spreading in the vadose zone.
o Greater residence time in the vadose zone (means more time to decay).
¢ Less severe impact on groundwater quality.

Slower downward movement of the plume for kriging runs is shown by consistently lower
values of the depth at peak concentration and the center-of-mass depth, compared with
these parameters for the CS runs. The center-of-mass moved 35% deeper after 20 yr and
29% deeper after 30 yr, for the CS case compared with kriging. Movement is measured
from the release point located 9 ft below the ground surface. Lower lateral dispersion for
the kriging run compared with the CS runs is demonstrated by consistently lower values of
o, for kriging: 34% lower at 10 yr, 64% lower at 20 yr, and 77% lower at 30 yr. The trend
continues into later years. With slower downward movement of the plume and less lateral
spreading shown for the kriging run, it is not surprising that the contaminant spends more
time in the vadose zone, and groundwater concentrations are lower. We will examine the

parameters in more detail in the following sections.

Plume Arrival Times at Water Table

Ninety-six percent of the CS runs gave water table plume arrival times less than the arrival
time for the kriging case, and the kriging case arrival time is 56% greater than the mean for
the CS case. We define water table arrival time as time of arrival of the 20,000-pCi/L iso-
concentration line at the water table. The arrival times are summarized in the histogram of
Figure 7.2. Results are shown for 99 realizations because the 20,000-pCi/L isoconcentration
line for one realization, Real168, never arrived at the water table. The plume for reall168

exhibited the greatest degree of lateral spreading observed for any of the realizations.
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Figure 7.2: Histogram of plume arrival times at the water table for Monte-Carlo simulation
runs. The histogram is drawn for 99 realizations because the 20,000-pCi/L isoconcentration
line for one realization never reached the water table.

The arrival-time histogram appears to roughly approximate a lognormal distribution,
with a mean of 8.7 yr, standard deviation of 4.5 yr, and a median of 7.4 yr. A histogram of
the natural logarithm of plume arrival time at the water table is shown in Figure 7.3. The
histogram has a mean of 2.1, a median of 2.0, and a standard deviation of 0.57.

The distribution of plume arrival times at the water table appears to fit a lognormal
distribution even closer when the times are adjusted to remove the effect of radioactive

decay. We make the adjustment by modifying the arrival concentration according to
C = Coexp—At (7.6)

so that the concentration used to define plume arrival is reduced with time. Consequently,
the arrival times are decreased. Figure 7.4 is a histogram of the adjusted arrival times and

Figure 7.5 is a histogram of the natural logarithm of the adjusted arrival times. Realization
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Figure 7.3: Histogram of natural logarithm of plume arrival times at the water table for
Monte-Carlo simulation runs.

real168, the run that showed no water table plume arrival, has an adjusted arrival time of
26 yr.

If we approximate the distribution of the natural logarithm of plume arrival times by
a normal distribution of mean 2.1 and standard deviation 0.57, a 90% confidence level
corresponds to a time range of 3.2-20.9 yr, and a 70% confidence level corresponds to a
range of 4.5-14.7 yr. The probability of an arrival time less than 19.6 yr, the kriging arrival
time, is 0.94. Apparently, many higher-permeability flow paths that are available with
conditional simulation, which attempts to preserve the spatial variability of the system, are
lost due to the artificial smoothing effect of kriging. Smoothing is a common artifact of

kriging and other moving-average type interpolators.
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Figure 7.4: Histogram of plume arrival times at the water table, adjusted to remove the
effect of radioactive decay.
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Figure 7.5: Histogram of natural logarithm of plume arrival times at the water table,
adjusted to remove the effect of radioactive decay.
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Table 7.1: CS mean and coefficient of variation of peak groundwater H concentrations 100
ft downstream of leak, compared with peak kriging concentrations.

Time Mean conc Coef of Krig conc
(yr)  (pCi/L) Var (pCi/L)

10.0  5.73x10% 2.73  1.00x10!
20.0 5.08x10° 1.44  3.78x103
30.0 6.07x10° 0.89  3.77x10%
40.0 4.10x10° 0.56  9.61x10*
50.0 2.34x10° 0.38  1.24x105
60.0 1.26x10° 0.33  1.09x10°
70.0 6.60x10% 0.33  7.80x10%
80.0  3.41x10* 0.36  4.97x10%
90.0 1.73x10% 0.39  2.93x10*
100.0 8.73x103 0.44  1.64x10%

Groundwater Concentration

In general, the conditional simulation results show groundwater quality is impaired earlier
and more severely, compared with the kriging results. Figure 7.6 and Table 7.1 compare
the mean groundwater tritium concentration history from conditional simulation with the
history from kriging, for a water table location 100 ft (30.5 m) downstream of the leak.
For the CS case, groundwater concentration increases much more rapidly, reaching the
groundwater standard of 2.0 x 10° pCi/L in about 14 yr, and climbing to a maximum of 6.0 x
10® pCi/L at 30 yr before starting to decline. The high coefficient of variation, particularly
during the first 30 or 40 years, indicates the high variability of the concentrations from
realization to realization. The peak groundwater concentration 100 ft downstream, for all
runs, occurred with realization Real121, and was 3.0x 10 pCi/L after 15 yr. For the kriging
case, the concentration does not start increasing until about 20 yr, reaches a maximum of
1.1 x 10° pCi/L at 50 yr, then declines thereafter. For the CS case, the (mean) maximum
groundwater 3H concentration 100 ft downstream of the leak is therefore 5.5 times greater

than the concentration for the kriging case and occurs 20 yr earlier.
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Figure 7.6: Groundwater >H concentration history at the water table 100 ft downstream of
leak; comparison of the CS and kriging cases.

Figure 7.7 shows the history of the peak groundwater 2H concentration in the entire
system: again the CS mean concentrations are compared with concentrations from the
kriging case. The results are similar to those from the groundwater concentrations 100 ft
downstream: the CS results show higher groundwater concentrations at earlier times.

Figure 7.8 is a histogram of the maximum groundwater >H concentrations for realizations
generated by conditional simulation. The concentrations have mean 2.16 X 10 pCi/L,
standard deviation 2.03 x 108 pCi/L, and vary from 1.31 x 10* pCi/L for real168 to 8.99 x
10% pCi/L for reall16. A histogram of the natural logarithm of maximum groundwater
concentration is plotted in Figure 7.9. The maximum concentration and time of occurrence
of the maximum for all realizations are tabulated in Appendix Table D.1. The maximum
concentrations are roughly lognormal with mean 14.1, median 14.2, and standard deviation

1.1. A histogram of the time of occurrence of peak groundwater concentration is plotted
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Figure 7.7: Comparison of peak groundwater 3H concentration histories from the CS case
and the kriging case.

in Figure 7.10. The distribution of times is approximately normal with mean 31.0 yr and

standard deviation 9.8 yr.

Tritium Movement across Water Table

Transport calculations using soil properties from conditional simulation showed substan-
tially greater fluxes of 3H across the water table than calculations using soil properties from
kriging. Figure 7.11 shows the time histories of the cumulative 3H fluxes for the two cases.
For the CS case, the mean ®H flux across the water table, equal to the slope of the curve, is
greatest between about 10 and 40 yr, after which it starts to fall off, and is close to zero at
100 yr after a cumulative activity of about 102 mCi. For the kriging case, the flux remains
at zero for about 20 yr, rises slowly until about 60 yr, then levels off to near zero for a

cumulative activity of about 25 mCi at 100 yr. The mean 100-yr cumulative flux for the

101



30 | I T T

Mean 2.16 x 10°
Median 1.42 x 108
Standard dev 2.03 x 106 |

)
(3]
|

N
[=]

Frequency
o

Y
(=]

4 x 10° 6 x 10° 8 x 10® 10 x 10%

Concentration (pCi/L)

0 2 x10°

Figure 7.8: Histogram of maximum groundwater *H concentration for 100 realizations de-
rived by conditional simulation.
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Figure 7.9: Histogram of natural logarithm of maximum groundwater *H concentration for
100 realizations derived by conditional simulation.
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Figure 7.10: Histogram of time of occurrence of maximum groundwater *H concentration
for 100 realizations derived by conditional simulation.

CS case is 4.0 times greater than the 100-yr flux for the kriging case.

Figure 7.12 shows the total activity of H in the groundwater, for the two cases. In
the first 20 years, the mean activity for the CS case is slightly less than the cumulative
flux received from the vadose zone across the water table, because the supply rate from
the vadose zone dominates losses due to radioactive decay over the relatively short time
period. At later times, as the supply from the vadose zone declines and radioactive decay
becomes more dominant, the activity reaches a maximum of 28 mCi at 30 yr and then
reduces, thereafter, falling to about 1 mCi at 100 yr. For the kriging case, the curve rises
more gradually, reaching a maximum of 6 mCi at 60 yr before falling to about 1 mCi at
100 yr. Therefore, the (mean) maximum ®H activity in the groundwater for the CS case is

4.7 times greater than the activity for the kriging case, and occurs 30 yr earlier.
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Figure 7.11: Comparison of cumulative 3H activity histories across the water table for the
CS case and the kriging case.
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Figure 7.12: Comparison total groundwater 3H activity histories for the mean CS case and
the kriging case.
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Movement of Plume’s Center-of-mass in the Vadose Zone

Figure 7.13 plots histories of the depth of the *H plume’s center-of-mass (CM), for both
the mean CS case and the kriging case. Both cases show slow downward bulk movement of
the plume with velocity decreasing with time. The CS plume’s CM moves faster over the
initial 30 yr but later slows down relative to the kriging plume’s CM. For the CS case, the
center-of-mass is at 25 ft after 20 yr, which represents a vertical movement of 16 ft from the
release point at 9 ft depth and an average velocity of 0.8 ft/yr. For the kriging case over
the same period, the center-of-mass to a depth of 19 ft, giving a vertical movement of 10 ft
for an average velocity of 0.5 ft/yr, 38% slower than the mean CS velocity. From 20 to 40
yr, the depths go to 32 and 27 ft and the average velocities are reduced to 0.35 ft/yr and
0.40 ft/yr, for the CS and kriging cases, respectively. Therefore, although both velocities
decrease with time, the kriging velocity decreases at a lower rate and eventually becomes
greater than the CS velocity. At 90 yr, the two CM depths are equal. However, by that
time, the peak 3H concentration in the vadose zone is reduced close to the groundwater
standard by radioactive decay and dispersion.

Figure 7.14 shows the peak vadose zone 3H concentration histories for the mean CS and
kriging cases. The depths at peak concentration are plotted in Figure 7.15. Because of
slower downward movement of the CM and lower dispersion, the peak concentration for the
kriging case remains higher throughout the simulation period. The kriging concentration is
higher by 16% at 10 yr, 31% at 20 yr, and up to a maximum of 53% at 100 yr.

For the first 95 years of the 100-year simulation period, the peak vadose zone 3H con-
centrations remain above the groundwater standard, 2.0 x 10°> pCi/L. At 40 yr, the peak
vadose zone concentration for the CS case is 1.1 x 107 pCi/L, only about an order of mag-
nitude lower than the the source concentration and still two orders of magnitude above
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Figure 7.13: Comparison of history plots of the *H plume’s center-of-mass depth in the
vadose zone, for the mean CS case and the kriging case.
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Figure 7.14: Comparison of the peak vadose zone 3H concentration histories for the CS case
and the kriging case.
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Figure 7.15: Histories of the depth at peak vadose zone 3H concentration for the CS case
and the kriging case.

the groundwater standard. At 60 yr, the peak concentration is 2.4 X 10¢ pCi/L, still over
an order of magnitude above the groundwater standard (2.0 x 105 pCi/L). The first order

decay equation is written

C = Cpexp (—At) (7.7)

where C is the concentration at time t, Cg is the initial concentration, and X is the decay
constant for 3H (equal to .056 yr~'). Based on radioactive decay alone, for the initial
concentration of 4.46 x 108 pCi/L, the peak concentration at 40 yr is 4.7 X 107, and at 60
yr, 1.5 x 107 pCi/L. Therefore, at 40 and 60 yr, the peak concentrations from the CS case

are about 23% and 16% of the values expected if dispersive and diffusive processes were

ignored.
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Figure 7.16: Histories of the spreading parameter in the x-direction, o, for the mean CS
and the kriging cases. o, is the square root of the second moment of ®H concentration
distribution in the vadose zone.

Dispersion in the Vadose Zone

In Figure 7.16, the time history of the square root of the second moment of 3H concentration
distribution in the vadose zone, o, is compared for the mean CS case and the kriging case.
Throughout the 100-year simulation period, o, is substantially greater for the CS case than
for the kriging case, implying greater lateral spreading for permeability fields generated by
conditional simulation. The mean o, value for the CS case is 50% greater at 10 yr, 180%
greater at 20 yr, and up to 342% greater at 30 yr. The percent difference reduces thereafter,
but still remains significant, dropping to 269% at 40 yr and finally to 34% after 100 yr.
The square root of the second moment of *H concentration distribution in the vadose
zone, ¢, also shows greater spreading of the plume in the vertical direction, for the CS case
over the kriging case. The o, histories for the two cases are plotted in Figure 7.17. The

o, values are significantly lower than the o, values, probably because of anisotropy in the
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Figure 7.17: Histories of the spreading parameter in the z-direction, o, for the mean CS
and the kriging cases. o, is the square root of the second moment of 3H concentration
distribution in the vadose zone.

spatial variability of the soil permeability: the horizontal range of the permeability sample
variogram is about three times the vertical range. o, is also smaller because of the limited

depth of 48 ft between the ground surface and the water table.

Tritium Activity in the Vadose Zone

Figure 7.18 compares the histories of total vadose zone *H activity for the mean CS and
kriging cases. The total quantity of *H entering the vadose zone was 1000 mCi, released
during the first 5 yr. Because the ®H activity in the gas phase is negligible compared with
the activity in the liquid phase, the liquid phase activity is taken as the total in the vadose
zone. Only a small fraction of the total 3H in the system enters the groundwater, even
for the CS case. Therefore, the percent difference in vadose zone 3H activity between the

two cases remains relatively small throughout the simulation period. The difference in *H
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Figure 7.18: Comparison of total 3H activity histories in the vadose zone for the CS and
kriging cases.

activity is nearly zero before 10 yr when very little *H has entered the groundwater and
losses from the vadose zone are due mainly to radioactive decay. After 10 yr, the kriging
case shows a higher activity due to slower downward movement of the plume resulting in
lower losses to the groundwater. The kriging activity is 5% higher at 20 yr, 15% higher
at 30 yr, and goes up to 46% higher at 50 yr. The total vadose zone 3H activity in the
later years is substantially reduced from the 1000 mCi released. The activity from kriging
is down to 67 mCi at 50 yr and only 3 mCi at 100 yr.

Because the fraction of total 3H release that enters the groundwater in earlier years is
small, total 3H activity in the vadose zone can be estimated fairly accurately by considering
only first order radioactive decay. The estimate remains good at later times when applied to
the kriging case because of slower downward movement of the plume. Equation 7.1 with a

release rate, Rfl TO of 0.2 Ci/yr, gives an activity of 872 mCi remaining in the vadose zone
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Table 7.2: Comparison of vadose zone 2H activity at various times for the mean CS case,
the kriging case, and estimates based on 3H losses due only to radioactive decay.

Mean CS  Kriging Decay
Time  Activity Activity Activity
(yr) (mCi) (mCi) (mCi)

10 654 656 659
20 361 378 376
30 188 217 214
40 94 123 122
50 46 67 70
60 23 36 40
70 11 19 23
80 6 10 13
90 3 5 7
100 1 3 4

after the source is turned off at 5 yr. The activity for later times can be computed using
Equation 7.7 with the dependent variable as activity instead of concentration. Table 7.2
compares vadose zone 3H activity at various times for the mean CS case, the kriging case,

and estimates based on losses due only to radioactive decay.

Ambient Liquid Saturation

To choose an appropriate infiltration rate for simulation runs, we conducted initialization
runs on the same realization at various infiltration rates, computed the mean steady-state
water content for the nodes in each run, then selected the infiltration rate for which the
computed mean water content matches the mean water content measured by neutron probe
in the field. Results of Neutron probe measurements in Boreholes 17, 18, and 19 are
presented by Mallon (1995). We used water content data from Borehole 19 only, because
the other two boreholes are drilled through the blacktop and not through exposed soil, and
our 2D numerical calculations assume exposed soil.

Figure 7.19 is a plot of steady-state water content versus infiltration rate for the realiza-
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Figure 7.19: Steady-state water content versus infiltration rate for a realization of soil
permeability field generated by conditional simulation.

tion. The water content increases with infiltration at a decreasing rate until it flattens out
at a maximum of 0.274. The mean water content measured in Borehole 19 is 0.267, which
matches an infiltration rate of 2.1 in/yr.

Figure 7.20 is a histogram of the mean liquid saturation after initialization for simulation
runs using soil properties from the 100 realizations. The liquid saturation varies from 0.61
to 0.84 with a mean of 0.75. The coefficient of variation is 0.005 indicating low variability.
Assuming the average porosity of 0.35 obtained from the data, the mean liquid saturation of
0.75 is equivalent to a water content of 0.26. This water content approximately corresponds

to an infiltration rate of 2.1 in/yr, the infiltration rate used in the numerical simulations

for the Monte-Carlo analysis.
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Figure 7.20: Histogram of mean liquid saturation after initialization for simulation runs
using soil properties from 100 realizations.

7.4 Effect of Infiltration and Vapor Diffusion on *H Transport

Fourteen 2D simulation runs were conducted to investigate the effects of infiltration and
vapor diffusion on groundwater quality. To observe the effect of infiltration, tritium plumes
were compared for seven different infiltration rates. The effect of vapor diffusion was ob-
served by comparing *H plumes generated with and without vapor diffusion at different
infiltration rates. Vapor diffusion was modeled using the Millington (1959) formulation.
The simulation runs were done using soil properties of a stochastic realization identified as

Realization A.

7.4.1 Effect of Infiltration

We found that the impact of the 3H release on groundwater quality increases strongly with

infiltration rate. We conducted seven simulation runs with different infiltration rates to
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examine the effect of infiltration on the behavior of ®H in the subsurface. We specified
infiltration rates of 0.0, 0.2, 0.5, 1.0, 2.0, 3.0, and 5.0 in/yr. The model is similar to the one
used in the Monte Carlo analysis. The 3H release rate is 0.2 Ci/yr applied over the first 5
yr as tritiated water at a concentration of 4.46 x 108 pCi/L. The simulation period is 100
yr.

Figure 7.21 shows the history of peak groundwater 3H concentration for different infil-
tration rates. Higher infiltration rates cause higher peak 3H concentrations, and the higher
concentrations occur at earlier times. For an infiltration rate of 5.0 in/yr the maximum
groundwater 2H concentration is 1.86 x 107 pCi/L, 4.2% of the source concentration. This
maximum occurs at about 15 yr. For an infiltration rate of 2.0 in/yr the maximum ground-
water concentration is 1.81 x 10°, 0.41% of the source concentration, and the maximum
occurs at about 20 yr. A 60% reduction in the infiltration rate from 5.0 in/yr to 2.0 in/yr
causes an order of magnitude decrease in the maximum groundwater concentration. For an
infiltration rate of 0.5 in/yr the maximum groundwater concentration is 6.58 x 103 pCi/L,
about 5 orders of magnitude less than the source concentration. For lower infiltration rates,
there is essentially no impact on groundwater quality.

Figures 7.22 further demonstrates the strong impact of higher infiltration rates on
groundwater quality. Figure 7.22 shows the history of total 3H activity in the groundwater.
For higher infiltration rates, the maximum groundwater activity is higher and occurs earlier.
For an infiltration rate of 5.0 in/yr the maximum groundwater 3H activity is 200 mCi, and
for an infiltration rate of 1.0 in/yr the maximum activity is reduced to just 3 mCi. For
infiltration rates of 0.5 in/yr and lower, total groundwater 3H activity never exceeds 0.2
mCi.

Figure 7.23 shows the effect of infiltration rate on movement of the plume’s center of
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Figure 7.22: Histories of total groundwater ®H activity for various infiltration rates.
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Figure 7.23: Histories of the plume’s center-of-mass depth for various infiltration rates.

mass in the vadose zone, and Figure 7.24 shows the effect of infiltration rate on lateral
spreading of the plume in the vadose zone. For higher infiltration rates, the center of mass
approaches the water table faster, and greater lateral spreading occurs in the vadose zone.

The results show a strong relationship between infiltration rate and ambient liquid
saturation profile. Figure 7.25 shows the steady-state liquid saturation profile through
the leak node for four infiltration rates. Liquid saturation at every depth between the
ground surface and the water table increases with infiltration rate. The saturations vary
substantially, ranging from a low of 15% in the coarse-grained sands and gravels, to a high of
nearly full saturation in the clays. Figure 7.26, which compares the liquid saturation profile
for 2.0 in/yr with the permeability profile, indicates that the saturation is dominated by
soil type and not by elevation. Higher liquid saturation correlates with lower permeability
and lower liquid saturation correlates with higher permeability.

The liquid saturation profiles of Figure 7.25 seem to be in general agreement with results
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Figure 7.24: Histories of the 3H plume’s spreading parameter, o, for various infiltration
rates.

of neutron probe field measurements in the Building 292 Area (Mallon, 1995). Figure 7.27
shows neutron-count profiles for Boreholes 17, 18, and 19, measured in November 1991.
The figure also gives lithologic descriptions for Boreholes 17 and 19. The count, which is
directly proportional to volumetric water content, is higher for clays and lower for sands

and gravels. The count also displays no general trend with depth.

7.4.2 Effect of Vapor Diffusion

We found that vapor diffusion has virtually no impact on groundwater quality and only a
very limited impact on soil water concentrations in the vadose zone. To study the effect of
vapor diffusion on groundwater quality, we turned off vapor diffusion and repeated the 7
simulation runs conducted to investigate the effect of infiltration. With the results of these

14 runs we are able to observe the effect of vapor diffusion on H transport at different
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Figure 7.28: Effect of vapor diffusion on peak groundwater 3H concentration history for
various infiltration rates.

infiltration rates.

Figure 7.28 compares peak groundwater 3H concentration histories with and without
vapor diffusion, at various infiltration rates. For infiltration rates of 2.0 in/yr and higher, no
detectable differences in groundwater concentrations are observed with and without vapor
diffusion. For lower infiltration rates (when the impact of the release on the groundwater is
insignificant), very small differences are just barely detectable. Figure 7.29 compares total
groundwater H activity histories with and without vapor diffusion, at various infiltration
rates. Again, the results with vapor diffusion on and off appear identical for infiltration
rates of 2.0 in/yr and above, and only minor differences are observed for lower infiltration
rates.

The effect of vapor diffusion on ®H concentrations in the vadose zone is also very small.

In Figures 7.30, 7.31, and 7.32, soil water H concentrations along horizontal lines, with
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Figure 7.29: Effect of vapor diffusion on groundwater 3H activity history for various infil-
tration rates.

and without vapor diffusion, are compared for different infiltration rates and times. The
infiltration rates are 0.0, 1.0, and 5.0 in/yr. For each of these infiltration rates, profiles are
shown at 20, 40, 60, and 80 yr. Only minor differences in *H concentrations are observed
between the two cases, with and without vapor diffusion. The differences are larger at
lower infiltration rates, due to higher diffusion at higher gas phase saturation, and at later
times, due to the additional time available for vapor diffusion to occur. The effect of vapor
diffusion on plume dispersion in the vadose zone, for different infiltration rates, is shown in
figure 7.33. The figure compares histories of the horizontal dispersion parameter, o, for
different infiltration rates. The results indicate that the vapor diffusion process does not
significantly increase spreading of the 3H plume in the vadose zone.

An analysis of the equations that describe vapor diffusion in porous media confirms the

very low impact of the process on *H transport. From the mathematical model presented
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Figure 7.30: Effect of vapor diffusion on soil water 3H concentration for an
infiltration rate of 0.0 in/yr. Concentrations are shown along a horizontal line
through the depth of plume’s center-of-mass at 20 yr.
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Figure 7.31: Effect of vapor diffusion on soil water *H concentration for an
infiltration rate of 1.0 in/yr. Concentrations are shown along a horizontal line
through the depth of plume’s center-of-mass at 20 yr.
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Figure 7.32: Effect of vapor diffusion on soil water 3H concentration for an
infiltration rate of 5.0 in/yr. Concentrations are shown along a horizontal line
through the depth of plume’s center-of-mass at 20 yr.
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in Chapter 6, the diffusive flux of component v in phase «, expressed per unit area of bulk

soil, is given by

IV = —padSata Dy VW]

where the variables are:

po  mass density of the o phase

o soil porosity

S+  a phase saturation

T tortuosity of 4 component in o phase

D*  free phase molecular diffusion coefficient for v in the a phase

w?Y  mass fraction of 7 in the a phase.

(7.8)

We use the Millington (1959) formulation to estimate tortuosity for diffusion in a porous

medium:

o = 52912,
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Table 7.3: Estimate of time required for various relative mass fractions of HTO to reach
a distance of 10 ft from the source by vapor diffusion. Estimates made by assuming one-
dimensional diffusion, ¢ = 0.35, and S; = 0.75.

W] fwly | Time (yr)
2.0e-5 120
1.0e-4 140
1.0e-3 200
1.0e-2 330
1.0e-1 800

The differential equation that describes binary diffusion in one-dimension is Fick’s second

law:

0w

ot

02wy
= —1,D¥ &

R (7.10)

Equation 7.10 can be solved using the analytical solution of Crank (1956):

x
WY = w] jerfc (———) 7.11
o a,0 2\/1)_et ( )
where ‘-"Z,o is the initial mass fraction of the ¥ component in the a phase, erfc is the

complementary error function, and D, is an effective diffusion coefficient given by
D, =1,D%. (7.12)

Typical values of the variables ¢, S4, 73, and Dj? for vapor diffusion (a = g) of HTO under

site conditions are:

¢ 0.35
S,  0.25
77 .028 (Calculated from Equation 7.9)

* -9 .2
Dy’ 2.4x 1077 m*/s.

With the above values, D, is 6.7 x 10~1! m?/s, equal to 2.1 x 1073 m?/yr.
Table 7.3, computed using Equation 7.11 for one-dimensional diffusion, illustrates the

slowness of vapor diffusion in ®H transport under the current site conditions.
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The table shows times required for different relative mass fractions, wy /“’;,0, to reach
a distance of 10 ft from the source, with vapor diffusion being the only active transport
process. Because the tortuosity factor varies as the 7/3 power of gas saturation, the rate of
vapor diffusion in the vadose zone is very sensitive to changes in fluid saturation. If the gas
phase saturation increases from 25% to 75%, for example, 7, increases from .028 to 0.36,
and the time for a point 10 ft from the source to reach a relative HTO mass fraction of

2.2 x 10~% is reduced from 120 yr to 9 yr. This estimate assumes a constant concentration

source, zero initial concentration, and a semi-infinite domain.
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8 Three-Dimensional Analysis

8.1 Introduction

In this chapter we present the results of three-dimensional simulation runs that incorporate
details of site features that could not be included in the two-dimensional runs presented
earlier in Chapter 7. The goal is to use available data to perform fully three-dimensional
transport simulation runs on a number of different realizations of soil property fields ob-
tained by stochastic simulation, and on a field derived by kriging, in order to analyze the
results to gain information on the impact of the 3H release on future groundwater quality
at the site. We generate 10 realizations by conditional simulation and prepare input files
for the NUFT code using the techniques and procedures described in Chapters 4 and 7.
Results of numerical calculations using soil properties derived by conditional simulation are
compared with results using properties from kriging.

We also examine the effect that variability in the van Genuchten parameters has on
numerical transport calculations. We examine this effect by conducting 10 simulation runs
using the same permeability field derived by kriging, but with different van Genuchten

parameters.

8.2 Summary of Results

Following is a summary of the major results presented in this chapter:

o The 3H release poses no serious long term threat to groundwater quality at the site.
For rl3d110, the realization that showed the highest groundwater 3H concentrations,
the maximum concentration 100 ft downstream of the leak was below the ground-
water standard, with dispersion included in the model. For rl3d108, the realization

that produced a concentration field closest to the measured concentrations, the peak
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concentration 100 ft downstream of the leak was 7.59 x 10 pCi/L, only 30% of the

groundwater standard.

Groundwater 3H concentrations in the immediate Building 292 Area are expected
to exceed the 20,000 pCi/L standard from about Year 6 through Year 41, a period
of 35 yr, based on calculations using the best-fit realization, rl3d108; however, the
plume length should not exceed about 30 ft and the width 6 ft, with the maximum

concentration remaining almost directly below the leak.

A major factor that contributes to the limited impact on groundwater quality is the
low flux of 3H entering the groundwater from the vadose zone; the 100-yr cumulative
flux is low for all realizations with the blacktop in place, averaging 5.2 mCi with a

maximum of 13.9 mCi.

The impact of the release on groundwater quality is substantially reduced by the

blacktop that partially covers the leak site.

Numerical simulation runs that used soil permeability fields derived by kriging yield
significantly lower groundwater 3H concentrations than runs that used fields derived
by conditional simulation; kriging under the present conditions yields nonconservative

and potentially misleading results.

Because of low flow velocities in the finer grained soils, high soil water H concentra-
tions, over 1.0 x 107, are expected to persist in the vadose zone for the next 50 yr or

SO.

Ten simulation runs conducted using different van Genuchten parameters, with the

same permeability field derived by kriging, showed significant variability in groundwa-
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ter °H concentrations from run to run; however the maximum concentrations remained

very low and never exceeded the 20,000 pCi/L groundwater standard.

8.3 Method of Analysis

For the the 3D analysis, we adopt an approach similar to the one described in Chapter 7 for
the 2D analysis. A number of the codes developed for application in the 2D analysis were
modified and reused here. Code executions are controlled by a Unix shell script that reads
the permeability sample data file, generates a realization of the permeability field, prepares a
NUFT input file, and executes the NUFT code. From the NUFT output files, the script also
extracts some key parameters that describe the transport behavior of *°H in the subsurface.
The parameters extracted include water table plume arrival time, peak 3H concentrations
in the groundwater and the vadose zone, center-of-mass location of the plume, total *H
activity remaining in the vadose zone and groundwater, and plume geometry parameters.

Tasks performed by the shell script are listed as follows:

e Read an input data file containing sample permeabilities and three-dimensional loca-
tion coordinates, and a parameter file that defines the permeability sample variogram,

and perform ordinary kriging to estimate a full 3D permeability field.

e Apply the turning bands technique (Tompson et al., 1989) to perform nonconditional

simulation of the permeability field, again using the sample data and the variogram.

e Apply the conditioning technique (e.g., Deutsch and Journel, 1992) described back
in Chapter 4 to generate a realization of the field, honoring data values at their

measurement locations.

e Overlay the NUFT 3D grid by the 3D kriging and conditional simulation grid and

assign to each NUFT node the permeability of the nearest kriging node; assignment
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of permeabilities is implemented in the code nfgs3d.

o Assign other unsaturated hydraulic soil properties (i.e. van Genuchten parameters
and ¢) based on soil property correlations with permeability and other data statistics,

as described in Chapter 4.

e Generate a NUFT input file that identifies the soil type of each node and describes

hydraulic properties for the various soil types.
e Run NUFT for the new realization of soil properties.

o Extract plume statistics parameters from NUFT output files.

The first step, kriging on the permeability sample data, had to be performed only once
because the same kriged field is used with each new field from the turning bands simulation
to generate a new field by conditional simulation. More details of the steps listed above
were presented back in Chapter 4.

8.4 Description of the 3D Model

In an effort to reduce the computational burden, the area selected for kriging and conditional
simulation was limited to 100x 100 ft square in plan. The area is bounded on the west and
east by LLNL coordinates E8602 and E8701, and on the south and north by N12730 and
N12829. The lower boundary is at elevation 538 ft and the upper boundary at elevation
587 ft. Tank R1U1 is located close to the center of the square. The suspected leak location,
on the north face of the tank, has LLNL coordinates E8652, N12780, and is at elevation
577 ft. Although the NUFT grid extends well beyond the square, no significant vadose zone
transport occurs outside of the perimeter. Therefore, for vadose zone nodes outside of the
perimeter, we use a uniform permeability approximately equal to the median value from

the sample data histogram.
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The GSLIB 3D ordinary kriging program, ktb3dm (Deutsch and Journel, 1992), was used
to perform ordinary kriging with 132 permeability data points and the sample variogram
presented in Chapter 4. A uniform one-foot grid spacing was used in all three principal
directions, giving 100 blocks in the x-direction (East-West), 100 blocks in the y-direction
(North-South) and 50 blocks in the z-direction, for a total of 500,000 blocks.

For the nonconditional simulation, we incorporate anisotropy in spatial variability by
coordinate transformation, because the turning bands model of Tompson et al. (1989) han-
dles only isotropic fields. Recall that the variograms presented back in Chapter 4 showed
anisotropy, with the horizontal range about three times as large as the vertical range. To
effect the transformation for equal grid dimensions in the x, y, and z directions, we use
a vertical to horizontal grid size ratio equal to the ratio of the horizontai to vertical vari-
ogram range before conducting the simulation. On completion of the simulation, the grid

is retransformed back to equal dimensions in the three principal directions.

8.4.1 Realizations of Permeability Field

Figure 8.1 shows images of an east-west section through the 3D permeability field generated
by ordinary kriging and each of the 10 realizations of the 3D permeability field generated
by conditional simulation. The displayed section runs along N12780, and contains the
suspected leak point at E8652 and elevation 577 ft. Borehole 1 was located about 1 ft north
of this section at E8655.4.

The stochastic images reveal substantial differences between the various realizations.
However, a common feature of all the stochastic images is high spatial variability throughout
each section. In contrast, the section through the field generated by kriging shows high

variability close to Borehole 1, but significant smoothing away from the borehole. The
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smoothing effect is more pronounced at greater distances away from the borehole. This
artificial smoothing which increases in areas of sparser sampling is one of the disadvantages

of kriging when applied to subsurface transport problems.

8.4.2 Conceptual and Mathematical Models

Flow and transport of tritium in the 3D domain are simulated using the conceptual and
mathematical models outlined in Chapter 6. Two fluid phases and three chemical com-
ponents are modeled. The fluid phases are liquid (or aqueous) and gas, and the chemical
components are air (treated as a pseudocomponent with averaged properties), water (H20),
and tritiated water (HTO). The liquid phase is comprised mainly of water, with dilute con-
centrations of HTO and air. The gas phase is comprised of air, water vapor, and HTO
vapor. Components may partition between the two phases. Both phases are mobile. Ra-
dioactive decay of tritium occurs with a half-life of 12.4 yr. Both liquid and vapor diffusion
are modeled. Diffusion is modeled using the Millington (1959) formulation for tortuosity.
Mechanical dispersion is incorporated by explicitly modeling the heterogeneous permeability

field derived from the data.

8.4.3 Grid Design

The grid design features varying mesh sizes to allow higher resolution closer to the leak
source, and decreasing resolution at greater distances away from the source. A section of
the grid showing the leak node is drawn in Figure 8.2. The grid consists of 33 nodes in the
x-direction, and 25 nodes each in the y- and z-directions, giving a total of 20,625 nodes. Of
these nodes, 2750 were made inactive, leaving a total of 17,875 active nodes. The minimum

grid size occurs at the leak node, with dimensions 1.6 ft (0.5 m) in the x- and y-directions,
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and 1.3 ft (0.4 m) in the z-direction. The leak node has coordinates (632.2, 373.0, 9.0). The
three layers of groundwater nodes at the base of the model extend to a distance of 630 ft

downstream of the leak.

8.4.4 Initial and Boundary Conditions

The upper boundary is the atmosphere at fixed relative humidity. The ground surface in
the release area is partially covered by asphalt, as shown earlier in Figure 3.5. The tank
is completely covered by asphalt. The asphalt cover ends about 6 ft south of the southern
edge of the tank, after which exposed soil occurs. No component fluxes are allowed through
the asphalt. An infiltration rate of 2.1 in/yr is applied at the exposed soil surface. The infil-
tration rate was selected based on a comparison of soil water content measured by neutron
probe in the field (Mallon, 1995) and average steady-state water content from initialization
runs with different steady infiltration rates. The lower boundary is the impermeable base of
the 5-foot thick unconfined aquifer. The lowest three layers of nodes represent the aquifer
which has a uniform permeability of 5.5 darcy and a hydraulic gradient fixed to give a
groundwater velocity of 33 ft/yr (9.9 m/yr), flowing to the west. The aquifer permeability
and groundwater velocity were obtained from pumping tests and water table elevation mea-
surements conducted in the Building 292 Area. Impermeable lateral boundaries are placed
at sufficiently great distances from the source to avoid any significant influence on flow and
transport in the plume area.

Initial conditions for each realization were attained by running the model to steady state
with the HTO component excluded. Exclusion of the HTO component for initialization
reduces the computational burden without affecting the initial conditions. The transport

simulation run is conducted by restarting after initialization, with the tritium source added,
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and values of the state variables from initialization used for the initial conditions.

8.4.5 Source Term

We used the field concentrations derived from kriging to estimate a total tritium activity of
about 5 Ci in the subsurface of the LLNL Building 292 Area. Estimation of the 3H activity
was described back in Chapter 5. This activity is estimated to be that in the soil at around

1990. Assuming a uniform release, the release rate is obtained from

R CHTO
AHTO — l+[1 — exp (—At)] (8.1)

where A#TO js the total activity in the soil (Ci) at time t (s), R; is the release rate of
contaminated liquid water (m3/s), CHTO is the tritium concentration of the release water
(Ci/m?®), and X is the decay constant for tritium (.0561 yr~'). Assuming a 5-yr leak
occurring from 1986 through 1990, Equation 8.1 gives a 3H release rate, RIC,H TO of 1.15
Ci/yr for a total of 5.73 Ci over 5 yr.

In order to make the simulations conservative, we use a 40% higher *H release rate of
1.6 Ci/yr, for a total activity of 8.0 Ci over 5 yr. We also use a C,HTO value of 4.46 x 108
pCi/L, the 3H concentration measured in the tank water in 1989. With R;CHTO: equal
to 1.6 Ci/yr, the release rate of contaminated water, Ry, is 3.6 m3/yr or 2.6 gal/day. The
source term is specified as fixed fluxes of the components HTO and H20 over the first 5 yr

of simulation. One Ci of 3H activity is equivalent to 6.9 x 10~7 kg of HTO.

8.5 Runs using Soil Properties from Conditional Simulation

We generated 10 different three-dimensional soil permeability fields by conditional simula-
tion, then used available data to estimate other hydraulic properties of the soil by correlation

and random sampling. We conducted numerical transport calculations using each of the 10
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soil property fields, incorporating site conditions as closely as possible. These conditions
include an infiltration rate of 2.1 in/yr through the exposed soil surface south of the tank,
and partial cover of the area by a blacktop which we assume to be impermeable. The
10 runs are numbered rl3d101 through rl13d110. To examine the effect of the blacktop on
3H transport, we repeated Runs rl3d101 and rl3d110 with the blacktop removed. These
two additional runs are identified as r13d201, a repeat of r13d101, and rl3d210, a repeat of

rl3d110.

8.5.1 Results

We present the results using tables and graphs that show the plume parameters for different
runs. A table that gives an overview of the results is first presented, followed by graphs that

reveal more details of the 3H transport and its variability from realization to realization.

Overview of Results

Results of the 12 runs using soil permeability fields generated by conditional simulation
are summarized in Table 8.1. The table presents the following parameters that describe

transport of the 3H in the subsurface:

Peak groundwater *°H concentration for the 100-year simulation period.

Time of peak groundwater *H concentration.

Time of arrival of the 2000-PCi/L isoconcentration surface at the water table.

o Time of arrival of the 20000-PCi/L isoconcentration surface at the water table.
o Cumulative 100-year flux of 3H across the water table.

Depth of the plume’s center-of-mass at 20 yr.
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Table 8.1: Summary of tritium transport results for three-dimensional simulation runs using
realizations of soil permeability fields derived by conditional simulation. Run rl3d201 is a
repeat of rl3d101 with the blacktop removed, and Run rl3d210 is a repeat of r13d110 with
the blacktop removed.

Time of  2000-PCi/L  20000-PCi/L. Cum 100-yr  Center of
Run ID | Peak GW Peak Arrival Arrival 3H Flux Mass Depth

Conc GW Conc Time at WT Time at WT  across WT at 20 yr
(pCi/L) (yr) (yr) (yr) (mCi) (ft)
rl3d101 | 9.23 x 10% 19.5 6.3 8.5 5.2 17.0
r13d102 | 4.12 x 10* 21.6 7.8 12.1 1.4 11.7
r13d103 | 8.29 x 103 35.0 15.0 NA* 1.2 14.1
r13d104 | 1.20 x 10° 21.2 6.8 9.5 4.6 13.9
r13d105 | 1.31 x 10% 25.0 11.2 NA 0.9 13.6
r13d106 | 1.12 x 10° 24.8 6.6 9.5 7.1 14.9
r13d107 | 3.52 x 105 18.0 6.0 7.3 11.7 14.9
rl3d108 | 1.71 x 10° 12.4 5.6 6.9 3.5 14.6
rl3d109 | 2.27 x 104 25.0 8.3 19.3 2.0 15.6
r13d110 | 3.56 x 10° 13.5 4.5 5.8 13.9 17.6
Mean 1.29 x 10° 21.5 7.8 - 5.2 14.8
Std dev | 1.30 x 10° 6.5 3.1 - 4.5 1.7
rl3d201 | 2.85 x 10° 15.0 3.9 5.0 22.2 19.7
rl3d210 | 2.37 x 10° 8.4 1.7 2.6 79.5 20.3

* NA: 20,000 pCi/L isoconcentration surface never reached water table.

Depth of the plume’s center-of-mass at 20 yr is included as a general measure of bulk vertical
movement of the plume for different realizations.

Results of simulation runs on the 10 realizations, with blacktop cover in place, show
only a mild impact of the *H release on groundwater quality. For the 10 runs, the peak
groundwater 3H concentration over the 100-year simulation period averaged only 1.29 x 10°
pCi/L, .03% of the release concentration of 4.46 x 10® pCi/L. The peak concentration
occurred at an average time of 21.5 yr. The average peak concentration is 6.5 times the
EPA groundwater standard of 2.0 x 10* pCi/L. The highest peak concentration, 3.56 x 105,
was observed in r13d110. A significant aspect of the results is the relatively low quantity of
3H entering the groundwater. The cumulative 3H activity that entered the groundwater over

the 100-year simulation period ranged from 0.9 mCi for r13d105 to 13.9 mCi for rl3d110, and
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averaged only 5.2 mCi, about .07% of the 8-Ci release activity. Movement of the plume’s
center of mass did not vary much from realization to realization. Depth of the center
of mass at 20 yr averaged 14.8 ft with a standard deviation of 1.7 ft. The 2,000-pCi/L
isoconcentration surface took an average of 7.8 yr to reach the water table; the arrival time
varied from a low of 4.5 yr for r13d110 to a high of 15.0 yr for r13d103. The 20,000-pC/L
isoconcentration surface did not arrive at the water table for two runs, r13d103 and r13d105:
the fastest arrival time was 5.8 yr for r13d110.

Table 8.1 shows that removing the blacktop will significantly increase the impact of the
release on groundwater quality. Comparison of results of r13d201 with rl3d101, and r13d210

with r13d110, show that removal of the blacktop results in the following significant changes:
e increases in peak groundwater H concentration;

decreases in time of occurrence of peak groundwater concentration;

increases in 3H activity entering the groundwater;

decreases in water table plume arrival times.

For r13d101, the peak groundwater H concentration more than tripled, from 9.23 x 104
to 2.85 x 10°, and for r13d110, the concentration increased by a factor of nearly 7, from
3.56 x 10° to 2.37 x 10%. For rl3d101, the 3H activity that entered the groundwater over
the simulation period increased by a factor of over 4, from 5.2 mCi to 22.2 mCi, and for
rl3d110, the activity increased by a factor of nearly 6, from 13.9 mCi to 79.5 mCi.

To confirm the limited impact of the ®H release on groundwater quality, the run using the
realization showing the highest groundwater 3H concentrations with the blacktop in place,
rl3d110, was repeated with mechanical dispersion in the aquifer. Recall that mechanical

dispersion was not included in any of the previous runs. We used a longitudinal dispersivity
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of 1.0 m and a transverse dispersivity of 0.1 m based on scale-dependent dispersivity data
presented by Gelhar et al. (1985, 1992). With this worst-case situation, the peak groundwater
3 H concentration 100 ft downstream of the leak was 1.59% 10% pCi/L, 80% of the groundwater
standard. The peak concentration occurred at about 20 yr. We will later show that the peak
3H concentration 100 ft downstream of the leak is just 38% of the groundwater standard,

for the realization with a concentration distribution that best matches the field data.

Runs with Blacktop

The column plots of Figure 8.3 and Figure 8.4 show the variability in peak groundwater
3H concentration and cumulative H flux entering the groundwater at 20 yr. With the
mean concentration of 1.30 x 10° pCi/L equal to the standard deviation, the coefficient of
variation equals 1.0, indicating substantial variability in peak groundwater concentration
from realization to realization. The lowest peak groundwater concentration was 8.29 x 103
pCi/L for 113d103, and the highest 3.56 x 10° pCi/L for r13d110. The cumulative 100-yr *H
flux across the water table also varies substantially, having a coefficient of variation of 0.87,
and a significantly low mean of 5.2 mCi. The maximum groundwater *H activity for all
blacktop runs was 5.2 mCi at 25 yr, for r13d110. The highest groundwater concentration is
over an order of magnitude greater than the groundwater standard. Results from the two
runs, rl3d103 and rl3d110, will be examined in more detail later since these runs represent
the limiting cases in terms of the impact on groundwater quality.

Figure 8.5 is a column plot showing arrival times of the leading edge of the 3H plume
at the watertable. The leading edge of the plume is defined here as the 2,000-pCi/L iso-
concentration surface. For the 10 runs, rl3d101 through rl3d110, the arrival time averages

7.8 yr with a standard deviation of 3.1 yr. Run rl13d110 had the shortest arrival time, 4.5
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Figure 8.3: Column plot showing peak groundwater 3H concentrations at 20 yr for the ten
realizations with partial blacktop cover.
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Figure 8.5: Column plot showing ®H plume arrival times at water table for the ten realiza-
tions with partial blacktop cover.

yr; and Run rl3d103 had the longest arrival time, 15.0 yr. Groundwater concentrations for
r13d103 and r13d105 never reached the 20,000-pCi/L groundwater standard.

Figure 8.6 is a column plot of the time of occurrence of peak groundwater 3H concentra-
tion. The times average 21.5 yr with a standard deviation of 6.5 yr. The peak concentration

occurred earliest for r13d108, at 12.4 yr, and latest for r13d103, at 35.0 yr. The highest con-

centration of the 10 runs occurred for rl13d110 at 13.5 yr.

We present a number of history plots to show the temporal behavior of various param-

eters that describe the *H transport. On each graph we plot histories of the
o average parameter value for Runs r13d101 through rl3d110
o parameter value for Run r13d103
o parameter value for Run r13d110.
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Figure 8.6: Column plot showing time of occurrence of the peak groundwater concentfétion
for ten realizations with partial blacktop cover.

The runs r13d103 and r13d110 were selected because they represent the limiting realizations
in terms of impact of the 3H release on groundwater quality; r13d103 gave the lowest impact
and r13d110 the highest impact on groundwater quality.

Figure 8.7 shows histories of the total >H activity in the vadose zone. The graph shows
negligible differences between the three curves. This lack of variability is due to extremely
small percentage losses of H from the vadose zone into the groundwater, for all realizations.
The percentage losses into the groundwater are consistently small even though actual fluxes
into the groundwater vary considerably. Because of such small percentage losses to the
groundwater, 2H losses from the vadose zone are dominated by radioactive decay and the
history plots in Figure 8.7 follow the decay curve for 3H very closely.

Figure 8.8 shows histories of the maximum tritium concentration in the vadose zone,

again for the average of the ten blacktop runs, Run r13d103, and Run rl3d110. These results
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Figure 8.7: History of total 3H activity in the vadose zone with partial blacktop cover. The
three plots are 1) the average for Realizations r13d101 through rl13d110, 2) rl3d103, and 3)

rl3d110.

also show very little variability between realizations, and the three curves closely follow the
decay curve for 3H. This behavior may be explained by the presence of some immobile or
nearly immobile low-permeability zones where concentration decreases are dominated by
radioactive decay and not by transport.

Figure 8.9 shows significant differences between time histories of peak groundwater SH
concentration for the average of the ten blacktop runs, Run rl13d103, and Run rl3d110. All
three curves rise to reach a distinct maximum before decreasing. Higher peak concentra-
tions are reached earlier than lower peak concentrations. For the average curve, the peak
concentration is above the groundwater standard from about year 7 through year 55.

Histories of the cumulative flux of *H into the groundwater for the three cases are plotted
in Figure 8.10. The cumulative flux entering the groundwater after 100 yr averages 5.2 mCi,
and is 1.2 mCi for r13d103 and 13.9 mCi for r13d110. The lowest cumulative flux for the ten
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Figure 8.8: History of peak soil water *H concentration in the vadose zone with partial

blacktop cover. The three plots are 1) the average for Realizations r13d101 through r13d110,
2) r13d103, and 3) rl3d110.
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Figure 8.9: I‘iis;tbry of peak groundwater 3H concentration in the vadose zone with partial
blacktop cover. The three plots are 1) the average for Realizations r13d101 through r13d110,
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Figure 8.10: History of cumulative flux of 3H into the groundwater with partial blacktop
cover. The three plots are 1) the average for Realizations rl3d101 through rl3d110, 2)
rl3d103, and 3) r13d110.

runs is not the flux for r13d103 but 0.9 mCi for r13d105. These activities are significantly
small compared with the 8-Ci source of 3H. The maximum 100-year cumulative flux is only
0.17% of the source and the average 100-year flux even lower at 0.07%. Histories of the
total 3H activity in the groundwater, plotted in Figure 8.11, show even smaller activities
because of losses from radioactive decay. The maximum groundwater *H activity for all
runs is 5.2 mCi in R13d110. With such low 3H activities entering the groundwater, even for
Run 113d110 which represents the worst case here, there appears to be no serious long term
threat to groundwater quality at the release site.

Figure 8.12 shows downward movement of the plume’s center of mass for the three
cases. All three curves show more rapid movement of the center of mass up to about year
10, followed by decreasing velocities in later years. The average velocity of the center of

mass over the first 20 yr, considering an initial depth of 9.0 ft, is 0.26 ft/yr for r13d103, 0.43
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Figure 8.11: History of total 3H activity in the groundwater with pa,rtiai blacktop cover.
The three plots are 1) the average for Realizations r13d101 through r13d110, 2) r13d103, and
3) r13d110.

ft/yr for r13d110, and 0.38 ft/yr for the average case. Between 20 and 60 yr, the average
velocity reduces to 0.03 ft/yr for for all three cases. The center of mass for the three cases
seems to move with approximately the same average velocities once the initial increase in
saturation due to the source is removed from the system.

In Figure 8.13 and Figure 8.14, the time history of the square root of the second moment
of 3H concentration distribution in the vadose zone is plotted for the x- and y-directions,
respectively. This parameter is a measure of plume spreading or dispersion, as described
in Chapter 7. Both o, and s, increase more rapidly during the first 10 yr, then continue
to increase at a decreasing rate thereafter. The degree of spreading in the two directions
appears to be similar. There appears to be no correlation between spreading and impact on
groundwater quality. Run rl3d103, with the least impact on groundwater 3H concentrations,

showed plume spreading in the y-direction greater than rl3d110, the run with greatest
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Figure 8.12: History of depth of plume’s center-of-mass in the vadose zone with partial
blacktop cover. The three plots are 1) the average for Realizations r13d101 through rl3d110,

2) 113d103, and 3) r13d110.

impact on groundwater >H concentration. In the x-direction, rl3d103 showed less spreading

than rl3d110, except during the first 10 years.

Effect of Removing Blacktop

Simulation runs using two of the ten realizations were repeated with the blacktop removed
to allow infiltration through the entire soil surface. These additional runs were done to
study the effect of the soil cover on 3H transport at the site. Recall that the runs rl3d101
through r13d110 included partial surface cover by the blacktop, with exposed soil occurring
from the southern edge of the modeled domain to about 6 ft south of the tank. The two
runs without the blacktop surface cover are identified as r13d201, which uses identical soil
properties as 113d101, and r13d210 which uses identical soil properties as rl3d110.

The effect of blacktop removal on peak groundwater *H concentration for rl3d101 is
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Figure 8.14: History of the spreading parameter o, with partial blacktop cover. The three
plots are 1) the average for Realizations r13d101 through rl3d110, 2) r13d103, and 3) r13d110.

152



6
10 T T T I

—— Without blacktop

Concentration (pCi/L)

l | | |
10 20 40 60 80 100

Time (yr)

Figure 8.15: Effect of blacktop on peak groundwater concentration history for Realization
rl3d101.

shown Figure 8.15. The figure shows histories of peak groundwater concentration for
r13d101, with and without the blacktop cover. Removing the blacktop causes the maxi-
mum groundwater *H concentration for the 100-year simulation time to more than triple,
rising from 9.23 x 10* to 2.85 x 10°. The time taken to reach the maximum concentration is
reduced from 19.5 yr to 15.0 yr. For most of the simulation period, the peak concentration
without the blacktop remains as least twice as large as the concentration with the blacktop
in place.

The effect of blacktop removal on peak groundwater 3H concentration for rl3d110 is
similar to the effect observed for r13d101. History plots of peak groundwater >H concentra-
tion for r13d110, with and without the blacktop cover, are shown in Figure 8.16. Without
the blacktop, the maximum groundwater 3H concentration is increased by about a factor

of seven, from 3.56 x 10° to 2.37 x 108, and the time to reach the maximum concentration
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Figure 8.16: Effect of blacktop on peak groundwater concentration history for Realization
rl3d110.

reduced from 13.5 yr to 8.4 yr. Again, the concentration without the blacktop remains as
least twice as large as that for the blacktop case for most of the simulation period.

For the two realizations, r13d101 and r13d110, we also compare the effect of blacktop re-
moval on the cumulative tritium flux across the water table (Figure 8.17 and Figure 8.18),
and movement of the plume’s center-of-mass in the vadose zone (Figure 8.19 and Fig-
ure 8.20). For r13d101, the 100-yr cumulative 3H flux across the water table increases by
more than a factor of 4, from 5.2 mCi to 22.2 mCi, and for rl13d110, the flux increases
by nearly a factor of 6, from 13.9 mCi to 79.5 mCi. Blacktop removal causes the plume’s
center-of-mass in the vadose zone to move downward faster. For rl3d101, removal of the
blacktop causes the center of mass depth at 20 yr to increase from 17.0 ft to 19.7 ft, and
the depth at 80 yr to increase from 19.0 ft to 22.0 ft. For most of the simulation period, the

difference in depth of the center of mass, with and without the blacktop, increased slowly.
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Figure 8.17: Effect of blacktop on cumulative flux of 3H into the groundwater, for Realiza-
tion rl3d101.

For rl3d110, removal of the blacktop causes the center of mass depth at 20 yr to increase
from 17.6 ft to 19.7 ft, and the depth at 80 yr to increase from 19.1 ft to 22.2 ft. Again, the
difference in depth of the center of mass, with and without the blacktop, increased slowly
for most of the simulation period.

8.6 Simulations using Soil Properties from Kriging

Twelve simulation runs were conducted using a permeability field generated by kriging.
The permeability field was the same for each run, but the van Genuchten parameters and
porosity were varied from run to run, using the selection methods described in Chapter 4.

van Genuchten’s o was selected from the o-K; correlation (obtained from the data)
loga = .237 + .985log VK s + Qerr (8.2)

The oy, term, which is the residual due to scatter on a log-log plot, is treated as a normally

distributed random variable with mean zero and standard deviation s.,.. The value of s.,,
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Figure 8.18: Effect of blacktop on cumulative flux of 2H into the groundwater, for Realiza-
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Figure 8.19: Effect of blacktop on movement of the plume’s center-of-mass in the vadose
zone, for Realization r13d101.
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Figure 8.20: Effect of blacktop on movement of the plume’s center-of-mass in the vadose
zone, for Realization rl3d110.

was calculated as 0.455 from the data. The van Genuchten parameter, n, was randomly
selected from a normal distribution of mean 1.50 and standard deviation 0.63, values cal-
culated from the data. Porosity was also randomly selected, from a normal distribution of
mean 0.35 and standard deviation of 0.05, also obtained from the data.

For the first ten runs, entitled rl3d301 through rl3d310, no infiltration was allowed
through the blacktop; infiltration was allowed only through the exposed soil that occurred
south of the tank. The remaining two runs, r13d401 and rl3d410, were reruns of r13d301

and rl13d310, respectively, with the blacktop removed to allow infiltration through the entire

ground surface.
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Table 8.2: Summary of tritium transport results for three-dimensional simulation runs
using a soil permeability field derived by ordinary kriging, with van Genuchten parameters
and porosity selected using soil property correlations and random sampling. The same
permeability field is used for each run, while the van Genuchten parameters and porosity
vary from run to run. Run rl3d401 is a repeat of rl3d301 with the blacktop removed, and
Run rl3d410 is a repeat of rl3d310 with the blacktop removed.

Run ID | Peak GW Time of Peak Plume Arrival Cum 100-yr 3H  Center of Mass

Conc GW Conc Time at WT  Flux across WT  Depth at 20 yr
(pCi/L) (yr) {yr) (mCi) (ft)
r13d301 | 1.67 x 10% 25.0 9.9 1.20 13.5
r13d302 | 5.00 x 108 22.7 12.7 0.34 12.6
r13d303 | 3.31 x 103 30.0 18.3 0.33 12.8
r13d304 | 5.56 x 103 25.0 12.9 0.47 13.0
rl3d305 | 3.64 x 103 28.4 18.2 0.30 12.9
rl3d306 | 9.97 x 103 30.0 12.8 0.77 13.2
r13d307 | 1.08 x 104 30.0 12.7 0.84 12.5
rl3d308 | 1.71 x 103 30.3 NA* 0.26 12.7
r13d309 | 1.82 x 103 31.6 NA 0.34 12.6
r13d310 | 5.71 x 103 26.7 12.4 0.53 12.8
Mean 6.42 x 103 28.0 - 0.54 12.9
Std dev | 4.73 x 103 2.9 - 0.31 0.3
rl3d401 | 1.82 x 108 15.0 4.1 10.93 14.8
r13d410 | 7.58 x 104 15.0 5.0 6.78 14.8

* NA: 2,000 pCi/L isoconcentration surface never reached water table.
8.6.1 Kriging Simulation Results

Results of the kriging simulations are summarized in Table 8.2. The table presents peak
groundwater concentration over the 100-yr simulation period, the time this peak occurs,
arrival time of the 2,000-pCi/L isoconcentration surface at the water table, the cumulative
3H flux across the water table at 100 yr, and depth of the plume’s center-of-mass at 20
yr. Peak groundwater concentrations for the blacktop-covered runs are also plotted in
Figure 8.21.

The standard deviations and mean values in Table 8.2 show some variability in the
transport results. The peak groundwater >H concentration, shown in Figure 8.21, varies

moderately from run to run. However, these concentrations average only 6.42 x 10° pCi/L,
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Figure 8.21: Peak groundwater H concentrations for ten kriging runs with partial blacktop
cover. The permeability field was the same for each run, but the van Genuchten parameter
and porosity fields varied from run to run.

about 5 orders of magnitude lower than the source concentration of 4.5 x 10® pCi/L. The
groundwater concentrations here are therefore low enough to be considered in the “noise”;
on the fringe of the accuracy of the calculations.

Since the permeability field is the same for all simulation runs, the variability observed
here is all due to changes in water retention, relative hydraulic conductivity, and porosity.
The results are not very sensitive to small changes in porosity. Therefore, the variability
is probably due to changes in water retention and relative hydraulic conductivity resulting
from random selection of the van Genuchten parameters. Similar results were presented
by Schleuter and Pruess (1990) who showed that multiphase flow is sensitive to changes in
relative permeability.

None of the blacktop-covered runs show any significant impact on groundwater quality.

The peak groundwater concentration did not reach the groundwater standard in any of the
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runs. The highest groundwater concentration reached was 16,700 pCi/L for Run rl3d301.
The 2,000-pCi/L isoconcentration surface arrived at the water table for eight of the ten
runs. The cumulative activity of >H entering the groundwater was particularly low. For
the ten runs, the average activity that entered the water table over the 100-year simulation
period was 0.54 mCi, which represents 0.007% of the 8-curie source.

The impact on groundwater quality is increased substantially when Runs rl3d301 and
r13d310 are repeated (as rl3d401 and rl3d410) with the blacktop removed. Removal of
the blacktop permits infiltration on the entire surface and therefore accelerates vertical
transport of the *°H through the vadose zone and into the groundwater.

Figure 8.22 compares the history of peak groundwater *H concentration for rl3d301
with and without the blacktop. Removal of the blacktop results in a much higher peak
concentration, and the peak is reached earlier. Removing the blacktop for r13d301 causes
the peak concentration to increase over an order of magnitude, from 1.67 x 104 to 1.82x 10°.
Time of the peak is reduced from 25 yr to 15 yr. The effect of removing the blacktop on the
cumulative flux of 3H into the groundwater is shown in Figure 8.23. The 100-year cumulative
3H activity crossing the water table is increased by nearly an order of magnitude, from 1.20
mCi to 10.9 mCi.

Figure 8.24 compares the history of peak groundwater 3H concentration for r13d310 with
and without the blacktop. As seen for rl3d301, removal of the blacktop results in a much
higher peak concentration, and faster arrival of the peak. The peak concentration increased
over an order of magnitude, from 5.71 x 10 to 7.58 x 10%. Time of peak concentration is
reduced from 27 yr to 15 yr. The effect of removing the blacktop on the cumulative flux
of 3H into the groundwater is shown in Figure 8.25. The 100-year cumulative 3H activity

crossing the water table is increased over an order of magnitude, from 0.53 mCi to 6.8 mCi.
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Figure 8.22: Effect of blacktop on history of peak groundwater *H concentration, using
permeability field r13d301 from kriging.
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Figure 8.23: Effect of blacktop on history of cumulative 3H activity entering the groundwa-
ter, using permeability field rl3d301 from kriging.
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Figure 8.24: Effect of blacktop on history of peak groundwater 3H concentration, using
permeability field r13d310 from kriging.

8.7 Comparison of Transport Results Using Soil Properties from Condi-
tional Simulation and Kriging

Table 8.3 compares some of the 3H transport parameters for the ten simulations that used
soil properties obtained by conditional simulation with corresponding parameters for the ten
simulations that used soil properties obtained by kriging. The table includes only the case
where the blacktop is in place. Results using soil properties from conditional simulation
show a significantly higher impact of the 3H release on groundwater quality at the site.
The peak groundwater *H concentration for the conditional simulation case is 20 times the
value for the kriging case. The peak concentration for the kriging case, 6420 pCi/L, is only
32% of the groundwater standard, 20,000 pCi/L. The peak groundwater concentration for

the conditional simulation case is reached 23% faster, 21.5 yr versus 28.0 yr for the kriging
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Figure 8.25: Effect of blacktop on history of cumulative 3H activity entering the groundwa-
ter, using permeability field r13d310 from kriging.

case. For both cases, only a very small fraction of the 8-Ci source activity reaches the
groundwater during the 100-year simulation period. For the conditional simulation case,
about 0.07% of the source entered the groundwater, compared with 0.007% for the kriging

case.

Table 8.3: Comparison of some parameters that describe the 3H transport for simulations
using soil properties from conditional simulation and kriging. The blacktop cover was in
place for these simulations.

Conditional Simulation Kriging
Parameter Mean Std dev Mean Std dev
Peak GW con (pCi/L) 1.29 x 10° 1.30 x 10° | 6.42 x 10> 4.73 x 103
Time of peak con (yr) 21.5 6.5 28.0 2.9
Cum 100-yr GW flux (mCi) 5.2 4.5 0.54 0.31
CM depth at 20 yr (ft) 14.8 1.7 12.9 0.31
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Table 8.4: Comparison of root mean squared difference (RMSD) between concentration
fields from numerical calculations using conditional simulation and from field sampling.

RMSD (pCi/L)

Run ID 5yr 10 yr 15 yr 20 yr

r13d101 | 5.86 x 107 4.08 x 10° 2.92x 107 2.21 x 107
rl3d102 | 4.17 x 107 2.75x 107 1.89x 107 1.38 x 107
rl3d103 | 3.37 x 107 2.29x 107 1.57 x 107 1.10 x 107
rl3d104 | 2.92 x 107 2.02x 107 1.40 x 107 1.01 x 107
r13d105 | 2.66 x 107 1.84 x 107 1.27x 107 9.13 x 10°
r13d106 | 2.14 x 107 1.37x 107 9.11 x 10° 6.62 x 108
rl3d107 | 2.38 x 107 1.61 x 107 1.11x 107 7.99 x 10¢
rl3d108 | 1.66 x 10 1.00 x 107 6.42 x 10° 4.66 x 10°
r13d109 | 1.87 x 107 1.22 x 107 8.45 x 10 6.30 x 10°
rl3d110 | 1.77 x 107 1.14x 107 7.70 x 10° 5.59 x 106
Mean | 2.88x107 1.93x 107 1.33x10° 9.73 x 10°

8.8 Comparison of Numerical Calculations with Measured Concentra-

tions

In this section we compare vadose zone soil water 3H concentrations calculated using perme-
ability fields obtained by conditional simulation and kriging with concentrations measured
in the field, and then use the results to select the best-fit realization based on the minimum
root mean squared difference (RMSD). The measured *H concentration field is the one
estimated in Chapter 5 by applying ordinary kriging to 3H concentrations from borehole
samples collected between 1989 and 1992.

RMSD values for the conditional simulation runs are are shown in Table 8.4, and values
for the kriging run in Table 8.5. The tables show lower mean RMSD values for the condi-
tional simulation case than for the kriging case, indicating that soil properties generated by
conditional simulation generally matched the field conditions closer than properties gener-
ated by kriging. The run with the lowest RMSD is the conditional simulation run rl3d108.
The results from this run will therefore be used, along with average results from all con-
ditional simulation runs, to forecast the impact of the 3H release on soil and groundwater
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Table 8.5: Comparison of root mean squared difference (RMSD) between concentration

fields from numerical calculations using kriging and from field sampling.

RMSD (pCi/L)

Run ID 5yr 10 yr 15 yr 20 yr

r13d301 | 6.06 x 10 4.27 x 107 3.00 x 107 2.17 x 107
r13d302 | 4.27 x 107 3.00 x 107 2.08 x 107 1.48 x 107
r13d303 | 3.46 x 107 2.43x 107 1.69 x 107 1.21 x 107
r13d304 | 3.04 x 107 2.16 x 107 1.51 x 107 1.08 x 107
rl3d305 | 2.68 x 107 1.91x 107 1.33x 107 9.52 x 108
r13d306 | 2.46 x 107 1.75x 107 1.23 x 107 8.91 x 108
r13d307 | 2.29 x 107 1.62x 107 1.13x 107 8.17 x 108
rl3d308 | 2.10 x 10”7 1.48 x 107 1.03x 107 7.41 x 108
rl3d309 | 1.99 x 107 1.40x 107 9.70 x 10 6.92 x 108
r13d310 | 1.91 x 107 1.36 x 107 9.49 x 10° 6.84 x 108
Mean 3.03x 107 2.14 x 10" 1.49x 107 1.07 x 107

quality at the site.

8.9 Simulation Results with Best-fit Realization

We examine the simulation results obtained with the best-fit realization, r13d108, to make
predictions of future vadose zone and groundwater 3H concentrations at the site. As with
the worst-case realization, r13d110, the blacktop run using r13d108 was repeated to include
mechanical dispersion in the aquifer. Results shown here are for the run that includes
dispersion. The results are presented using concentration profiles and images at selected

locations in the vadose zone and groundwater.

8.9.1 Vadose Zone

Figure 8.26 shows images of the vadose zone soil water 3H concentration along an east-west
section through the leak point, obtained using stochastic realization rl3d108. Images are
presented at 5, 10, 15, and 25 yr. The concentrations shown range from the groundwater

standard, 2.0 x 10* pCi/L, at the outer edge of the plume, to the maximum concentration
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of about 3.2 x 10® pCi/L shown in the 5-year image. Concentrations below the groundwater
standard are not shown. The plume is relatively narrow, with a maximum width of about
57 ft in the east-west direction. The arrival time at the water table, presented earlier
in Table 8.1, is 6.9 yr. The groundwater concentration is reduced to levels below the
groundwater standard at a distance of about 30 ft downstream of the leak. At 25 yr, 3H
concentrations above the groundwater standard in this section occur only in the vadose
zone. Two other important observations are the slow downward movement of the plume’s
center of mass and slow reduction of peak vadose zone concentrations.

Soil water ®H concentration profiles along a vertical line through the leak are shown in
Figure 8.27. Profiles are drawn at 10, 20, 40, 60, 80, and 100 yr. The slow reduction in
vadose zone 3H concentrations is again evident. There is no distinct downward movement
of the crest of the profile. The crest becomes less defined with time as the initially steep
concentration gradients are reduced. Vadose zone *H concentrations remain relatively high
for several decades. At 40 yr, the profile between depths of 3 ft and 20 ft have concentrations
that exceed 1.0 x 107 pCi/L. Even at 80 yr, H concentrations at depths between about 5
ft and 20 ft exceed 1.0 x 108 pCi/L. The slow reduction in vadose zone *H concentrations
for the entire model is shown in Figure 8.28. The figure shows histories of the maximum

vadose zone concentration for r13d108 and the mean for the ten conditional simulation runs

with blacktop in place.

8.9.2 Groundwater

With mechanical dispersion in the aquifer modeled as a Fickian process, the peak ground-
water 3H concentration 100 ft downstream of the leak is 7.59 x 10% pCi/L, 38% of the

groundwater standard. This peak concentration occurs at about 15 yr. Figure 8.29 shows
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Figure 8.26: Images of vadose zone soil water *H concentrations along east-west section through the leak for
simulation run using stochastic realization rl3d108.
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Figure 8.27: Soil water tritium concentration profile along vertical line through leak node
at various times. Results of run using stochastic realization rl3d108.
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Figure 8.28: History of maximum vadose zone soil water 3H concentration for stochastic
realization 113d108 and for the mean CS case.

168



Concentration (pCi/L)
i 2 2
| [
I I

=y

(-]
w
I

)
°N
8
8
3
8

100

Figure 8.29: History of maximum groundwater *H concentration for best-fit stochastic
realization r13d108.

a history of the maximum groundwater *H concentration for the entire model. The peak
concentration in the entire aquifer is 1.17 x 10° pCi/L at 11 yr, and the location is directly
below the leak.

Figure 8.30 shows images of the groundwater 3H plume obtained using r13d108. The
plume is shown in plan view at the water table beneath the leak point. Images are drawn
at 10, 15, and 20 yr. As for the vadose zone, we define the outer edge of the plume as the
20,000 pCi/L concentration contour. The figure shows a groundwater plume that increases
in size from 10 yr to 15 yr and then shrinks between 15 yr and 20 yr. The maximum
concentration shown in the three images is about 1.1 x 10® pCi/L at 10 yr. The maximum
plume length is 26 ft, and maximum width 6 ft, both observed in the 15-yr image. At 20 yr,

only a thin 12-foot long strip of groundwater area remain at concentrations above 20,000

pCi/L.
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Figure 8.30: Images of groundwater “H concentrations at the water table, from best-
fit stochastic realization rl3d108. Outer edge of plume shown is the groundwater

standard for °H, 20,000 pCi/L.
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Figure 8.31: Groundwater 3H concentrations along an east-west line at the water table
directly beneath the leak. Results from best-fit stochastic realization r13d108 at various
times.

Figure 8.31 shows groundwater >H concentrations along an east-west line at the water
table directly beneath the leak. Concentrations are shown at 10 year intervals, from 10 yr
through 60 yr. The highest concentration shown is 3.8 x 10* pCi/L at 10 yr. The highest
concentration along the line is always directly below the leak which has an x-coordinate of
632 ft. The peak concentration drops off and concentration gradients flatten out with time.

Concentrations exceed 20,000 pCi/L at 10 yr and 20 yr for short horizontal distances: the

maximum distance observed is about 30 ft at 10 yr.
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9 Summary and Conclusions

9.1 Summary

The analysis of contaminant transport in the vadose zone continues to present challenging
problems for earth scientists. One of the more serious problems stems from the difficulty in
using limited data to characterize the usually high degree of spatial variability observed at
heterogeneous field sites. Site characterization for transport modeling in the vadose zone is
much more complicated and expensive than in the saturated zone, mainly because a much
larger number of model parameters is needed. Moreover, many vadose zone parameters
are much more difficult and costly to measure. These problems highlight the need to find
more effective methods of dealing with spatial variability in the analysis of vadose zone
contaminant transport.

We have presented and demonstrated a methodology that will substantially increase
the effectiveness of vadose zone contaminant transport analysis while reducing the high
cost usually associated with site characterization in heterogeneous soils. Our approach
combines stochastic simulation and other geostatistical techniques, soil property correlation,
and numerical modeling to maximize the utilization of scarce data.

The study site is the Building 292 Area at Lawrence Livermore National Laboratory,
where the soil close to an underground tank storing tritiated water was contaminated with
3H at levels measured up to 220 million pCi/L of soil water. Our primary objective was
to investigate the applicability of geostatistical techniques, soil property correlation, and
numerical modeling to study the transport behavior of tritium at a heterogeneous vadose
zone site. A second objective was to use the data available from site characterization and
monitoring to study the transport behavior of *H in the subsurface and to predict the

impact of the release on future soil and groundwater quality at the site.
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In Chapter 4, we developed permeability sample variograms and soil property correla-
tions from the data. Stochastic simulation and ordinary kriging techniques, also described
in Chapter 4, were applied to develop realizations of soil permeability fields. In Chapter
5, ordinary kriging was applied to estimate the distribution of 3H concentration in the soil
water and the total activity of 3H in the vadose zone.

In Chapter 7, we described a series of two-dimensional simulation runs to examine how

the impact of the release on groundwater and soil quality is affected by:
e uncertainty in soil properties due to heterogeneity
e the rate of infiltration
¢ vapor diffusion.

A Monte Carlo analysis was done to assess the effect of uncertainty in soil properties. The
analysis included generating 100 realizations of the soil permeability field by conditional
simulation and conducting two-dimensional numerical transport simulations using each of
the realizations. Results of the Monte Carlo analysis were compared with the results of
a numerical simulation run using a permeability field derived by ordinary kriging. We
conducted a series of 2D runs as part of sensitivity analyses to investigate the effects of
infiltration and vapor diffusion on the 3H transport.

In chapter 8, we described a three-dimensional analysis that included details of site fea-
tures that could not be included in two-dimensions. The features included partial surface
cover by a blacktop, which allowed infiltration through only a fraction of the upper surface.
Transport runs were done using ten different realizations of soil property fields generated
by conditional simulation. To observe the effect of the blacktop on *H transport, simulation

runs for two of the realizations were repeated with the blacktop removed, allowing infiltra-
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tion through the entire upper surface of the model. The results (thajned using soil properties
from conditional simulation were compared with results using soil properties obtained by
kriging. We also examined the effect that uncertainty in the van Genuchten parameters
has on numerical transport calculations using a permeability field obtained by kriging. We
examined this effect by conducting ten simulation runs using the same permeability field
derived by kriging, but with different van Genuchten parameters.

We compared the calculated *H concentrations for each 3D realization at different times
with concentrations measured in the field around 1990 to determine which realization best
matches the conditions in the field. The quantitative measure of goodness-of-fit used as the
basis for comparison is the root mean squared difference (RMSD) in concentration. The
realization with the minimum RMSD, between about 5 yr to 20 yr after leaking started,
was selected as the best realization to use for a forecast of future groundwater quality at

the site.

9.2 General Findings

e Traditional geostatistical analysis using ordinary kriging is a viable technique for

estimating the initial mass distribution of contaminants at vadose zone sites.

o Traditional geostatistical analysis can be combined naturally with stochastic sim-
ulation to estimate the hydraulic properties of heterogeneous soils in vadose zone

transport studies.

o The artificial smoothing effect of kriging removes high-permeability flow paths and
causes a reduction in contaminant transport rates for heterogeneous vadose zone sys-
tems. Therefore, kriging is not a recommended technique for estimating hydraulic soil

properties for contaminant transport analysis at heterogeneous vadose zone sites.
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The techniques presented in this study represent a practical approach to the analysis

of contaminated, heterogeneous vadose zone sites with limited data. The method, which

we refer to as the Best Fitting Realization or simply the BFR method, is summarized as

follows:

9.3

. Develop concentration sample variogram from field concentration data.

. Estimate 3-D concentration field by kriging using sample data and variogram.

Develop soil permeability sample variogram from laboratory and field data.

. Develop or use any available soil property correlations to expand the permeability

data set and to estimate additional unsaturated soil properties; permeability versus

particle size distribution parameters is an example of a useful correlation.

Generate a number of realizations of soil permeability fields, with other soil proper-
ties estimated from correlations, and conduct a numerical simulation run using each

realization.

Compare the calculated concentration fields, at various times, with the measured
concentration field, for which the time is usually not well known, and compute the

RMSD for each realization at each time.

. Select the realization with the minimum RMSD, at some appropriate time, and use

the results from this best-fitting realization, along with average results, to forecast
future site conditions.

Findings Specific to Building 292 Area

The 3H release poses no serious long term threat to groundwater quality at the LLNL

Livermore Site or any neighboring sites. For rl3d110, the realization that showed
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the highest groundwater 3H concentrations, the maximum concentration 100 ft down-
stream of the leak was below the groundwater standard. For 113d108, the best-fit
realization, the peak concentration 100 ft downstream of the leak was 7.59 x 103

pCi/L, only 38% of the groundwater standard.

The impact of the release on groundwater quality is substantially reduced by the
blacktop that partially covers the ground surface in the Building 292 Area. Results of
the 3D analysis show that removing the blacktop results in large increases in ground-
water H concentrations and in the cumulative flux of 3H entering the groundwater.
The increases are due to higher downward liquid velocities in the vadose zone resulting

from infiltration through the additional exposed soil surface.

Numerical simulation runs using soil permeability fields derived by kriging yield signif-
icantly lower groundwater *H concentrations than runs using fields derived by condi-
tional simulation. The artificial smoothing effect of kriging removes high-permeability
flow paths that are preserved by conditional simulation. Kriging under the present

conditions yields nonconservative and potentially misleading results.

High soil water *H concentrations, over 1.0 x 107, are expected to persist in the vadose
zone for the next 50 yr or so. Because of low fluid velocities in the finer-grained soils,
peak soil water 3H concentrations in the vadose zone are controlled to a much greater
extent by radioactive decay than by transport. The total activity of °H in the vadose
zone at any time is also controlled largely by radioactive decay because the percentage

lost to the groundwater is very small.

We estimate a total 3H activity of 5 Ci in the vadose zone around 1990-1991. This es-

timate was obtained by applying kriging and other geostatistical techniques to sample
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data collected between 1989 and 1992.
¢ Vapor diffusion is not important to *H transport under current site conditions.

e The soil permeability variogram has a horizontal range of 14.0 ft and a vertical range

of 4.5 ft.

e The Monte-Carlo analysis showed high variability in the calculated impact of the
release on groundwater quality, indicating that the results are sensitive to the soil

properties used.

e The ambient liquid saturation profile showed substantial saturation increases with

infiltration rate.

e The impact of the 3H release on groundwater quality at the site also increases strongly

with infiltration rate.
¢ van Genuchten’s a parameter is correlated to K, according to
a=17VEK, (9.1)
with @ in cm™! and K in cm/s.
e van Genuchten’s n parameter is uncorrelated with respect to K;.

e K, is correlated to particle size distribution parameters; the best correlation is with

the Dyo size, according to

K, =3.31x 1073D%, (9.2)
with K, in cm/s and Dyp in mm.
¢ Initial water content, 8;, is correlated to K, and not to depth; the relationship is

f; =log K7 — 9.2 x 1073 (9.3)
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where K is expressed in cm/s.

e The initial liquid saturation, S;, is relatively high for a large percentage of the soils

on site; S; averages about 0.75 m.

9.4 Recommendations for Future Work
9.4.1 General

Future extensions of this study might include the following:
¢ a Monte Carlo analysis using 3D simulation runs, and
¢ a study of the effect of soil permeability correlation length on 3H transport.

The Monte Carlo analysis with 3D runs will permit probabilistic quantification of the find-
ings. However, the computational burden is expected to be very high because of the large
CPU requirements for 3D simulations and the large number of simulations needed to per-
form an adequate analysis. Since soil permeability data are usually insufficient to construct
reliable variograms, many investigators estimate a correlation length based on limited data,
or simply pick an “appropriate” value from the literature. A study of the effect of correlation

length on transport will shed some light in this area.

9.4.2 Building 292 Area

Although the 2H release poses no serious long term threat to groundwater quality on the
LLNL Livermore Site, we recommend the following action to protect personnel at the site

and to minimize the impact of the release on groundwater quality in the immediate Building

292 Area:

¢ Extend the blacktop cover about 20 ft or so to the south and patch existing cracks.
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¢ Continue groundwater and vadose zone monitoring in the Building 292 Area for several

decades.

¢ Additional calculations need to be performed to predict the effect of changes in water

table elevation; the elevation has been rising steadily over the past few years.
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A Conversion from HTO Mass to *H Activity
By definition

1Ci = 3.7 x 10" disintegrations/s

10
= 3_7>;V—10 moles of HTO per s

7% 101 x M
=3 X]% X ¥ kg of HTO per s

where N is Avagadro’s number and M is the molecular mass of HTO expressed in kg/mole.
The mass of HTO required for this decay rate is

3.7x1010x M
N

kg

where A is the decay constant for *°H, equal to 1.779 x 10™% s=!. Therefore

3.7 x 100 x .020

- -7
6.023 % 1023 x 1.779 x 10—? = 6.908 x 10 kg

1Ci=

1 pCi = 6.908 x 1071% kg

For HTQ as a solute in water at standard temperature, the conversion between specific
activity and mass fraction is

6.908 x 10~1° kg (HTO)

= 6. 1071 kg/k
1 kg (water) 6.908 x 10 e/ke

1 pCi/L =
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B Water Retention Data

Table B.1: Retention data for 16 soil samples from the LLNL Building 292 area. The data,
tabulated here as negative pressure head 1 versus volumetric water content #, were obtained
from the initial drainage curve.

Sample P 0 Sample P 0
ID (-cm) (em3/cem?) ID (-cm) (em3/em3)
U292-001-5.75 0 363 U292-001-10.25 0 473
26 313 30 406
77 .087 98 333
520 072 520 .256
1020 .064 1020 232
6476 .031 6935 .169
19662 .027 14332 .158
U292-001-27.75 0 339 U292-001-35.0 0 377
17 321 51 353
87 234 163 .352
602 155 510 334
1020 143 1581 315
5395 .093 4516 306
15651 .083 14920 237
U292-001-45.5 0 .260 U292-015-4.3 0 357
14 .196 48 350
30 .160 158 .350
100 119 316 .349
408 095 1010 344
5456 .060 3100 .333
23810 .051 7190 318
15073 257
U292-015-5.8 0 .361 U292-015-10.3 0 355
48 355 54 343
158 .349 112 .336
316 .343 306 .320
1010 327 1020 .282
3100 310 5099 .268
7190 284 13818 183
13002 209
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Table B.1 (contd)

Sample ¥ 0 Sample P ]
ID (-cm) (em3/em?) ID (-em)  (em®/em?)
U292-020-36.6 0 385 U292-015-15.3 0 282
105 .362 10 261
510 353 30 234
999 344 100 196
3110 .322 309 167
4630 .264 1020 .145
16072 232 4079 131
15674 110
7128 107
U292-015-20.8 0 .254 U292-015-25.3 0 333
9 224 54 327
24 172 112 324
95 116 306 319
309 .096 1020 .308
1020 .084 5099 281
4079 072 19652 .186
15674 .058
7200 .056
U292-015-31.5 0 379 U292-015-35.3 0 370
48 313 48 350
158 227 158 330
316 201 316 319
1010 178 1010 297
3100 163 3100 272
7190 147 7190 .250
15348 099 12809 202
U292-015-40.8 0 320 U292-015-45.3 0 219
48 203 48 115
158 130 158 .081
316 117 316 .072
1010 101 1010 .063
3100 .094 3100 057
7190 .084 7190 .050
15379 .059 18611 061
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C K, Data for the 57-sample and 132-sample Data Sets

Table C.1: K, with three-dimensional coordinates for the 57-sample data set. Hydraulic
conductivity obtained by direct measurement and by correlation with particle size data.

Easting Northing Elevation K
() (1) ()  (cm/s)
8655.4  12781.0 581.05  0.570E-02
8655.4  12781.0 580.55  0.230E-01
8655.4  12781.0 576.55  0.150E-03
8655.4  12781.0 570.05  0.210E-01
8655.4  12781.0 569.30  0.240E-01
8655.4  12781.0 559.05  0.400E-03
86554  12781.0 551.80 0.460E-06
8655.4  12781.0 541.30  0.160E-01
8661.8  12784.0 582.90  0.120E-07
8661.8  12784.0 581.40  0.250E-06
8661.8  12784.0 576.90  0.120E-06
8661.8 12784.0 571.90  0.170E-02
8661.8 12784.0 566.40  0.450E-02
8661.8  12784.0 561.90  0.160E-07
8661.8  12784.0 555.70  0.150E-04
8661.8  12784.0 551.90  0.250E-04
8661.8  12784.0 546.40  0.760E-03
8661.8 12784.0 541.90  0.200E-02
8650.4  12784.4 580.00 0.170E-06
8650.4  12784.4 575.00 0.722E-06
8650.4 12784.4 569.75  0.564E-06
8650.4 12784.4 564.75  0.689E-06
8650.4  12784.4 560.00  0.970E-07
8650.4 12784.4 555.00  0.105E-05
8650.4 12784.4 548.75  0.292E-05
8650.4 12784.4 546.50  0.205E-06
8642.6  12781.6 580.05  0.113E-06
8642.6 12781.6 575.30  0.511E-07
8642.6 12781.6 570.30 0.476E-04
8642.6  12781.6 568.80  0.190E-03
8642.6  12781.6 563.80  0.480E-03
8642.6  12781.6 565.30  0.842E-05
8642.6  12781.6 559.80  0.187E-06
8642.6  12781.6 555.30  0.401E-05
8642.6  12781.6 550.30  0.656E-05
8642.6 12781.6 547.30  0.425E-06
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Table C.1 (contd)

Easting Northing Elevation K,
() (1) () (cm/s)
8649.2  12766.4 581.10  0.129E-06
8649.2  12766.4 576.10  0.205E-06
8649.2  12766.4 571.10  0.337E-02
8649.2  12766.4 570.80  0.350E-02
8649.2  12766.4 565.30  0.937E-06
8649.2  12766.4 561.30  0.824E-07
8649.2  12766.4 556.10  0.182E-04
8649.2  12766.4 551.10  0.594E-06
8649.0 127624 584.10 0.173E-07
8649.0 12762.4 583.30  0.313E-07
8649.0 12762.4 581.60  0.327E-06
8649.0 12762.4 576.60  0.440E-07
8649.0 12762.4 571.30  0.272E-03
8649.0 12762.4 568.60  0.900E-03
8649.0 12762.4 565.30  0.145E-05
8649.0 12762.4 561.30  0.313E-07
8649.0 12762.4 561.10 0.195E-05
8649.0 12762.4 556.10  0.100E-04
8649.0 12762.4 555.80  0.100E-04
8649.0 12762.4 550.30 0.105E-04
8649.0 12762.4 550.10  0.476E-04
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Table C.2: K, with three-dimensional coordinates for the 132-sample data set. Hydraulic
conductivity obtained by direct measurement and by correlation with particle size and
ambient liquid saturation.

Easting Northing Elevation K,
(ft) (ft) (ft) (cm/s)
8655.4  12781.0 585.05  0.500E-06
8655.4  12781.0 581.05  0.570E-02
8655.4  12781.0 580.55  0.230E-01
8655.4  12781.0 577.80  0.110E-04
8655.4  12781.0 577.55  0.680E-05
8655.4  12781.0 576.55  0.150E-03
8655.4  12781.0 576.03  0.230E-05
8655.4  12781.0 573.05  0.500E-06
8655.4  12781.0 570.05  0.210E-01
8655.4  12781.0 569.30  0.240E-01
8655.4  12781.0 565.30  0.370E-06
8655.4  12781.0 565.05  0.120E-05
8655.4  12781.0 560.55  0.340E-06
8655.4  12781.0 559.05  0.400E-03
8655.4  12781.0 556.55  0.750E-05
8655.4  12781.0 556.30  0.410E-04
8655.4  12781.0 551.80  0.460E-06
8655.4  12781.0 551.55  0.200E-07
8655.4  12781.0 546.80  0.100E-02
8655.4  12781.0 546.55  0.500E-02
8655.4  12781.0 541.30  0.160E-01
8645.6  12784.9 580.10  0.120E-06
8645.6  12784.9 575.10  0.100E-06
8645.6  12784.9 570.90  0.150E-02
8645.6  12784.9 565.40  0.370E-02
8645.6  12784.9 565.10  0.680E-02
8645.6  12784.9 560.10  0.680E-07
8645.6  12784.9 555.60  0.280E-05
8645.6  12784.9 555.40  0.410E-05
8645.6  12784.9 550.10  0.200E-07
8645.6  12784.9 545.40  0.830E-04
8645.6  12784.9 545.10  0.500E-03
8645.6  12784.9 540.10  0.200E-01
8644.7  12762.1 579.90  0.910E-07
8644.7  12762.1 575.20  0.140E-05
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Table C.2 (contd)

Easting Northing Elevation K
(f)  (f) (ft)  (em/s)
8644.7  12762.1 574.90  0.110E-06
8644.7  12762.1 570.90  0.100E-06
8644.7  12762.1 565.20  0.100E-06
8644.7  12762.1 564.90  0.900E-01
8644.7  12762.1 559.90  0.250E-05
8644.7  12762.1 555.40  0.280E-04
8644.7  12762.1 555.20  0.600E-05
8644.7  12762.1 549.90  0.300E-05
8644.7  12762.1 545.20  0.370E-03
8644.7  12762.1 544.90  0.100E-03
8654.2  12762.0 579.90  0.200E-06
8654.2  12762.0 575.20  0.300E-06
8654.2  12762.0 574.90  0.910E-06
8654.2  12762.0 570.70  0.920E-03
8654.2  12762.0 565.70  0.200E-01
8654.2  12762.0 565.40  0.190E-02
8654.2  12762.0 559.90  0.110E-05
8654.2  12762.0 555.40  0.750E-05
8654.2  12762.0 555.20  0.370E-05
8654.2  12762.0 550.00  0.110E-07
8654.2  12762.0 545.70  0.300E-01
8651.1  12802.0 585.50  0.610E-07
8651.1  12802.0 581.00  0.270E-07
8651.1  12802.0 576.50  0.170E-06
8651.1  12802.0 576.30  0.610E-07
8651.1  12802.0 571.30  0.150E-06
8651.1  12802.0 566.30  0.450E-06
8651.1  12802.0 566.00  0.150E-06
8651.1  12802.0 561.00 0.120E-06
8651.1  12802.0 556.50  0.280E-05
8651.1  12802.0 556.30  0.610E-06
8651.1  12802.0 552.00  0.200E-01
8651.1  12802.0 546.80  0.830E-06
8651.1  12802.0 546.50  0.300E-01
8651.1  12802.0 541.50  0.230E-01
8670.3  12769.3 580.50  0.150E-05
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Table C.2 (contd)

Easting Northing Elevation K,
(ft) (ft) (ft) (cm/s)
8670.3 12769.3 575.80  0.410E-07
8670.3 12769.3 575.50  0.150E-06
8670.3  12769.3 571.30  0.180E-04
8670.3  12769.3 565.80  0.620E-01
8670.3 12769.3 565.50  0.750E-01
8670.3 12769.3 560.50  0.100E-05
8670.3  12769.3 556.00  0.250E-04
8670.3  12769.3 555.80  0.550E-05
8670.3  12769.3 550.30  0.750E-06
8670.3  12769.3 546.30  0.240E-01
8670.3  12769.3 546.00  0.260E-01
8670.3  12769.3 540.50  0.100E-02
8661.8  12784.0 582.90  0.120E-07
8661.8  12784.0 581.40  0.250E-06
8661.8  12784.0 576.90  0.120E-06
8661.8 12784.0 571.90 0.170E-02
8661.8  12784.0 566.40  0.450E-02
8661.8  12784.0 561.90  0.160E-07
8661.8  12784.0 555.70  0.150E-04
8661.8  12784.0 551.90  0.250E-04
8661.8  12784.0 546.40  0.760E-03
8661.8  12784.0 541.90  0.200E-02
8650.4  12784.4 580.00 0.170E-06
8650.4  12784.4 575.00  0.722E-06
8650.4 127844 569.75  0.564E-06
8650.4 12784.4 564.75  0.689E-06
8650.4  12784.4 560.00 0.970E-07
8650.4  12784.4 555.00  0.105E-05
8650.4  12784.4 548.75  0.292E-05
8650.4  12784.4 546.50  0.205E-06
8642.6  12781.6 580.05  0.113E-06
8642.6  12781.6 575.30  0.511E-07
8642.6  12781.6 570.30  0.476E-04
8642.6 12781.6 568.80  0.190E-03
8642.6  12781.6 565.30  0.842E-05
8642.6  12781.6 563.80  0.480E-03
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Table C.2 (contd)

Easting Northing Elevation K,
(%) (%) (f)  (cm/s)
8642.6  12781.6 559.80  0.187E-06
8642.6 12781.6 555.30  0.401E-05
8642.6  12781.6 550.30  0.656E-05
8642.6  12781.6 547.30  0.425E-06
8649.2  12766.4 581.10  0.129E-06
8649.2  12766.4 576.10  0.205E-06
8649.2  12766.4 571.10  0.337E-02
8649.2  12766.4 570.80  0.350E-02
8649.2  12766.4 565.30  0.937E-06
8649.2  12766.4 561.30  0.824E-07
8649.2  12766.4 556.10  0.182E-04
8649.2  12766.4 551.10  0.594E-06
8649.0 12762.4 584.10  0.173E-07
8649.0 12762.4 583.30  0.313E-07
8649.0 12762.4 581.60  0.327E-06
8649.0  12762.4 576.60  0.440E-07
8649.0 12762.4 571.30  0.272E-03
8649.0 12762.4 568.60  0.900E-03
8649.0  12762.4 565.30  0.145E-05
8649.0 12762.4 561.30  0.313E-07
8649.0 12762.4 561.10  0.195E-05
8649.0 12762.4 556.10  0.100E-04
8649.0 12762.4 555.80  0.100E-04
8649.0 12762.4 550.30  0.105E-04
8649.0 12762.4 550.10  0.476E-04
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D Maximum and Time of Occurrence of Maximum
Groundwater Concentration for 2D Runs using Soil
Properties Generated by Conditional Simulation.

Table D.1: Maximum groundwater 3H concentration and time of occurrence of the maxi-
mum for simulation runs using 100 realizations of soil property fields generated by condi-
tional simulation.

Run ID Maximum Time of
Concentration Maximum
(pCi/L) (yr)
real101 0.147E406 51.5
reall02 0.476 E4+07 21.5
real103 0.118E+07 33.5
real104 0.143E+07 35.0
real105 0.636E+07 18.6
real106 0.529E+-06 40.0
reall07 0.108E+07 31.6
reall108 0.444E+06 33.0
reall09 0.240E4+07 26.5
reall10 0.330E+07 16.8
reallll 0.522E+06 40.0
realll? 0.509E+406 41.4
reall113 0.386E+06 42.3
realll4 0.326E+06 42.3
realllb 0.493E+07 22.6
reall16 0.899E+07 14.4
reall17 0.638E+07 17.4
realll8 0.182E4+07 30.9
reall19 0.166E+07 30.0
reall20 0.143E+07 33.9
real121 0.673E+07 16.7
real122 0.265E+07 25.8
real123 0.295E+07 22.9
reall24 0.874E+06 23.9
reall25 0.782E+05 57.0
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Table D.1 (contd)

Run ID Maximum Time of
Concentration Maximum
(»Ci/L) (1)
reall26 0.794E+06 39.6
reall27 0.127E407 36.1
real128 0.909E+06 27.8
reall29 0.273E+07 25.8
reall30 0.389E407 25.0
reall31 0.353E407 22.4
reall32 0.218E407 25.9
real133 0.110E4-06 53.8
reall34 0.616 E4+07 20.7
reall35 0.908E+06 24.4
real136 0.514E4-06 37.1
reall37 0.425E+07 14.3
real138 0.448E+07 17.6
real139 0.238E+07 27.8
reall40 0.393E4-06 43.7
reall41 0.885E+06 36.8
reall42 0.414E+06 35.0
reall43 0.580E+06 36.0
reall44 0.217E407 29.1
reall45 0.260E+07 25.0
reall46 0.144E+07 30.0
reall47 0.511E+06 40.0
reall48 0.197E4+07 31.8
real149 0.243E+07 25.0
reall150 0.638E+07 20.0
reallb1 0.230E4+07 25.8
reall52 0.134E407 36.0
reall53 0.142E4+07 21.3
reall54 0.283E4+07 25.0
reallb5 0.611E+06 42.4
real156 0.464E+406 38.4
reall57 0.107E+07 35.9
reall58 0.411E+407 22.3
real159 0.646E4-06 42.8
reall160 0.227E+407 20.0
reall61 0.653E+06 35.0
reall162 0.636E+06 37.6
reall63 0.721E+06 41.3
reall64 0.514E4-06 41.2
reall65 0.213E+07 30.9
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Table D.1 (contd)

Run ID Maximum Time of
Concentration Maximum
(pCi/L) (1)
real166 0.467E406 31.0
reall67 0.135E4+07 25.0
real168 0.131E405 57.0
real169 0.907E+406 36.1
reall70 0.849E+06 37.3
reall71 0.706E406 32.5
reall72 0.519E4-07 18.1
reall73 0.879E+06 26.2
reall74 0.303E+07 25.7
reall75 0.970E+05 46.5
reall76 0.376 E4+07 27.8
reall77 0.211E407 22.9
reall78 0.688E+06 41.2
reall79 0.229E+07 27.0
real180 0.251E+06 45.0
reall81 0.863E+06 31.1
real182 0.148E+07 30.8
reall83 0.366E+07 24.4
real184 0.646E+07 17.6
reall85 0.108E+07 36.1
real186 0.675E+07 15.5
reali87 0.815E+06 38.1
real188 0.688E+07 16.7
real189 0.946E+06 32.0
reall190 0.492E+-06 42.2
reall191 0.541E4+07 23.0
real192 0.510E+06 43.5
real193 0.206E407 28.2
reall194 0.161E+406 50.0
real195 0.267E+07 25.8
real196 0.404E+07 21.4
real197 0.165E4+07 28.2
real198 0.702E4+07 12.4
real199 0.159E+07 30.9
real200 0.133E+07 32.5
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