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ABSTRACT

These proceedings consist of 18 papers given at a seminar-workshop on “Multigroup Nuclear
Cross-Section Processing”™ held at Qak Ridge, Tennessee, March 14-16, 1978. The papers describe
various computer code systems and computing algorithms for producing multigroup neutron and
gamma-ray cross sections from evaluated data and eéxperience with several reference data libraries.
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FOREWORD

The Radiation Shielding Information Center (RSIC) has developed and used the
seminar-workshop format on a number of occasions to disseminate in a few days considerable
technical information on newly-zvailable computing technology. The seminar portion, with speakers
" from all the leading laboratories developing or using similar technology, provides a comprehensive
review of the state of the art. These proceedings document thay review of the technology for
generating and processing multigroup nuclear cross sections. The woirkshop. held over a period of
several days, provided in-depth training in the use of several computer code and data packages
which have become available,

The March 1978 seminar-workshop attracted nearly 100 persons from approximately 49
institutions (four forecign) to Oak Ridge to review the subject of multigroup nuclear cross-section
preparation and processing. Papers presented in the seminar portion have been assembled for these
proceedings. Taken together. they document the current state of the art. The workshop. led by Oak
Ridge National Laboratory (ORNL) and Union Carbide Corporation Nucleitr Division, Computer
Sciences Division (UCND-CSD) personnel, concentrated for two days on the AMPX-11 modular
code system and related data interface formats, processing schemes, and data libraries. The packages
studied included: PSR-63/ AMPX-II, PSR-117/ MARS (codes to manipulate data libraries in
AMPX or CCCC formats), DLC41/VITAMIN-C (171n-36y, i.c., coupled 171-group neutron.
36-group gamma-ray), DLC-42/CLEAR (126n-36+), and DLC-43/CSRL (218n).

The data libraries DLC41. -42. and 43 represent a significant change from the more usual
transport-code input-format type of library heretofore available from RSIC. Such data libraries,
providing data for ANISN, DTF-1V, DOT, TWOTRAN, MORSE, and other codes, have been
available from RSIC since the first version of DLC-2/100G was gencrated from ENDF/B-1 by
SUPERTOG in 1969. The newer libraries are characterized by greater energy detail (more groups)
with cncrgy boundaries placed to represent important cross-section structure and, of equal
importance, by information which can be used to apply self-shielding and Doppler broadening as
functions of temperature and nuclide composition. DLC-41 and 42 utilize the Bondarenko method,
and DLC-43 the Nordheim integral treatment. These are relatively easily applied for self-shielding
using AMPX modules BONAMI and NITAWL, respectively.

The great increase in sophistication to make the data libraries less problem-dependent has
resulted in a great increase in data bulk (the DLC-41 and -42 libraries require 4 9-track tapes), an
increase in complexity of retrieval/ processing codes (a2 new PSR-117/MARS code library was
packaged), and an increased requirement for user skills (hence the seminar-workshop). Not all users
of multigroup data will find it practicable to implement a full AMPX capability, and therefore,
various modules can be sclected for particular limited purposes. Also, the simpler, more
problem-dependent libraries in ANISN format will continue to be available. These are likely to be
based on the more detailed libraries. An example is DLC-47/BUGLE (45n-16+) developed for the
LWR shielding community in cooperation with the American Nuclear Society working group on
cross sections, ANS-6.1. Further information, of course, on all these code and data libraries is
available from RSIC upon request.
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The previous RSIC seminar-workshop on multigroup cross sections was held in 1969. In
cxamining the proceedings of that meeting', one is impressed with the progress since that time. In .
1969 ENDF/B had become available, and newly developed processing codes such as ETOM, ETOE,
ETOX, MC?, ETOG, or SUPERTOG could broducc multigroup cross ‘sections, but there were no
gamma-ray production or interaction cross scctions in ENDF. The state of the art in producing
gamma-ray production cross sections was represented by POPOP4 and for producing gamma-ray
interaction cross sections by GAMLEG or MUG. Coupling was still by ad hoc. procedures. Codes
such as GGC-5. XSDRN, and MC? could produce self-shiclded cross sections, but these data were
not usually used in shielding calculations. The paper on ETOX-IDX referred to a Bondarenko
treatment, but again the results were given in terms of reactor analysis parameters such as k.

In conclusion, the seminar-workshop showed a great advance in the state of the art of
multigroup cross-section processing and preparation since 1969,
D. K. Trubey .
Radiation Shielding Information Center
Oak Ridge National Laboratory

March 29, 1978

I. D. K. Trubey and Janc Gurney, “A Review of Multigroup nnclear "Cross-Section
Preparation—Theory, Techniques, and Computer Codes.,” ORNL-RSIC-27 (Jan. 1970).
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CHARACTERISTICS OF ENDF/B~V

S. Pearlstein, R. Kinsey, and C. Dunford
National Nuclear Data Center
Brookhaven National Laboratory
Upton, NY 11973

ABSTRACT

A primary source of microscopic nuclear data for pro-
cessing into multi-group cross sections is the Evaluated
Nuclear Data File (ENDF/B). This data file is maintained and
distributed by the National Nuclear Data Center (NNDC) of
Brookhaven National Laboratory. The File is based on nuclear
data evaluations provided by members of the Cross Section
Evaluation Working Group (CSEWG). A new version of the ENDF/B
(ENDF/B-~V) is in preparation for release in the first half of
1978.

In order to improve the accuracy and reliability of
ENDF/B-V, extensive improvements were made in the checking
programs and the review kits. New evaluations are processed
through three levels of checking codes that detect errors in
formats, consistency, and physical information, in that order.
Kits consisting of the results of checking codes, documentation
and plots are presented to designated reviewers for comments.
Upon receiving CSEWG approval, evaluations are included in
ENDF/B. The major materials in the General Purpose File are
being revised for ENDF/B-V where new measurements indicate
improvements are required. The number of materials containing
photon production data have been increased. A revision of the
Photon Interaction File is plamned for the end of 1978,

An extensive set of integral experiments have been
adopted as CSEWG Benchmarks to test ENDF/B data. Benchmark
experiments have been selected to test data for thermal and
fast reactor, shielding and dosimetry applications and addi-
tional benchmark candidates are reviewed on a regular basis.
CSEWG performs interlaboratory comparisons of the benchmark
results.,

A primary source of microscopic nuclear data for processing
into multi-%roup cross sections is the Evaluated Nuclear Data File
(ENDF/B).1=3 This data file is maintained and distributed by the
National Nuclear Data Center (NNDC) of Brookhaven National Laboratory.
The file is based on nuclear data evaluations provided by members of
the Cross Section Evaluation Working Group (CSEWG).



The characteristics of ENDF/B are described in Figure 1. Useful
features of ENDF/B are its completeness, gaps in critically evaluated
experimental data are filled in by theory; and its integration into
current methodology, interfacing of the data base to major application
codes has been provided. Revised versions of ENDF/B have appeared in
1967, 1970, 1972, and 1974 with a new version planned for early 1978.

The CSEWG laboratories contributing to the development of ENDF/B
are shown in Figure 2. The chairman of CSEWG 1is Sol Pearlstein of BNL.
The committee has several technical subcommittees whose responsibilities
lie in the areas of data content, data testing, formats and procedures
and special applications. Figure 3 lists the present committees and
their chairmen. The Data Testing Subcommittee organizes the review of
each ENDF evaluation first by arranging for a review of each evaluation
by an independent measurer, evaluator or user. Secondly, they organize
the testing of evaluated data using well documented integral benchmark
experiments. All evaluations must be approved by Data Testing before
release. The Codes and Formats Subcommittee is responsible for ap-
proving all changes to the ENDF formats and recommended procedures.

In addition, it coordinates the computer code development activities
for programs which process ENDF data files. The Normalization and
Standards Subcommittee is responsible for the consistent evaluation
of the neutron reaction standards and for thermal cross sections.

The CSEWG-ENDF system was initiated approximately twelve years
ago with the support of the USAEC's Division of Reactor Development.
Originally proposed some two years earlier, 1t was conceived to be a
common data base to be used in the nuclear design of neutron reactors.
The development of such a data base had obvious advantages when com-
paring the nuclear performance of competing reactor designs.
Brookhaven National Laboratory was asked to organize the development
of this nuclear data base, hence the formation of CSEWG. All AEC
contractors interested in nuclear data were invited to participate.

In the beginning, two data files, ENDF/A and ENDF/B were con-—
ceived. ENDF/B was the designation of the data file containing the
recommended complete material evaluations whereas, ENDF/A was to
contain other evaluations and various small partial evaluations. The
initial contents of ENDF/B were heavily oriented toward thermal and
fast reactor core physics design and covered the energy range from
10-3 eV to 10 MeV. ENDF/B-I consisted primarily of existing evalu-
ations converted to the ENDF format. ENDF/B-II represented an attempt
to remove the deficiencies found when comparing ENDF/B-I with both
differential neutron data and integral experiments. The devalopment
of data checking codes and data processing codes such as CHECKER and
MC2 were carried on to promote quality and general availability to
the user community.



CHARACTERISTICS OF ENDF/B
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Production of ENDF/B-III represented an attempt to improve the
higher energy data especially for shielding calculations. The energy
range was extended to 15 MeV and photon production data added to the
ENDF system, Uniform coverage of the energy range 10~5 eV to 20 MeV
was a goal of ENDF/B-IV. The desire to calculate long term burn up
effects and decay heat properties of reactor systems led to the in-
troduction of formats to handle nuclear decay and radiocactivity data.
Decay data for over 800 nuclides was added to ENDF for Version IV.
Care was taken to attempt to resolve continuing neutron data incon-
sistencies by taking special care of the neutron standard reactions
and insuring that evaluations of the heavy element fission and cap-
ture cross sections were in agreement with experimentally measured
ratios, Finally, a special data file of single reaction evaluations
for important in-core dosimetry applications was made.

ENDF/B consists of a General Purpose File and several Special
Applications Files. Evaluations in the General Purpose File contain
most all nuclear data needed for a varlety of applications. Evalu-
ations in Special Application Files will generally contain only
nuclear data of special interest. Special Application Files axist
for photon—~interaction, fission product cross sections and radioactive
decay, and neutron cross—section standards data. New Special Appli-
cation Files are being developed for actinide, gas production, and
activation data.

Based on the experiences with the creation of ENDF/B-IV, the
checking codes for ENDF/B-V have been greatly improved and extended.
Briefly the checking codes and their functions are:

1) CHECKR - this code checks the compliance of the ENDF
file with the format requirements of the file. With
the hollerith read option, this program is impervious
even to incorrect variable types in the input fields.
In addition, other simple consistency checks are also
made,

2) FIZCON ~ this code checks the physical consistency of
the data represented in the file. For example, one
option is to check that partial cross section sum
correctly to their total. Also, that angular distri-
butions do not go negative and that probability dig-
tributions are normalized to unity.

3) PSYCHE - this code provides further physics checking
of the data files, It calculates resonance integrals
and checks the energy balance of the various reactions
specified in the file. This code uses physics infor-
mation not contained in the file to check the reason-
ableness of the data gilven,



A list of codes available from the NNDC to users for the
checking or manipulation of data in the ENDF format is shown in.
Figure 4. The list includes those codes mentioned above as well as
RIGEL, STNDRD, and SUMRIZ, to perform accounting or merge and rewrite
ENDF data inio alternate forms; CRECT, to alter ENDF data; and INTEND,
INTER and RESEND, to convert data to a standard form and integrate over
specified energy ranges.

The review of an ENDF/B material proceeds in two steps as illus-
trated in Figure 5. In the first step called Phase I, the data eval-
uations are given an independent review by other evaluators. In the
second step called Phase II, the library is tested against integral
benchmarks. ,

Once an evaluation has been processed by the checking codes, one
of two things can happen. 1If any errors uncovered are only of a
clerical nature and the nature of the corrections is clear, the file
is corrected and a Phase I review kit is prepared. Otherwise, the
results of the checking codes are returned to the evaluator and he is
asked to make the necessary corrections and resubmit the evaluation.

The Phase I review kits, whea they have been assembled, are sent
to the designated CSEWG reviewer. The Phase I review kit consists of
the Evaluators Summary Sheet, a listing of the file, the output of the
checking codes, a summary of the contents of the file, an expanded
listing of the data file, and plots of the data in the file. The
Evaluators Summary Sheet gives the evaluator an opportunity to tell
the reviewer upon what this evaluation is based and what data was
considered in producing the evaluation. If the evaluation is an up-
grade of a previous evaluation, then changes and improvements are also
noted.

The reviewer then reports to the Data Testing Subcommittee of
CSEWG, via the Phase I Review Sheet, the results of his review. He
attempts to answer questions concerning the completeness and correct-
ness of the evaluation. More than one reviewer may be asked to re-
view a material especially if it is used in a variety of applications.

In conclusion, we would like to mention that changes and improve-
ments can be expected in future versions of ENDF/B. These changes can
be separated into two categories, namely those needed to correct
problems existing in ENDF/B-V and those needed to meet expected new
demands for data.

In the area of new demands, we would expect to find an increas-
ing need for evaluated data between 10 and 40 MeV as evidenced during
a recent symposium5 sponsored by the National Nuclear Data Center.

The need relates primarily to the intense neutron sources being planned
for the study of radiaticn damage in fusion devices. The solution of
this problem will come from improved measurement techniques and nuclear
theory code improvements.
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We also see an increased need for nuclear recoil data from
nuclear reactions to aid in damage model analysis. There will also
be additional needs for covariance information fer secondary energy-
angle distributions.

In the area of charged particle reaction data, we expect in-
creased use 2f evaluated charged particle data via inverse reactiomns,
neutron source reaction and isotope production reactions. Such data
cannot be generally included in the present ENDF structure which was
originally designed with only incident neutrons considered. Therefore,
we will be looking at a possible restructuring of the ENDF format to
provide a better ability for the system to respond to the varied de-
mands discussed above and others not yet anticipated.
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AMPX: A MODULAR SYSTEM FOR MULTIGROUP CROSS-SECTIOIL
s GENERATION AND MANIPULATION

N. M. Greene, W. E. Ford, III, L. M. Petrie, B. R. Diggs, C. C. Webste,
J. L. Lucius, J. E. White, R. Q. Wright, and X. M. Westfall
Computer Sciences Division
Union Carbide Corporation, Wuclear Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee, U.S.A.

ABSTRACT

The AMPX system, developed at the Oak Ridge National
Laboratory over the past seven years, is a collection of
computer programs in a modular arrangement. Starting with
ENDF-formatted nuclear data files, the system includes a
full range of features needed to produce and use multigroup
neutron, gamma-ray production, and gamma-ray interaction
cross~section data. The balance between production and
analysis is roughly even; thus, the system serves a wide
variety of needs. The modularity is particularly attractive,
since it allows the user to choose an arbitrary execution
sequence from the approximately 40-50 modules available in
the system. The modularity also allows selection from
different treatments; e.g., the Nordheim method, a full
blown integral transport calculation, the Bondarenko method,
or other alternatives can be selected for resonance shielding.

INTRODUCTION

In early 1971, an effort was initiated to build a system of computer
programs capable of producing multigroup cross sections. This work was
funded by the Defense Nuclear Agency which had a particular interest in
Producing '"'coupled neutron-gamma cross sections' for use in weapons
shielding and effects StudIES. The system was named AMPX which is an
acronym for Automation of MUGH, POPOP42 and XSDRN3 three codes which
were then in use at the Oak Rldge National Ldboratorv (ORNL) to generate

multigroup gamma-ray interaction, gamma-ray production, and neutron cross
sections, respectively.

The production of multigroup cross sections has always been (and
still is) a particularly distasteful process involving the execution of
many programs in transforming point data into multigroup form. To
further complicate matters, this field is wrapped in its own mysterious
jargon, e.g., ENDF/B, self-shielding, Sa,Bs P8 matrices, transport cor-
rections, etc. The selection of the most appropriate treatment from the
vast collection of algorithms available for producing multigroup cross
sections is a challenge even for the experienced analyst.



The standard procedures for making cross sections involve the
execution of several codes in sequence. Many of these executions are
large, long running computer jobs. Consider Figure 1l which aptly describes
the 1971 ORNL procedure for producing coupled neutron-gamma cross sections.

R AT e
- o
% ; h
A 5
-~ ros . "y
T A Taod
.' TSR U ragn
a1 > kY '
.—\‘,\"
E,
v
/
AN '
. 3
» ':,".
:{_/\/\L_J—G‘E g — |

e wwuu

=

The procedure was as follows:
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———ns. LoupLry
NEUTRON GAMMA

CROSS SECTHONS

Figure 1.

Using ENDF/B data for neutrons, the SUPERTOG code was run to produce
multigroup data in a reasonably fine group structure (approximately
100 groups). Depending on the option selected SUPERTOG output was
available in two formats: 1) a GAM-II* "update" stream and 2) ANISN5
format. Option 1 was commonly used because it allowed for the
eventual self-shielding of resonance nuclides. In cases involving
non~resonance nuclides, the second option was used. For option 1,

the GAM-II Update Code was run to produce a library in GAM-IL format.
After this run, a code which merged the GAM-II data with THERMOS®
thermal data was executed. This produced a short XSDRN library which
was coupled with existing neutron data through yet another updating
run. At this point, an XSDRN run self-shielded resonance nuclides
using the Nordheim Integral Treatment’ and performed a discrete
ordinates spectral calculation for collapsing to a few-group structure.
OQutput was on cards for the ANISN code. For the ANISN option, one
made an ANISN collapsing run analagous to the XSDRN run after first
adding thermal values by hand into the ANISN cross sections.

.  Another part of this procedure required the execution of the POPOP4
program to calculate the coefficients used to determine gamma sources
- from neutron interactions. This code had its own "gamma yield" library
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and required multigroup cross sections for specific reactions from
the neutron averaging runs. Thus, its start depended on all the
aforementioned codes having been run.

. A completely independent path used the MUG code to generate
gamma-ray interaction cross sections.

. After all other staps were completed, a "COUPLING CODE" was run
to combine the cross sections for all three sequences into a
coupled neutron-gamma set. At this point the user was able to
perform the calculation he wanted to make in the first place, e.g.,
a Monte Carlo or an S5, calculation, etc.

This was a very time consuming procedure. Many of the codes required
input from previous codes which had to be laboriously transferred from
computer printout to a caxd input form. An error in some of the initial
codes could invalidate almost all runs in the procedure, requiring practi-
cally all of the codes to be rerun. These schemes literally took weeks
to produce a few sets of cross sections.

AMPX DEVELOPMENT

A more palatable way of attacking a problem involving the execution
of multiple codes in a loosely defined sequence is to build a modular
system which encompasses the complete collection of codes.

Modular System

A modular system is a collection of codes which can be run in either
a preassigned and/or an arbitrary sequence and which communicate to each
other through external interfaces. This external communication is the
key to a true modular system and is accomplished through the use of
tapes, drums, disks, etc. (Many large programs lay claim to the word
"modular" in a description of the programming techniques employed, but
a close scrutiny reveals them to be "FORTRAN programs' which communicate
through COMMON's and argument lists, just like any other program!)

In a true modular system, the module many times is a program which
"has a clearly defined function, e.g., to calculate multigroup neutron
cross sections or to calculate neutron fluxes. Since communication to
other modules is through external interfaces, it is convenient to
substitute modules in execution sequences, e.g., to substitute a diffusion -
theory code for a tramsport theory code.

"The modular approach is fairly widely supported with notable examples
being: the ARCS system at Argonne National Laboratory, the NOVAS system
at Knolls Atomic Power Laboratory, the JOSHUA system at Savannah River
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Laboratory, and the ccecl!l effort developed for use in several computer
code development areas supported by the Department of Energy (DOE).

The means for accomplishing the linking together and communication
between programs varies £rom a simple to a very complicated level: 1)
the simplest approach provides no module for driving computer codes at
all. Standard communication interfaces are rigidly defined, and a user
still has to make independent submissions for each code he runs or he
ties codes together using job control procedures. This type of system
is represented by the CCCC modules. 2) The next level of sophistication
is to define the rigid interfaces with a "driver'" module which allows
the user to run several modules back-to-back during a single execution.
The AMPX system is characteristic of this type. A FORTRAN driver serves
for the CDC versions of the system while a very flexible assembler
language driver serves on IBM systems. 3) A variation of the second
approach produces yet another increase in convenience. This is the
case wherein the user supplies input for a complete module execution
sequence to a control program which both creates all input files for
the various modules and selects those modules in the proper order. In
this scheme individual modules generally don't read card input streams,
except for the control program. This type of system is characterized
by the ARC, SCALE!? (an extension of AMPX), and VENTURE!3 systems.
(VENTURE is a major "module" in the CCCC array of codes.) &) Another
level is reached when the '"driver' module dynamically decides which
modules are to be run based on results obtained during an execution
sequence. The JOSHUA and the NOVA systems use a central data base
management system (DBMS) for communication links between modules.

AMPX Design Considerations

The major design features for AMPX are shown in Figure 2. Because
of the obvious advantages for an area that requires a very loose and
variable sequence of codes to be run, the modular system approach was
chosen for AMPX. Many cross-section applications do not require both
neutron and gamma-ray data. The modular approach is a convenient
vehicle for supporting both areas (and others) in a manner which aliows
any improvement or modification to be universally available,

Basic Data Source

Evaluated Nuclear Data Files!" (ENDF) are the standard means for
distributing current basic neutron and gamma-ray cross sections in the
United States. Basic processing modules in AMPX were to exclusively
rely on ENDF-formatted libraries as their data source.

Variable Dimensioning

A technique widely used in reactor physics codes, e.g., ANISN and
XSDRN, is to maximize the use of data array space by having all arrays
a code uses stacked into one large container array. The size of this
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array is that amount left over from the core region assigned a program
after one accounts for the preogram space (load module size) and possible
buffer regions required for input/output. The program itself keeps an
internal set of pointers which locate the various arrays in the large
array. These pointers are set to the actual size needed by the problem
being run. This kind of flexibility is highly desirable for a cross-
section processing system as there are many arrays whose lengths vary
significantly from case to case as a function of the number of neutron
groups, number of gamma-ray groups, order of Pj, weighting spectrum, etc.
Each increase in computing capacity (time-~and space-wise) has always
been matched by a corresponding increase in the degree of complexity
which goes into a "typical job." The variable dimensioning approach
minimizes and ideally eliminates the amount of reprogramming needed to
accommodate these demands. In IBM versions of AMPX (and some CDC
versions), special routines are available which will look at the core
areas available and automatically assign the maximum available amount

of data storage to the ccntainer array for a module. This is a particu-~
larly attractive feature as it allows varying the amount of data storage
by merely varying the region of core assigned to a job without having

to recompile a small control program.

Multipath Flexibility

The principal advantage of having a system where one can select
an arbitrary set of modules and tie them together is that it reduces
duplication. A module can be inserted at any point in an execution
sequence that the module's function is required. A modular system
permits simpler modules since modules have fewer options. It is a
positive approach because the user never has to '"turn off" options he
doesn't want. He selects only those pieces needed. Examples of features
which can easily serve at several points in a sequence are: conversion
of cross-section library formats, data editing, data checking, data
co;lapsing, etc.

' General Library Formats and Communication Interfaces

In systems tailored for producing and using multigroup data, com-
munication between codes is primarily made with cross-section data
in multigroup or basic (point, resonance parameter, etc.) forms. An
examination of the 1971 ORNL procedure shown in Figure 1 supports this.
In each case it was a block of neutron data, gamma-ray interaction data,
or gamma-ray production data which formed a communication link. A more
careful examination reveals that the different blocks had several differ-
ent formats (in fact, some of the codes served for little more than
format converters). .

Since formats are restrictive and the addition of new schemes
might require modifications in many places in different ways, the use
of different formats for different types of cross~section data is a
very undesirable situation. Many of the cross-section blocks are not
self-describing and require many descriptors to augment them (for example,



15

ANISN blocks require a user to specify number of energy groups, total
cross section location, etc.). To circumvent many of these difficulties,
one of the first steps in AMPX develcpment was to design a reasonably
general and flexible format for passiug multigroup data. It would have
many features, including the following:

1. including the neutron and/or gamma-ray energy group structures
in the library,

2, the ability to serve for neutron, gamma-ray interaction, gamma-ray
production or coupled neutron-gamma data libraries where the
different types of data are well identified,

3. a capability for accommodating any number of separate processes
represented in angle to a completely arbitrary and variable order
(elastic neutron data might be represented to order 8, while
discrete inelastic levels were all given to order 3, other neutron
processes to order 0, gamma-ray data to orxrder 10, etc.),

4, the ability to carry all data needed in typical multigroup operations,
including resonance parameters for self-shielding via the Nordheim
treatment and/or Bondarenkol® factor data for self-shielding,

5. options to specify a temperature dependence on cross sections,

6. provisions for truncating the '"zeroes" in cross-section scattering
matrices so as to both keep from wasting space and to allow codes
which use the data to consider only the "real" data (for example,
the calculation of an inscattering source term would only consider
those transfers which are nonzero).

This general format, called an AMPX Master Interface, covers most of
the interfacing requirements for AMPX. 1In retrospect, the generality
in the format has never been regreted and the modifications considered
desirable would be te expand it to allow more generality.

Another standard interface for AMPX is the Working Interface, which
is a library with individual processes summed together into “total
matrices" and which is ready for use in a nuclear calculation. This also
implies that a resonance calculation has been made  for resonance nuclides.

. Free Form Input Data

In a system of several codes, many applications can require a
considerable amount of card. input data for the different modules. To
reduce the tedium of preparing this input, AMPX modules use an input
system called FIDO which has evolved over the years from input routines
developed for the predecessors of ANISN. These routines presently allow
a formidahle array of convenience options, in addition to free form
provisions, making the preparation of input less of a chore. As examples,
provisions are allowed to repeat entrles, to interpoldte between entries,
to initialize arrays, ete.
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Comprehensive Processing

AMPX attempts to span the full range of cross-section processing
needed at ORNL. This requires a large number of capabilities, many of
which are listed in the next section of this paper.

AMPX CAPABILITIES
The capabilities of AMPX modules can be loosely categorized into
the following areas:
1) Basic data processing
. 2).  Resonance self shielding
- 3) Spectral collapsing
4) Format conversion
5) Service functions

6) Miscellaneous

Basic Data Processing

AMPX has several modules which start with ENDF/B data and use it to
obtain multigroup values. XLACS is a module to process neutron data.
It is unique among processors of this type in that it produces a set of
cross sections containing both fast and epithermal data merged together
with thermal data. The thermal data is based on 8, g data on special
ENDF/B thermal libraries. (This is somewhat contrary to the "modular"
philosophy where such distinctly separate areas would be separated into
different modules.) LAPHNGAS is a module which processes gamma-ray
yield information, i.e., the data which allows one to determine the
gamma sources caused from different neutron interactions. B8MUG is
analogous to XLACS except that it processes gamma-gamma interaction data.
Scattering matrices from this code are based on the Klein-Nishina formula.
JFG is a newer gamma-gamma processor which treats gamma-ray form factor
data given in newer ENDF/B evaluations. This code is capable of gener-
ating proper data for photons at x-ray energies. Though not in the
system, the MINX code at ORNL produces an AMPX Master Interface allowing
its output to o be accessed by other AMPX modules.

Resonance Self-Shielding

The NITAWL module contains an upgraded version of the Nordheim
Integral Treatment’ which has been widely used at ORNL, especially in
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thermal reactor and in criticality safety calculational studies. Among
improvements in the AMPX version are: an ability to self-shield elastic
scattering, compliance with the Breit-Wigner equations expected by ENDF/B,
the ability to treat "Multi-isotope' ENDF/B evaluations, and inclusion

of a capability of self-shielding p-wave resonances. The BONAMI module
provides for a Bonarenko iterative self-shielding treatment. Indicative
of this module's generality is the ability to perform the BONARENKO
calculation over energy ranges that vary nuclide by nuclide and process
by process. The ROLAIDS module gives a one dimensional integral transport
solution to a system with an arbitrary number of spatial zones, each of
which contain an arbitrary mixture. The fluxes from this solution are
used to produce self-shielded cross sections which include self-shielded
elastic transfer matrices.

Spectral Collapsing

Modules that spectrally collapse use a calculated or a previously
prepared multigroup spectrum to flux weight cross sections. This
generaliy involves a reduction in the number of energy groups, though,
in the case of cell weighting, this may not be the case. The simplest
AMPX module of this type is COMAND, which will accept an ANISN library
on cards or binary tape along with a spectrum and will collapse to another
ANISN library on cards or on binary tape. (This module is sometimes used
Jjust for its ability to convert ANISN data on cards to a tape, or vice
versa.) ARID is an obsolete (and retired) AMPX module that accomplished
the same thing to a very specific ANISN library, e.g., one with 37 neutron
and 21 gamma groups. The MALOCS module is analogous to COMAND, except
that the input and output libraries are in AMPX Master Interface form.
This module collapses cross sections, Bonarenko factors, etc., in a
manner which retains the full capability for subsequent self-shielding
calculations. In the case of both MALOCS and COMAND, all sets of data
on the original library are treated without the user selecting specific
data. A more prevalent kind of weighting, however, comes in the use of
the XSDRNPM module. This module accepts an AMPX working library as input
along with a description of a spectral calculation to be performed (one
dimensional discrete ordinates, one dimensional diffusion theory, or
infinite medium theories are available) and uses the results of the
calculation toc weight cross sections. A user has a variety of options
available including zone and cell weighting. The output cross sections
are written in AMPX Working Interface form, and can also be requested in
ANISN form (on cards or tape) or in ccccll 1SOTXS form. XSDRNPM is
also used many times just for its one dimensional calculation capability.
A particularly attractive feature of the code is its built-in routines
for calculating S, quadrature sets, thereby relieving the user of having
to maintain files of these data. Different quadratures are used for
spherical, slab, and cylindrical geometries.
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Format Conversion

Several major codes and code systems are used at ORNL and elsewhere
for neutron and gamma-ray calculations. Unfortunately, these different
systems generally require different and sometimes unique formats for
cross-section libraries. AMPX provides several modules for converting
to and from these formats. As previously mentioned, the XSDRNPM module
can convert from AMPX Working Interface format to ANISN or ccccll ISOTXs
format., NITAWL can convert from AMPX Master or Working Interface formats
to the ANISN format. The CONVERT module converts a library written for
the stand-alone XSDRN3 code to AMPX Master Interface format. REVERT
accomplished the same mapping in the other direction. The OCTAGN module
converts AMPX working formats to CITATION® libraries. LAVA is a module
for converting ANISN libraries to AMPX working formats. The CONTAC
module takes an AMPX working format and converts it to either a CCCC
ISOTXS file or into an ANISN library.

Service Functions

There are a myraid of operations needed to maintain multigroup
libraries. Historically these functions were provided in the module
needing the operation (e.g., XLACS, NITAWL, X3DRNPM, have fairly complete
data editing options); but, as AMPX has evolved, more and more of these
functions are relegated to independent service modules. This is very
desirable in that it makes modules more compact and easier to maintain.
The CHOX and CHOXM modules serve to create an AMPX Master Interface
containing coupled neutron-gamma data starting with data separated on
a neutron only, a gamma-ray interaction only, and a gamma-ray production
only library. CHOX uses all AMPX Master Interfaces as input, while
CHOXM uses CCCC interfaces for the neutron only interface. UNITAB is a
more general module of this type. It allows constructing an AMPX Master
Interface where individual parts of the cross-section data are selected
from any AMPX Master Interface. For example, one can create a set
consisting of the Bonarenko data from one library, the averaged neutron
data by group and process from another library, the elastic neutron
matrices from one library, the (n,2n) matrices from another, etc. The
final set can be a coupled library or a neutron only library, etc.
UNITAB can split a coupled library back into its neutron, gamma-ray
production components. DIAL is a module to edit Master or Working
Interfaces. PAL will punch data from a Master or Working Interface.

The ICE module accepts a Working Interface, creates mixtures and outputs
these mixtures onto another Working Interface or onto ANISN libraries.

For those embarrassing cases where one finds a library which is improperly
normalized (e.g., the total cross sections are not the sums of all partial
values, or the averaged inelastic value does not agree with the sum of

all P, transfers, etc.), the COMET module is provided. This module
accepts a Master Interface and can be made to force normalizations; it

can modify resonaunce data; it can create new cross section vectors
according to a user specified set of directions. For those cases where
the error on a Master Interface is a bad number, the CLAROL module is
provided. This module can replace group averaged values or can replace
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terms or add to transfer matrices on the library. (This module has a
direct coupling to the ROLAIDS module wherein ROLAIDS does a self-
shielding calculation and prepares an input stream for CLAROL which

then modifies the library.) The module allows a user to easily introduce
a change to many processes without having to explicitly make the changes.
As an example, the user may change the (n,y) cross section and have
CLAROL automatically include the change in the capture, absorption, and
total cross sections. AJAX is a module which allows a very general
capability for merging sets of data from different libraries onto a
single master library. Or it can be used to select a part of a large
library, etc. A reasonably general capability for plotting cross section
data is given by the VASELINE module. This code allows a user to plot
group averaged data by process taken from a Master or Working Interface.
It also provides for plotting point data from ENDF/B libraries or from
AMPX Point Interfaces. Point-versus-multigroup plots can be made in a
procedure which will allow an arbitrary number of curves to be put on

a single graph. '

Miscellaneous

This section covers those modules which don't easily fit under one
of the headings listed above. Many applications require just the point
data for selected processes. The NPTXS module accesses an ENDF/B library
and calculates point values of the elastic scattering, tission, capture,
and total cross sections for resonance nuclides. These are written on
an AMPX Point Interface. Provisions are given for (y,x) Doppler
broadening or for a numerical treatment taken from the MINX code. The
JERGENS code can take the point strings from NPTXS or elsewhere and
perform mathematical operations based on the input strings to form other
point strings. The mathematical operations are all performed to a user
specified accuracy. For example, many operations could use the product
of cross section times flux in a single array, or other applications
need 1/EI. values where Lt is a macroscopic point function consisting
of a combination of many point functions. JERGENS also allows for the
generation of several commonly needed functions on a point mesh, e.g.,

a Maxwellian or a fission spectrum. AIM is a module which converts an
AMPX Master Interface (in binary form) into an equivalent BCD form. It
also serves to convert the BCD form back to binary form and, in this
roll, is used to pass data between different types of computers. An
added advantage of the code is that the BCD form was designed as a
normal FIDO card input stream, so that the user can create a Master
Interface starting with cards. For an automatic checking of any AMPX
Master or Working Interface, RADE is available. This module makes many
simple checks, including summing group averaged values to check against
"total" averaged values, summing transfer matrices to compare with
averaged values for the process, checking higher order Legendre coef-~
ficients for reasonableness, looking for suspicious negative numbers,
checking record counters in directories, etc. (In retrospect, this is
one of the more valuable modules in AMPX in that it has many times caught
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improperly processed results before they were included in any calculational
study.) In addition to the AMPX Master or Working Interface checking, this

module has options to check ANISN libraries.

FUTURE DEVELOPMENT

A successful modular system is probably never through its development
stage. The features of an existing modular system can be used as a
starting point for code development in new areas. The modularity makes
it easy to substitute or upgrade specific operations without affecting the
total system. The modular system makes it as easy (and efficient time
and space-wise) to execute a code as it is to execute the code in a
stand-alone mode. Except for maintenance, new development will only
involve the new areas, With a little instruction, non-AMPX personnel
write modules which can efficiently interact with other modules in the
system. .,

Irends

Over the course of the development of AMPX, modules have tended to
become more compact and specific in their functions. This trend has
minimized effort that was being expended doing redundant programming.
Another trend is the move toward a variation on AMPX wherein the control
programs create input streams for other modules and select module exe-
cution sequences. Since the user only makes input to the control program,
this eliminates redundant input. The need for this type of operation has
intensified as the modularity of the system has increased and the typical
operation involves more and smaller modules.

Present and Future Modules Under Development

At least 10—15 new modules are in varying stages of development.
These include four small modules which perform service function on AMPX
point interfaces. Another module can recover data from a Master Interface
when a portion of tape becomes unreadable. Another module processes
ENDF/B unresolved data and creates point files which are fed to another
module which produces Bondarenko factors from these data. A new thermal
processor has been written which converts S, g data to ENDF/B File 6
form and processes it. A code has been written to produce "sensitivity"
Working Interfaces from Master Interfaces. A new generalized cross
section weighting module has been planned, etc. These new modules will
be added to the RSIC AMPX collection as they become fully operational.
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NJOY: A COMPREHENSIVE ENDF/B PROCESSING SYSTEM

R. E. MacFarlane, R. J. Barrett, D. W. Muir, and R. M. Boicourt
Los Alamos Scientific Laboratory, University of California
Theoretical Division
P. 0. Box 1663, Los Alamos, NM 87545

ABSTRACT

NJOY is the successor to the MINX code. It provides an
efficient and accurate capability for processing ENDF/B~IV
and V data for use in fast reactor, thermal reactor, fusion
reactor, shielding, and weapons analysis. NJOY produces neu-
tron cross sections and group~-to~group scattering matrices,
heat production cross sections, photon production matrices,
photon interaction cross sections and group-to-group matrices,
delayed neutron spectra, thermal scattering cross sections and
matrices, and cross-section covariances. Detailed pointwise
cross sections, heating KERMA factors, thermal cross sections,
and energy-to-energy thermal matrices are also available for
plotting and Monte Carlo applications. NJOY currently pro-
cessess all types of data on ENDF/B except for the decay chain
and fission product yield files. NJOY provides output in the
CCCC ISOTXS, BRKOXS, and DLAYXS formats, in DTF/ANISN format,
and in a new comprehensive format called MATXS. Other impor-
tant features of NJOY include free~format imput, efficient
binary 1/0, dynamic storage allocation, an extremely modular
structure, an accurate center-of-mass Gaussian integration for
two~body scattering, and a flux calculator that makes it pos-
sible to compute accurate self-shielded cross sections when
wide and intermediate-width resonance effects are important.
NJOY is a single, integrated, efficient system that produces
almost all of the basic cross sections required for multi-
group methods of nuclear analysis.

INTRODUCTION

As data requirements for nuclear analysis grow steadily more com-
plex, the analyst is faced with a bewildering variety of acronymic codes
and libraries, each fulfilling only part of his needs, and each using a
different format. Assembling the data he needs is full of annoyances,
and incompatibilities are a constant danger. The goal of the NJOY de-
velopment program has been to create a single self-consistent easy-to-
use system which will process all data types in the ENDF/B evaluated
nuclear data files® and output it in the form the designer needs.
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NJOY is a child of MINX2 and the name stands for "MINX-plus." It is
a modular system where each module is an essentially free-standing code
devoted to one particular processing task (see Table 1 for a list of the
current modules). The following sections discuss the structure of NJOY and
describe the functions and interesting features of each module.

Table 1. The Modules of NJOY

Name Function
MODER Mode conversion
RECONR X-sec reconstruction
NJOY BROADR Doppler broadening
| enorra  penor  cenor| UNRESR  Unresolved x-secs
7 HEATR Heating pointwise data
l Main program I THERMR Thermal pointwise data
1 F GROUPR  Group neutron and nY x-secs
, Input Trk_lnﬂ [output GAMINR Gamma interaction x-secs
Module| | Module | | Module {"\Librery/  ERRORR X-sec covariances
DTFR DTF format output

CCCCR CCCC format output
Fig. 1. Overall structure of MATXSR  MATXS format output
the NJOY system.

STRUCTURE AND UTILITIES

The overall structure of the NJOY system is shown in Fig. 1. All
working modules communicate with each other using disk files (loosely
"tapes') in ENDF/B format. These files are the original ENDF/B tape, a
completely pointwise ENDF tape (PEKDF), and a groupwise ENDF tape (GENDF).
Modules can be run in many different orders and these internal tapes are
useful for restarts. For example, a single saved GENDF tape can be re-~
formatted into DIF, CCCC, and MATXS formats without rerunning the expen-
sive group-averaging process, Similarly, multigroup constants for several
different group structure and weighting function combinations can be run
from one preprocessed PENDF tape.

The function of the main program is to specify the order of execution
of these modules. In OVERLAY versions of the code, it also contains the
library of utility systems available to all modules: free format input,
variable-dimensioned dynamic storage, and ENDF/B input/output and computa-
tion.

NJOY contains its own machine-independent free format input processor
with very simple rules of context. This input routine is especially use-
ful with terminal-oriented computer systems.. Variable-dimensioned storage
and dynamic storage allocation are handled by a set of simple subroutines
called the STORAG package. It allows space to be reserved, released, or
located by name in a large container array. As a result, computer memory
is used very efficiently.
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The ENDF/B 1/0 routines in .NJOY use either the BCD mode or a new
blocked binary mode. The new mode allows large tabulations to be broken
up into small logical records which can be '"paged" through calculations
efficiently without using excessive memory. Significant time savings
are achieved by avoiding repeated '"coding” and ''cracking' of BCD records
as shown in Table 2. MODER is used to convert back and forth between
ENDF/B BCD and blocked binary modes.

" Table 2. Comparison of BCD and Binary I/0 Modes

Test BCD Bipary
235y poppler broadening 169.0 72.1
235U P3 elastic matrix 10.9 4,99
2334 (n,2n) matrix 4.31 0.84
Fe Doppler broadening 139, 46.5

RECONR

This module reconstructs ENDF/B cross sections on a union energy
grid such that all partial cross sections can be represented to within
a stated accuracy using linear interpolation. The total cross section
and any other summation cross sections (i.e., inelastic, sometimes fis-
sion, sometimes n,2n) are then recomputed to equal the sum of their
pParts. Linearization uses the method developed for MINX and resonance
reconstruction uses the methods of RESEND3 with several additions, A
more efficient multilevel Breit-Wigner resonance calculation has been
added based on the work of C. Lubitz.% The accurate Hwang and Henryson
unresolved quadrature set® has been added. Finally, an option has been
added to the single-level Breit-~Wigner calculation to allow reconstruc-
tion at a specified temperature using the Y and ¥ functions. The input
to RECONR is a standard ENDF tape; the output is a PENDF tape.

BROADR

This module broadens tabulated cross sections at some input temper-
ature to specified output temperatures. The results can be thinned to a
specified accuracy. In the "bootstrap” mode, the starting temperature
for final temperature 2 is final temperature 1. Due to the thinning,
this mode is faster. Restart from a previously broadened PENDF tape is
possible to add temperatures or to recover from an error in a previous
attempt such as time limit. ' '

The method of the SIGMA-1 code6 is used with two major modifications.
First, storage and indexing of data is changed to allow for broadening of
several reactions on the union grid simultaneously. The summation cross
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sections are recomputed after broadening. Second, a new method for com-
puting broadening integrals at low energies and high temperatures is used
which eliminates a numerical instability in the original code, Table 3
compares processing times for NJOY and the original SIGMA-1 method as
used in MINX. '

The broadened cross sections are written on a new PENDF tape as a
series of materials, alil with the same MAT number, but each with a dif-
ferent temperature.

Table 3. Comparison of Doppler
Broadening in NJOY and MINX

CP seconds (0 to 300 K)
Nuclide MINX NJOY
12¢ 5.83 0.73
Fe 104.7 31.9
235, 171.1 42,1
2405, 2239.6 570.1
UNRESR

This module prepares effective self~-shielded cross sections versus
energy, temperature, and background cross section. The methods used were
borrowed from ETOX’ and are almost identical to those used in MINX except
that the accurate Hwang and Henryson quadrature scheme? is used. The re-
sults are added to the input PENDF tape using a special ENDF/B format
(MF=2, MT=152) for use by subsequent modules.

HEATR

The HEATR module computes pointwise prompt heat production cross
sections (KERMA factors) and adds them to the PENDF tape using the 300
series of reaction numbers (e.g., MT301 is total heating). The calcula-
tion is similar to the MACK codeé except that photon production is ac-
counted for consistently using an energy-balance method.

Prompt, local heating is a result of the slowing down of charged
particles including the recoil nucleus itself. However, ENDF/B does not
contain the charged particle spectrum data necessary for the direct cal-
culation. By energy conservation, the energy available for local heating
is equal to the total available energy minus the energy carried away by
secondary neutrons minus the energy carried away by photons. This ap-
proach has the advantage of giving the correct heating for large systems
(i.e., few photons escape) when the partition between neutron and photon
events is severely misevaluated, or even when photon production is absent.
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HEATR computes the average neutron energies directly from ENDF/B an-
gular distributions (MF4) and enerpgy distributions (MF5). Average photon
energies are computed from the energies of discrete photons (MFl2 and/or
MF13) and the energy distributions for continuum photons (MF15). Cross
sections are obtained from the PENDF tape. .

As shown in Fig. 2, the data produced by HEATR is only one component
of the data required for a complete heating calculation, Once the neu-
tron flux has been computed, the heat production cross section from HEATR
is used to compute the "prompt local heating,'" the photon production ma-
trix (see GROUPR) is used to compute the prompt part of the photon source,
and the activation cross sections are used to produce the delayed photon
precursors. The total photon source is used in a transport calculation
to determine the photon flux. This flux is then used with the photon
heat production cross section (see GAMINR) to' compute the "non-local heat-
ing." The last component is the "delayed local heating" due to particle
decay of the activation products or fission products. A future NJOY mod-
ule will provide the data for the decay branch in Fig. 2 directly from
ENDF/B-V file 8.

—,
s~ AN
NEUTRON ,/ GAMMA |
- FLUX \ FLUX |
\ 7/
7
-~
e
produclion + Ydelayed
and burnup gammas " prompt
and
prompt delayed delayed
local local non-local
heating ¥ heating ¥ healing

Fig. 2. Procedure for a complete
nuclear heating calculation.

THERMR

THERMR is used to generate pointwise cross sections and energy-to-
energy scattering matrices.in the thermal range. .The results are added
to the PENDF tape for use by subsequent modules.

Incoherent energy-to-emergy P, or angular scartering matrices can
be generated for free scatterers or for bound scatterers when ENDF/B scat-
tering functions are available.? The secondary energy grid is determined
adaptively for each incident energy and angle or Legendre moment so that
linear interpolation is accurate to with a specified tolerange. The in-
cident energy grld is fixed. The incoherent cross section is determined
by integrating over these distributions and transferring them onto the
_grid of the PENDF tape by Langrangian interpolation. Finally, the energy-
and-angle distributions are normalized . and written onto the PENDF tape
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using a modified version of File 6. This approach is more direct than
that of FLANCE-II,1l0 and it permits multigroup averages to be taken (see
GROUPR), '

Coherent scattering for hexagonal lattices is handled as in the HEXSCAT
. codell except that more Legendre orders are allowed, and a new approxima-
tion is used at high energies where reciprocal lattice shells become closely
spaced. In addition, the energy grid is determined adaptively so as to
represent the P, cross sections to within a specified tolerance using lin-
ear interpolation. The results are written on File 3 using special MT
numbers.

GROUPR

GROUPR is used to produce multigroup cross sections, anisotropic
group~to-group neutron scattering matrices, and anisotropic photon produc-
tion matrices. Special features are provided for ratio quantities (e.g.,
Vv, M, &, or photon yields), delayed neutron spectra by time group, and
anisotropic thermal neutron scattering. Fission is represented as group-
to-group matrices for full generality. All cross sections and matrices
can be temperature dependent and self-shielded.

It has been found that all these varied types of data can be processed
efficiently and compactly using the following generalized integral over
incident energy in group g:

J/NF o ¢ dE

g = 20— ., 1)
. L

g
[gq)dﬁ

where ¢ is the model neutron flux, ¢ is a particular cross section, and

F is a function which varies for different data types. For example, 0 = O
and F = v gives the fission neutron production cross section. Matrices
for two-body scattering reactions are obtained with

F = [ fMEw P MW, (2)
/.

where f is the angular distribution in the center-of-mass frame, P, is a
Legendre polynomial, U is the LAB cosine, w is the CM cosine, and the in-
tegration is over all w that lead to secondary energies .in group g'.
(GROUPR uses an accurate Gaussian quadrature for this integral)., Similar-
1y, continuum scattering uses

F = fﬁAB (E) fg(E'-*E)dE' (3)
g7
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where g is the secondary encrgy distribution for the reaction (g may be
a delta function for discrete photons).

Thermal coherent reactions are processed as cross sections but inco-
herent scattering requires special methods because of the relatively
coarse incident energy grid. The feature of this reaction is a peak
which moves in the (E,E') plane but whose shape changes slowly. Straight-
forward interpolation along E and E' would lead to double-humped shapes.
Therefore, when E is between E; and E;, ., GROUPR projects up from E; and
down from Ej4q along the lines E=E' and adds to get the effective shape
at E. Then

F =f g, (E<E')dE' (4)
g'

where &n is the projected distribution.

The incident energy integrals of Eq. (1) are particularly simple.’
Because of the ’inearization of the point cross sections on the PENDF
tape (see RECONh trapazoidal integration can be used for all cases ex-
cept Eq. (2). Ii. .hat case, the additional structure in F(E) is approxi-
mately an oscillatory polynomial of known order which can be accurately
integrated by a Gaussian quadrature.

The use of such simple quadrature schemes lends itself to doing many
integrations in parallel, thus saving the time required to page the com-
plex cross-section tabulations through memory. NJOY does the incident
energy integrations for all secondary groups, all Legendre orders, and
all 0y values simultaneously. The savings of computing time are illus-
trated in Table 4.

Table 4. Comparison of Multigroup
Calculations Using MINX and NJOY

Test MINX  NJOY
235U selected cross sections 25.0 5.75
235U P3 elastic matrix 33,4 4.99
235U P3 total matrix 567. 21.4
Fe P3 elastic matrix 58.5 13.8

This parallel processing also insures that all neutron induced cross
sections are consistent in precision, weight function, and content, thereby
avoiding many of the problems encountered when building coupled sets with
neutron data from MINX, photon production from LAPHANO,12 and heating
from MACK.
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GROUPR normally uses a model flux appropriate for large systems in
the narrow resonance approximation

W(E)

oy o (B (5)

d(E) =
0

where W is a smooth weight function selected by the user, O, is the total

cross section, and Op is the background cross section parameter, For

thermal reactor problems, where the narrow resonance approximation breaks

down, GROUPR can compute the flux appropriate to a heaby absorber mixed

with a light scatterer using

E/o OS(E')¢(E')

e 4 (6)

[00 + Gt(E>}¢(E) = GOW(E) +
E

where Oc is the scattering cross section of the absorber and o is the max-
imum lethargy change in scattering. The integral equation is solved by
iteration using the PENDF cross sections. The result is a very accurate
accounting of all wide and intermediate resonance effects on self-
shielding.

The GROUPR results are written onto the ENDF-like GENDF tape for
eventual use by the formatting modules (DTFR, CCCCR, MATXSR).

GAMINR

GAMINR produces photon interaction multigroup cross sections and
group-to-group photon scattering matrices from ENDF/B data. Total, co-
herent, incoherent, pair production, and photoelectric cross sections can
be averaged using specified group structure and weight function, The Le-
gendre components of the coherent and incoherent scattering cross sections
are calculated using the form factorsl3 now available in ENDF/B-IV.

These form factors account for the binding of the electron in its atom,
Consequently, the cross sections are accurate for energies as low as 1
keV. GAMINR also computes the photon heat production cross section. The
resulting multigroup constants are written on a GENDF tape for use by the
formatting modules (see MATXSR).

Calculational methods are very 'similar to those in GROUPR except
that special methods had to be developed for doing the integrals required
to define the F functions for coherent and incoherent scattering.

GAMINR has many advantages over the older GAMLEG code14 including
P, coherent matrices, the form factors, and the heat production cross sec-
tions. Variable-dimensioning allows very large problems to be run., How-
ever, GAMINR is slower than GAMLEG.
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ERRORR

This module produces cross section covariances from ENDF/B error
files.1> The current version processes only File 33 (cross sections).
This is sufficient to compute covariance between the cross section of
group g for reaction x and group g' for reaction X' when resonances are
not important. The necessary multigroup cross sections can be obtained
from a preprocessed supergroup library or generated internally in ERRORR
using the methods of GROUPR. The code also has a very general method for
constructing covariance matrices for reactions which are linear combina-
tions of other reactions.

As with the other multigroup modules of NJOY, ERRORR writes its re-
sults on a GENDF tape for later use by the formatting modules.

The capabilities of ERRORR are very similar to those of PUFF16 which

is based on MINX.

DTFR

This is a formatting module which converts multigroup data from a
GENDF tape into a form compatible with transport codes such as DTFL7 and
ANISN.18 Tables can be produced for nn, nY, and YY data with as many
Legendre orders as desired and with up to 100 groups. Thermal data (see
THERMR) can be substituted for the normal static data in the low energy
groups. Upscatter is allowed, and consistent table truncation is performed
for both upscatter and downscatter groups which lie outside the limits of
the table. Activity edits can be added to the PO tables. Since the edits
can be any linear combination of cross sections on the GOUT tape, complex
things like gas production are easy to construct. In addition, DTFR makes
plots of the multigroup cross sections overlaid on the pointwise data,
and it makes isometric plots of the group-to-group matrices (see Fig. 3).
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CCCCR

The CCCCR module formats GOUT cross sections into interface formats
developed by the Committee for Computer Code Coordination (CCCC). Three
CCCC~III filesi? are supported.

ISOTXS is a material-ordered file containing cross sections (total,
transport, n2n, no, nd, nt) and P, scattering matrices (total, elastic,
inelastic, n2n).

BRKOXS is a file of shielding factors by temperature and oy (total,
transport, capture, fission) and a few auxiliary cross sections used in
shielding calculations (e.g., elastic, inelastic, Gp’ g).

DLAYXS is a file of delayed neutron yields and spectra by time
group. ENDF/B uses the traditional six groups.

Complex data management schemes are used that make it possible to
use very large group structures. The conventions used to load these files
are the same as those used for the MINX libraries20 except for a more so-
phisticated definition for the transport cross section and the treatment
of fission. The average fission ¥ vector is computed by collapsing the
GROUPR fission matrix with the multigroup model flux and including delayed
contributions. '

MATXSR

This module reformats multigroup constants from the GENDF tape into
the MATXS interface format. MATXS is a new flexible and comprehensive
CCCC~type format designed to hold all the data types which can be pro-
duced by NJOY.

The current CCCC cross section files (ISOTXS, BRKOXS, DLAYXS, ISONGX)
are rather inflexible. For example, there is no place in ISOTXS for heat
production, gas production, or important high threshold reactions like
n3n and not. Sensitivity studies require partial matrices which are not
allowed for. There is no provisions for self-shielding of elastic removal,
heat production, or photon production, Furthermore, every data type has a
different format, leading to complex and bulky utilities,

MATXS, on the otherhand, has a very general organization designed to
hold arbitrary vectors and matrices. The file is first divided into "data
types" such as neutron scattering, photon production, gamma scattering,
and neutron thermal data, Each type is assigned a name (NSCAT, NGAMA,
GSCAT, NTHERM) and new types are easily added. Data types are distin-
guished by the choice of incident and secondary group structures, In ad-
dition to simple cases like n-n or n»*Yy, MATXS allows for complex coupled
sets such as nY»ny or n-nYE.

Each data type is divided into materials specified by nuclide, temp-
erature, and background cross section. Each material is further subdivided
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into "vector partials" and "matrix partials.'" These reaction partials
are labeled with Hollerith names so there is no limit on the quantities
that can be stored. Vectors are packed with leading and trailing zeroes
removed, and matrices are banded as in ISOTXS.

MATXSR reads reactions from the GENDF tape, assigns the Hollerith
names, and packs the cross sections into MATXS format. A readable listing
of the file is produced if desired, and an index of all the data types,
materials, and reactions on the file is printed.

Codes that use MATXS are under development at both Los Alamos and Qak
Ridge. One example is TRANSX, an interface to transport codes such as
ANISN. TRANSX constructs tables in various formats for n+m, y+Yy, or ny+ny
coupled sets. The results can be direct or adjoint, material-ordered or
group~ordered, prompt or infinite-~time, and transport corrected if de-
sired. The code will collapse to a subset group structure, form mixes,
and form activity edits which are any linear combination of vectors from
MATXS. Upscatter is allowed and thermal cross sections can be used at
low energies. Temperature and 99 interpolation are included for self-
shielding.

CONCLUSIONS

NJOY is a single nuclear cross-section processing system which per-
forms all the functions of MINX, LAPHANO, GAMLEG, MACK, PUFF, FLANGE-II,
and HEXSCAT simply and conveniently. It currently processes all ENDF/B-IV
and V data types except MF8 (decay data) and MF32 (resonance covariances)
and makes the results available to subsequent codes using comprehensive
and efficient formats.
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ETOE-2/MC%~2/SDX MULTIGROUP CROSS-SECTION PROCESSING*

B. J. Toppel, H. Henryson II, and C. G. Stenberg
Argonne National Laboratory
Argonne, Illinois, U.S.A. 60439

ABSTRACT

The ETOE-2/MC%-2/SDX multigroup cross-section pro-
cessing codes have been designed to provide a comprehensive
neutron cross—section processing capability for a wide range
of applications including critical experiment analysis and
core design calculations, Fundamental nuclear data from
ENDF/B provide the primary input to the code system and the
output consists of a user-specified CCCC ISOTXS multigroup
cross-section data file, Creat flexibility has been provided
to the user in specifying the rigor of the calculation so
that a unified cross-section processing system with a single
data base is available which may be used for both preliminary
survey scoping studies and rigorous design calculations.

The principal program blocks of the code system
include: a library processor and format converter between
ENDF/B data and the MC?-2/SDX library; an ultra-fine-group
fundamental mode calculation (MC2-2) which provides a com-
position dependent spectrum calculation and broad-group
collapsing capability; a rigotrous hyper-fine-group spatially
heterogeneous resolved resonance calculation (RABANL) to
supplement the more approximate NR approximation used in
the ultra-fine-group treatement; and an intermediate group
space—dependent capability (SDX).

INTRODUCTION

The ETOE~2/MC2-2/SDX multigroup cross-section processing codes
have been designed to provide a comprehensive neutron cross—section
generation capability for a wide range of applications including criti-
cal experiment analysis and core calculations. TFundamental nuclear
data (ENDF/B) provide the primary input to the code system and the output
consists of a user-specified multigroup cross-section data file (ISOTXS).
Great flexibility is provided to the user in specifying the rigor of a
calculation, thus providing a unified cross—-section processing system
with a single data base which may be used for both preliminary survey
scoping, and design calculations.

*ork performed under the auspices of the U.S. Department of Energy.
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The principal program blocks of the code system include a library
processor (ETOE-2), an ultra-fine-group (ufg) fundamental mode calcula-
tion (MC?-2), a rigorous hyper-fine-group (hfg) spatially heteroge-
neous resolved resonance capability (RABANL) and an intermediate~group
space-dependent capability (SDX). A block diagram indicating the general
program flow is given in Fig. 1. Brief descriptionms of the physics
methods and models incorporated in the ETOE-2/MC2-2/SDX code system
are presented below.

ETOE-2

The ETOE-2 program processes the fundamental nuclear data from an
ENDF/B! data file and prepares eight binary library files for use by
the computational modules of MC2-2/SDX. Neither MC2-2, RABANL, nor
SDX reads the ENDF/B data directly., Thus, one could prepare MCZ-2/SDX
library files from an alternative input data base (e.g., UKNDL, KEDAK)
by either conversion of the basic data to the ENDF/B formats or by the
replacement of the ETOE-2 code with a new processing code which genera-
tes the MC2-2/SDX libraries.

. The ETOE-2 program performs six basic functions: (1) reformat
data; (2) preprocess "light" element (A = 100) resonance cross
~ sections; (3) screen and preprocess "wide" and 'weak'" resolved resonances;
. (4) generate ultra-fine-group "floor'" cross sections; (5) calculate
function tables; and (6) convert all ENDF/B formats to laws which are
allowed by MC2-2/SDX.

The ENDF/B data files provide all data for a given material,
whereas the MC2-2/SDX computational modules require that the data be
ordered by reaction type (e.g., resolved resonance parameters, scattering
coefficients, etc.). The MC“-2/SDX library structure has been de-
signed to permit efficient access to data by the computational modules,
The eight data files in the MC?-2/SDX library include resolved reso-
nance parameters, unresolved resonance parameters, ufg nonresonance
cross sections, inelastic and (n,2n) scattering data, fission spectrum
parameters, and elastic scattering distributions, as well as function
tables and an administrative file.

At user option the ETOE-2 code calculates resonance cross sections
from ENDF/B resonance parameters for all materials of mass less than an
input value. Generally a mass of 100 is used. These "light" element
resonance cross sections are then combined with the ENDF/B "floor" cross
sections and integrated over ufg energy boundaries (Au % 0.008) to
provide the ufg cross sections required by MC2-2/SDX. It is
assumed that '"light" element resonance cross sections are composition-
independent on the ultra-fine-group level,

_ With recent increasing emphasis on the use of the rigorous RABANL
capability, much attention has been given to improving the computational
efficiency of RABANL. One of the approaches taken has been to have
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ETOE-2 screen out and preprocess a significant number of the resolved
resonances into composition and temperature independent ufg "smooth"
cross sections. Resolved resonances suitable for such screening can
be characterized as belonging to one of two types. The first are the
extremely wide resonances with natural widths much larger than both
the corresponding Doppler width and the ufg width. The second type
of resonance is typified by the extremely weak resonances belonging
to the medium weight nuclei of low natural abundance, or the p-wave

. resonances of the heavy nuclei. This preprocessing by ETOE-2 has
provided significant reductions in RABANL execution times, especially
for problems involving structural material resonances.

The ENDF/B formats permit a large number of options in describing
the fundamental data. Many of these options have not been used in the
four releases of ENDF/B to date and only a subset of the allowed
ENDF/B laws are processed by MC2-2/SDX. It is, therefore, necessary
for the ETOE-2 code to process data given by any of the other laws and
prepare these data in a format permitted by MC2-2/SDX. The MC2-2/SDX
resolved resonance algorithms assume a single or multilevel Breit-Wigner
or a multilevel Adler-Adler description whereas ENDF/B also permits .
R~-Matrix (Reich-Moore) parameters. It is well known that equivalent
multilevel Adler-Adler parameters may be derived from these models3
and these equivalent parameters are calculated by ETOE-2. Similarly,
ENDF/B permits six secondary energy distribution laws for inelastic and
(n,2n) scattering, whereas MC?-2 permits only three. The ETOE-2
code generates a tabulated function if data are provided for any of
the three laws not processed by Mc2-2. Similar examples may be cited
in the processing of elastic scattering distributions and fission
spectrum data., In general, the format conversions performed by ETOE-2
do not alter the basic data input on the ENDF/B files. The unresolved
parameters in ENDF/B may include data for the average competitive ‘
reaction width., These data have been ignored by ETOE-2 up to the
present time. With the release of ENDF/B-V the ETOE-2 and MC2-2/SDX
codes will be modified to process the competitive width reaction data
and the MC?-2/SDX library files will be changed to include these
data.

The ETOE-2 program thus provides an automated capability for the
generation of MC2-2/SDX library files from ENDF/B data, It performs
the same functions for MC2-2/SDX as the ETOE* and MERMC2% codes
performed for the MC? cross-section preparation program.6 Since the
library files generated by ETOE-2 are not composition dependent, the
program need be executed only when new fundamental data become available
(e.g., each release of ENDF/B). A limited capability is also available
‘to modify the data in the MC2-2/SDX libraries, thus obviating the need
to rerun ETOE-2 in order to study the sensitivity of multigroup cross
sections to changes in fundamental data.
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i MC2-2

Since its introduction in 1967 and up to the present time, the
MC2 code has been used extensively for the preparation of multigroup
cross sections, However, a number of recognized limitations and
inconsistencies in the code pointed out the need for a new capability
which could serve as a standard for fast reactor calculations. The
MC2-2 code’ has been developed to satisfy this need and represents
a significant departure from the earlier MC2 code, Recent advances in
neutron slowing-down theory, resonance theory, and numerical methods
have been incorporated into the ultra-fine-group fundamental mode
MC%-2 calculation. The code algorithms and implementation strategy
which are described in detail in Ref. 7 are briefly summarized below.
A block diagram indicating the flow through the computational modules
of MC?-2 is given in Fig. 2.
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RESONANCES RESONANCES
o| J" "
UNRESOLVED ~
‘_ RESOLVED _J
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— INTERACTIONS
ULTRA FINE GROUP |
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ULTRA FINE MULTIGROUP SPECTRUM Fig. 2
Z, MODERATING CONTINUQUS SLOWING
PARAMETERS ' DOWN SPECTRUM MC2-2 Program Flow

BROAD MULTIGROUP O

L3

REAL AND SPATIAL INTEGRAL TRANSPORT
ADJOINT WEIGHTING | | RESULVED RESONANCE
BROAD a
MULTIGROUP

SPECTRUM .

“MULTIGROUP " DATA SET, HEAVY
ELEMENT RESONANCES MAY BE EXCLUDED -
FOR USE AS SPACE DEPENDENT (SDX)
OPTION INTERMEDIATE - GROUP O DATA SET

The MC?-2 code solves the neutron slowing-down equations in the
Pi1, B1, consistent P;, and consistent B; approximations and makes use
of the extended transport approximation to account for high-order
transport and anisotropic scattering effects.81? Both the continuous
slowing down and multigroup forms of the slowing-down equations are
solved using an . ufg lethargy structure as depicted in Fig. 3.
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mc22 ENERGY STRUCTURE The energy boundary between the multi-~
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MULTIGROUP region. This is a consequence of the reso-
EF,;'EGT,SSRMAL ‘ nance treatment discussed below. The mod-
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ULTRA ~~ T~ TOP OF slowing-down formulation may be calculated
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scattering is treated continuously in the
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REGION in the ufg multigroup form.
EMIN The resolved and unresolved resonance
THERMAL calculations of MC?-2 are modeled after the
REGION o work of Hwang11 and represent a marked im-
provement in accuracy and a dramatic improve-
2 ment in efficiencZ over the methods incor-
Fig. 3. MC“-2 Energy porated in the MC? code. The resonance
Structure

algorithms make use of a generalized J#-
, integral formulation based on the narrow
resonance approximation including overlap effects. The characteristics
of these algorithms may be summarized briefly as follows:

(1) The integration procedure was optimized by utilizing the
asymptotic properties of the integrands and the general characteristics
of the Gauss-Jacobi quadrature, This was achieved by introducing
a rational transformation of the variable of integration.

(2) For the relatively weak resonances which represent a
significant portion in practical calculations, the J*~integral is
evaluated analytically.

(3) . For the resolved energy range, the new algorithms allow the
use of the multilevel formalism in Adler-Adler form!2 and the
multilevel and single level Breit—Wigner13 forms.

(4) For the unresolved energy range, the algorithms provide
an accurate estimate of the in-sequence overlap effect which accounts
for the long-range correlation of levels described by Dyson!' and
include the influence of interference scattering. ‘

As shown in Ref. 15, the J*-integral method provides an efficient
means of accounting for resonance effects in the continuous slowing-
down formulation. In particular, the continuous slowing-down equations
are solved for the "asymptotic" neutron slowing-down density ignoring
narrow resonances. Then the resonance reaction rates are computed
using the flux resulting from the asymptotic slowing-down density
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attentuated by absorption in higher energy resonances, The ultra-fine-
group flux derived from the attentuated slowing-down is thern used in

the generation of broad-group cross sections by standard group—collaps1ng
methods.

As noted above, the entire MC2-2 calculation is performed on an
ultra-fine-group mesh. Inelastic and (n,2n) secondary energy distri-
butions may be described by discrete levels, evaporation spectra
and/or tabulated functions according to the ENDF/B specifications.
Detailed angular distributions are used in calculating ultra~fine-
group Pp and P; elastic transfer matrices for all materials, For
light elements, an analytic integration over the sink group is combined
with a detailed numerical integration over the source group.16 Heavy
element transfer matrices are calculated semi-analytically according
to the methods described in Ref. 17.

Options available to the user of MC2-2 include inhomogeneous
group—dependent sources, group-dependent buckling, buckling search to
critical, and isotope-dependent fission spectrum distrlbutlons. The
user- speC1f1ed cross-section file generated by MC2-2 is appropriate
for neutronics calculations ($50 groups) or for use in intermediate
group (X50-300 groups) spectrum calculations. In particular, the
intermediate group cross-section file may be used in the SDX capability.
described below,

A hyper-fine-group integral transport capability RABANL is also
available at user option. The hfg width is defined to be small compared
to the maximum lethargy gain on scattering by the heaviest 1sotope in
the problem. RABANL was modeled after the RABID!® and RABBLE!®
codes although significant modifications have been made to: (1)
eliminate precision difficulties; (2) make use of the MC2-2/SDX
library data; (3) link the hyper-fine-group calculation to the ultra-
fine~group calculations through the slowing-down souce; and (4) increase
the overall efficiency of the codes.

Since hundreds of thousands of hfg may be involved, especially when
including resonances of the structural materials which occur at tens or
hundreds of keV, attention to algorithm efficiency was essential in
order to permit RABANL to be used for routine calculations. The ETQE-2
screening mentioned above represents one such efficiency. Even more
significant was recognizing and taking advantage of the asymptotic .
shape of the Doppler broadened resonance line shape functions to
minimize calculations of these functions during the hfg sweep.

An example of the improvement in ‘accuracy of RABANL compared to
the previous codes is the calculation of cylindrical transmission
probabilities. By recognition of the asymptotlc nature and analytic
representation of the integrals involved, Hwang 20 has been able to
eliminate the tabular interpolations required by earlier brute force.
methods with consequent improvements in storage requirements as well as
accuracy. ’
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Whereas initially RABANL was thought of as an option intended for
use only in the low energy region ($300 eV) where the narrow resonance
approximation assumed in the J%-integral formulation is known to be
deficient, the algorithm improvements in RABANL have resulted in a code
which is now used routinely for design and analysis activities with

users frequently specifying a RABANL upper energy well above the heavy
element resolved resonance range.

Figure 4 shows an example of the spectral detail provided by the
MC2-2 ufg capability for an inner core composition of ZPPR. The
spectral detail below 4 keV is provided by the resolved resonance
treatment described above, whereas the detail above 1 MeV is due
primarily to the ufg treatment of the inelastic and (n,2n) scattering.
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Fig. 4. MC2-2 Spectrum, 0.0001-10 MeV

In order to illustrate the MC2-2 execution times and compare IBM
and CDC versions of the code, a sample problem as specified in Table 1
was run-at ANL on the IBM/370-195 computer and at LRL Berkeley on the
CDC 7600 computer., Table 2 compares the CPU execution times on the two
machines for different areas of the code. The peripheral.processor
time is not available on the CDC 7600. ‘
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Table 1. MC2-2 Sample Problem Specifications

Mixture: 239Pu, ZHOPU, 2‘+1Pu, 235U, 238U, 120, 16q, 23Na, 27Al,

Fe, Cr, Ni, Mn, Cu, Mo,.Si

uf

Options: Au & - 1/120, 27 epi-thermal broad groups; ihconsistent Py
homogeneous spectrum; buckling iteration; 1740 ultra-fine
groups; single fission spectrum; continuous slowing down

below "4 keV; improved Greuling-Goertzel moderating

parameters; unresolved resonance self-overlap; four nearest
resolved resonances; RABANL treatment below A1, 234 keV.,

Table 2. MC2-2 Sample Problem Timing

CDC~7600

IBM/370~195"
Code Area CFU, sec CPU + PP, sec CPU, sec
Input . ' - 0.5 . 4.1(0.5%) 0.1
NR Unresolved Resonance o 42.7 66.8 24.3
NR Resolved Resonance @ ’ 17.0 22.7 19.0
NR Interaction 0.3 2.8 0.1
NR Resonance Calculation : 60.0 92.3(11.0%) 43.4
Tabulated o 1.4 15.6 0.1
Elastic Matrices 36.0 136.6 19.4
" Moderating Parameters 2.3 4.9 1.3
Macroscopic Data Processing 39.7 157.1(18.8%) 21.5
: . a a a
Ultra-fine Group Spectrum 143.8 279.8 106.7
Broad Group ¢ Management 31.3 83.0 13.8
Inelastic ¢ Management 10.9 71.6 5.0
Ufg Spectrum and Broad Group o 186.9% 448.88(53.6%) 148,22
Broad Group Spectrum 0.6 1.5(0.2%) 0.2
RABANL Resolved Resonance o 74.6 - 85.5
RABANL Slowing Down -15.1 - -11.6
RABANL Collision Rates 2.0 - . 4.7
RABANL 111.3 130.4(15.6%) 113.0
TOTAL : o 401.4 836.7 327.6
Total CPU/Total : . 0.48

‘aThreé passes to obtain critical buckling.
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. 5DX
A space-~dependent cross-section generation capability is provided
by the SDX option of the ETOE-2/MCZ--2/SDX code system. The SDX option
may be characterized by three salient features:
(L the use of an intermediate-group microscopic crosgs-section
library for all cross sections except those represented by resonance
formalisms;

(2) run time computation of intermediate~group resonance cross
sections appropriate to the composition, cell structure, and temperature
of the problem; and

(3) explicit treatment of all heterogeneity and multiregion
spatial effects in one dimension.

The SDX option has been designed to provide the user great latitude
in the rigor, complexity, and computational effort associated with a
given problem, For example, it is possible, for each region in a
multiregion problem, to obtain the intermediate-group cross sections,
perform the resonance cross section and integral transport calculation
for a heterogeneous cell model, and homogenize the intermediate-group
cross sections, The homogenized cross sections for each region would
then be used in a multiregion, intermediate-group diffusion theory calcu-
lation, and the resulting flux used to calculate broad-group spatially
averaged cross sections on a cell-averaged and plate (pin)-wise basis.
The rigor, and computational effort, of such a calculation could be
relaxed by using a single set of intermediate-group cross sections for
all repions, but still generating the resonance cross sections for each
different region. The integral transport calculation could be omitted
and volume-averaging used in the cell homogenization with or without
the use of equivalence theory to account for heterogeneous effects in
the calculation of resonance cross sections. A block diagram indicating
the major program modules of SDX is given in Fig. 5.

At its most rigorous the SDX calculation is more rigorous, yet
significantly more economical, than the most rigorous previously
existing fast neutron multigroup cross-section preparation capability,
On the other end of the spectrum, the simplest SDX calculation provides
in less than 2 min a broad-group cross-section set which should be
adequate for many analyses. In particular, the latter option is an
improvement upon the self-shielding factor schemes because of the more
accurate resonance cross-section and elastic removal treatments.

Broad~group microscopic cross sections are composition-dependent
because of the composition-dependence of the neutron flux (and current)
weighting spectrum, Elastic removal and heavy element resonance cross
sections are generally the most sensitive to composition due to inter-
mediate element scattering resonances and heavy element resonances.

In the SDX option the resonance cross sections are calculated on an
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intermediate-group level for each plate or pin type (using equivaleace
theory) or homogeneous mixture in each region of a multiregion problem.
As Fig. 1 indicates, the resonance calculation in SDX uses the same
program modules as MC2-2. 1In particular, either the narrow resonance
J*-integral treatment or the rigorous RABANL treatment may be used to
provide the composition and temperature dependent resonance cross sections.
Intermediate-group resonance cross- sections are calculated assuming a
constant collision density per unit lethargy in SDX rather than by use
of the attenuation treatment described earlier in MC2-2. Thus the
resonance algorithms employed in the SDX calculation combine a high
degree of accuracy with modest computational time. It is assumed in
the SDX option that all the remaining cross sections are composition
independent on the intermediate-group level and that the intermediate-
group spectrum will adequately reflect the composition-dependence for
the purpose of obtaining broad-group cross sections., For current appli-
cations, intermediate-group cross-section libraries on the order of

150 to 200 groups have been generated. These libraries adequately
"trace out" the higher energy scattering resonances in intermediate
mass nuclei. The intermediate~-group cross-section libraries may be
constructed from MC2-2 ultra-fine group calculations as indicated in
Fig. 1 or any other code which creates a cross-section file in the
proper format.

Three options exist in SDX with respect to unit.cell
homogenization: '

@B A homogeneous mixture may be specified in which case
resonance cross sections are computed for a homogeneous mixture and
simply combined with the intermediate-group library data (i.e., no
unit cell homogenization).
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(2) If a heterogeneous unit cell is gpecified, he;erogéneous
resonance cross sections are computed for selected isotopes in the
specified plate/pin types using equivalence theory or the rigorous.
RABANL heterogeneous treatment. These resonance ¢ross sections are com—
bined with the intermediate-group library data and an infinite slab or
cylinder integral transport calculation is performed for the unit cell.
Spatial self-shielding factors and cell-averaged intermediate-group
cross sections are calculated. The integral transport calculation is
based on a modified version of the code CALHET?! which makes use of the
collision probability methods developed for RABANL.

(3) The integral transport calculation described in item (2)
may be omitted and volume averaging used to obtain all cross sections.

The intermediate-group library data and cell-averaged resonance
cross sections are input to & one-dimensional diffusion theory calcu-
lation. The sgace-dependent calculation employs the space-energy
factorization? approximation optionally as a final sclution or as a
means for accelerating the direct intermediate-group solution, and
employs power iteration with Chebyshev acceleration. A fundamental mode
option is avallable for space-independent solutions., A modified version
of the SEF1D code?2? is used for the space-dependent calculation. Broad-
group microscopic cross sections are averaged over the intermediate-~
group spectrum and over user-specified spatial regions with cross
sections appropriate to individual plates/pins available on option.

SDX has also been extended to provide a y-processing capab111ty
by interfacing AMPX2Y4 generated files with SDX and providing a
y-source module, Use of this capability permits a consistent calcu-
lation of y-production data accounting for the resonance and spatial
self-shielding of the capture and fission cross sections.

The computing time required for an SDX calculation is dependent
upon the user options as discussed above. Three sample problems have
been run on the IBM-370/195 at Argonne National Laboratory to provide
an indication of time requirements. All problems were runm with a single
156~group cross-section library. Both the unit cell calculation and
the diffusion theory spectrum calculation depend upon the number of
intermediate groups. . In Table 3 timing results are presented for a
single-region problem in both a homogeneous and heterogeneous (12-plate)
representation, The computation times for the resolved and unresolved
resonance calculations increase in the heterogeneous problem since the
calculation must be performed for the homogeneous mixture as.well as
for each resonance material in each plate, In Table 4 timings are
presented for a multiregion space-dependent calculation in which each
region was treated homogeneously. The simplest SDX calculation is
represented by the homogeneous problem of Table 3, The most detailed
calculation would include multiregion effects as in Table 4 along with
a heterogeneous cell model as in Table 3.
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Table 3. Fundamental Mode SDX, 12 Isotopes (time in sec)

Homogeneous Heterogeneousa

nge Area CPU PP CPu PP

Input processor . <1 2 ‘ <l . 2

Unresolved resonancés 18 14 28 32

Resolved resonances 4 13 4 22 6

Interaction and cross-section 2 09 3 13
preparation

Unit cell o - - 36 9

Spectrum 8 7 8 7

Total ‘ 43 50 98 81

a . . .
Twelve plates of which seven contained resonance isotopes.

Table 4. Homogeneous, Space-Dependent
SDX - 16 Isotopes, 4 Regions
(time in sec)

SEF1D Remainder Total

CPU. PP CPU PP CPU PP

73 23 92 126 165 149




PROGRAMMING METHODS

The ETOE-2/MC2-2/SDX code system was developed at Argonne
National Laboratory on an IBM-370/195. All programming has been done
in FORTRAN and has rigorously adhered to the standards established by
the Committee on Computer Code Coordination (CCCC).25 1In addition,
considerable effort was expended to produce a code which may be implemented
as simply as possible on other computers.

The entire code is variably dimensioned through use of the sub-
program package BPOINTER.26 Al1l binary I/0 is performed by subroutine
calls to the standard CCCC routines REED/RITE?5 so that great flexi-
bility is provided in specifying 1nstallation—dependent data management
strategies. The standard CCCC routine TIMER?S5 has been used for
installation-dependent timing function. Extensive use has been made
of comment cards in order to make the codes as self-documenting as
p0531ble (approximately one-third of the more than 50,000 source cards
of MC?~2 are comments). :

As ponted out above, the input to the code system is an ENDF/B
data file, Broad-group cross-section files are output by the code system
in either the ARC System XS.ISO format?® or the ISOTXS format®!
specified by the CCCC. BCD input is prepared according to standard ARC
System conventions,

The code system is operational at ANL (IBM), SLAC (IBM), LRL Berkeley
(CpC), BNL (CDC), and is available from the Argonne Code Center and the
NEA ISPRA Code Center. The program package includes ETOE-2 processed
data for the ENDF/B Version IV data. Modifications to ETOE-2 and
MC2-2 are underway to permit processing of ENDF/B Version V data which
is scheduled for release during CY 1978, The modified code and data
will be made available through the ANL and ISPRA Code Centers.
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PRODUCTION OF MULTI-GROUP DATA AT LIVERMORE*

Peter C. Giles
Lawrence Livermore Laboratory -
Iivermore, California., U.S.A.

ABSTRACT

The Livermore evaluated.nuclear data library (ENDL) is
used at Livermore as a source of data from which multi-group
parameters are derived for use in a variety of transport
codes which in terms of methods span the gamut from: Monte
Carlo to S, to diffusion and in terms of particles considered
includes neutrons, photons andjor charged particles.

In order to service all of these application areas a
system of computer codes have been in operation for some time.
This paper will discuss the initial design philosophy and
goals of this system, its present status and future projected
features.

The CLYDE code has been developed to handle a broad range of cross
section processing reguirements. These run the gamut of data tables for
Monte Carlo to S, to Diffusion codes. The present version processes
neutron and gamma interactions from neutron-induced reactions. The code
is operable on the CDC-T600, and occupies about 155k {octal) of SCM;
460k (octal) words of LCM are available for storage and working arrays.

The evaluated cross sections that are input to CLYDE may appear on
either cards, tape, or disk, but they must be in the format of the
Evaluated Nuclear Data Library (ENDL). ENDL is described in LLL report
UCRL-50400, Vol. 4 (1971). Furthermore, the user must specify group
boundaries, weighting fluxes, and the isotopes for which the processed
data are required. The atomic mass for each isotope is carried with the
isotope in the evaluated library. Standard sets of group boundaries and
weighting fluxes are also maintained. There is, incidentally, a preproc—
essor (ENDFLLL) available to translate ENDF/B library data into the ENDL
input format, and vice versa.

The output from CLYDE is flux-averaged group cross sections, trans—
fer probabilities, energy depositions, particle and isotope cross sections,
isotope destruction cross sections, and approprlate averages of collateral
quantities such as the average number of neutrons per fission. The code

* : . - A . ' ..
Work performed under the auspices of the U.S. Department of Energy by
the Lawrence Livermore Laboratory under contract number W-TLOS-ENG-LE8.
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processes data for transport theory, diffusion theory or Monte Carlo
applications to neutronic systems, shielding, and fusion research.

The design philosophy behind the CLYDE code encompasses these

points:

a)
b)

e)
)

e)

It is designed to be unlimited in the amount of data it can
handle, and in the number of groups and order of transfer
matrices that it can generate.

It is designed to calculate the group constants for any
isotope with a standard group structure and scattering order
in a reasonable amount of computer time. ‘

Built-in rigidity with regard to particular models or param-
eters is not allowed.

Redundancy in input information is allowed in the evaluated
library, but is not processed in CLYDE.

Output is provided in two general formats for the S,/Dn
(deterministic) codes. CTART produces Monte Carlo output.
Card, disc, or tape output are all available, and with each
option printouts are produced that include all pertinent
information in a convenient form.

Conditions (b) and (c) are satisfied by transferring certain specific
model calculations to preprocessor codes. These codes perform appropriate
operations to produce basic microscopic data from models and/or recipes.
Their results are stored in ENDL. Or these results may be used as card
input to CLYDE if it is undesirable to place them in the library. Some of
these preprocessor functions are:

a)

b)

c)

a)

e)

)

To convert angular distributions to Legendre coefficients,
incorporating fitting and thinning procedures (UPDATE).

To process scattering kernels for the more time-consuming
multibody transfer processes (e.ge, ny2n); and, to generate
the correlated energy-angle Legendre expansions of the
kernels (FIRST and DECAY).

To generate thermal scattering kernels from S{o,B) data
(FLANGELLL) .

To generate differential angular probability date from
Legendre expansion coefficients (UPDATE).

To generate energy tables for the emitted neutrons from fis-
sion (FISPEC). :

To calculate average energy depositions from neutron induced
reactions (ENDEP).
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g) To generate '"cold" cross section data from resonance param-
eters (resolved or unresolved) (ENDFLLL).

‘Where is CLYDE going? We will be elaborating our charged particle
interaction file (presently an addendum to ENDL). Part of the user com-
munity at LLL is interested in charged particle scattering matrices for
both scattered particle and knockon, and for other appropriate group con-
stants (e.g., reaction cross sections). EGDL is the gamma analogue to the
ENDL file. We intend that CLYDE be able to operate on EGDL and ENDL files
to produce a complete set of nuclear group constants, whether neutron.
gamma., or charged particle initiated. It now handles neutron and vhoton
data. - For charged particles, our initial efforts include data for the
hydrogen and helium isotcpes. We may proceed in Z beyond that, thinking,
for example, of potential medical physics requirements.

Plans for CLYDE also include an abbreviated operation which would
provide activation group constants; essentially the usual reaction and
destruction cross sections, but without transfer matrices. The base data
file (ACTL) presently exists.

Other improvements include an improved Doppler‘broadening subroutine
(SIGMAl). We.may try to include some kind of Bonderenko self-shielding.

Finally, there are some almost "cosmetic" improvements which need
to be made. We expect to realize some timing improvement, especially
with higher order output. We now use double, even triple precision
routines for some of our integrals. We have available some morw sophisti-
cated algorithms which require only single precision, and which should be
implemented soon. ILastly, CLYDE is a user code. Unless program propri-
etors want to become involved in every users dalliance with their code, it
is essential that simple instructions, complete diagnostic and error com-
ments, and reasonable drop-through options be provided. We intend to put
considerable effort into these last items.
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NEW RESONANCE CROSS SECTION CALCULATIONAL ALGORITHMS *
by
Donald R. Mathews
General Atomic Co.

P.0. Box 81608
San Dieggqua1if. 92138

Improved resonance cross section calculational algorithms have been
developed and tested for inclusion in a fast reactor version of the MICROX
code(1). The resonance energy portion of the MICROX code solves the neutron
sTowing down equations for a two region lattice cell on a very detailed
energy grid (about 14500 energies). In the MICROX algorithms, the exact
P, elastic scattering kernels are replaced by synthetic (approximate) elastic
scattering kernels which permit the use of an efficient and numerically
stable recursion relation solution of the slowing down egquations. In the
work described here, the MICROX algorithms have been modified to include:

’1. An additional delta function term in the P. synthetic scattering
kernel per a suggestion by Turinsky and Roman (2). The additional
delta‘function term allows one more moment of the exact elastic
scattering kernel to be preserved without much extra computational
effort. With the improved synthetic scattering kernel, the flux
returns more closely to the exact flux below a resonance than with
the original MICROX kernel.

2. The slowing down calculation has been extended to a true B1 hyper-fine
energy grid calculation in each region using P] synthetic scattering
kernels and transport-corrected PO collision probabilities to couple
the two regions.

* Work Supported by the Department of Energy, Contract EY-76-C-03-0167.
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INTRODUCTION:

. The algorithms described here have been incorporated into a

new code called SKM2. The SKM2 code is effectively a modernized GAROL
code(3).

The original version of the SKM code was written by P. Walti as
part of the development of the MICROX code(‘). The SKM code solved
the neutron slowing down equations for a two-region lattice cell on a
very detailed energy grid in the resonance cilergy region. Spatially
flat and isotropic neutron emission densities in each region were
assumed far evaluating the PO collision probabilities used to couple
the fluxes in the two region cell. A second level of heterogeneity
was also treated, i.e., one region could have imbedded grains(particles).
The effect of neutron leakage was approximated by the addition of a DB2
absorption term. The input cross sections were read from a 9000 energy
{tu = 0.001) GAR data tape(4) prepared by the GAND code(s). Isotropic
in the center of mass coordinate system P0 elastic scattering was assumed
for the neutron slowing down process. The exact elastic scattering
kernels were replaced by synthetic (approximate) elastic scattering
kernels which permitted a very rapid evaluation of the slowing down
integrals via an efficient and numerically stable recursion relation.

The development of a more accurate synthetic scattering kernel,
extension to true B1 calculation in each region, and results for an
HTGR test problem follow.
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2. NEW SYNTHETIC SCATTERING KERNYL ALGORITHMS

2.1 Exact Elastic Scattering Kernels

The 2=0(P0) Legendre moment of the exact isotropic in the

center-of-the mass coordinate system elastic scattering kermel is

8 (u'-u)6 (g-u'+u) e—(u'-u)

P (uwu') = (2.1)
° l-a
where 2
- (AL
“= (A+1> , (2.2) _
Q% -tna (2.3)
(1 forx2z 0
8(x) = ' .
0 for x <0 : (2‘.4)

and A is the atomic mass of the nuclide in question (in units
of the mass of the neutron). Equation (2.1) is identifiable as
isotropic in the center-of-nass system neutron scatter from a

zero temperature free gas. The 2=1(P1) Legendre moment of the

exact kernel is

ylusat) = SISO o) B/ | (g /2]

2(1-e) 2.5)

2.2 Letharev Mements of the Fxact Xernels

The nth lethargy moment of a scattering kernel will be

defined here as . .
[--}
Ii“) Ef(u'-u)nPﬁ(u-ru')du'. (2.6)
u .
Analytic expressions for the n =0, 1, 2 lé;hargy mcaents of

the exact Po and Pl elastic scattering kernels are ziven in Table 1.



Lethargy Moments of the Txact Elastic Scattering Kernels

TADLE 1

QUANTITY A#1l A= A>> 1
I(‘-’) 1 1 1
Q
2
(D 1 4+ -2 tna 1 A
0 l-a
() 2 + —*na(2-20a) 2 16
O 1-a 2
3A
(0 2 2 2
1 3A 3 3A
2 . ‘ L
| ](1) _ ey o 10 204 _59,_ _ %K
6-A geA 3
2 2 .
1€2) (A-1)"(A+2) (2ne)? - 2(A-1)"(hA+5), o 32:A 112 16 _ 8
1 6°*A G-A 9 27-A 27 3““2

Z9
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Revised Svnthetic Scattering Kernels

' N
The Turinsky~Roman synthetic scattering kernel i$“)

p(uru') = 6(u'-u) [f~5(u‘-u) + Real {ghe"g(u’-u)}]A (2.7)

where the consfantsf, g and h depend upon the nuclide mass A but

not upon lethargy. Note that g and h are complex.

Wdlti's synthetic scattering kernel has the same form as the
Turinsky-Roman kernel except that the real constant f in Eq. (2.6)

is taken to be zero (no delta function term).

In the SKM2 code, the P and P, synthetic scattering kernels are
both assumed to be of the functional form of Eq., (2.6). Only the
numerical values of theconstants differ between the P0 and Pl kernels.
The subscript denoting the Legendre moment index will be omitted in

the following discussion to simplify the notation.

The values of the constants appearing in Eq. (2.6) are deter-
mined in the same manner as in the original Wilti derivatioél)
except that cne more lethargy moment of the exact scattering
kernel may now be matched ly the synthetic kernel because of

the extra delta function term.

Using Eq. (2.7) in Eq. (2.6) yields the following expression

for the lethargy moments of the Turinskv-Roman synthetic scattering

kernel
(o) _
I = f+h, (2.8)
) _
I = h.g, +he 2.9)
2 2
8. *gg
2 2 :
2 2 - o o
1@ . (g - g)) + bhig s, (2.10)
2 2.2
(gr + gi)

where the r and i subscripts denote the real and imaginary parts of

2z and h, respectively.
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After equating Fqs. (2.8) .through (2.10) to the expressions
for the lethargy moments of the exact kernels given previously,
we now have three equations for the determination of 5 unknowans

«, gr: gi’ h.r and hi)'

Folloﬁing Walti, the wlues & 8, and g, are obtained from a least

squares fit of the synthetic kernel to the exact kernel. Thils means
that

- ' - ' . .
e2(u) = J/.{Real[ghe g(u “{] - pXRCE () }zdu' (2.11)
a , ‘
should be minimized with respect to g. The Po results oobtained by

Walti for this minimization problem were expressed in the approxi-

mate forms
g = il for A=l

r (.10 - 0.50/A)/I§l)for A>2 (2.12)
o = 30 for A=1
- (1.64 - 0.24/(A-1.2 ))/q for A2. (2.13)

The P, results obtained by Walti were that the Py

g; may be assumed to be the same as the PO values for A22 and that

values of g, and

8. = 3/2, g = 0 for A=l. 1lote that the Po and P, svathetic kernels

1
are exact for A=l (hiydrogen).

For given values of and i obtained from the least squares

£ 3 8.
fitting process, Eas. (2.9) and (2.10) may be solved for hr and hi

in the forms

= 2, 1) 220 ()
h = 2g I '-(/Xg, +8;) I (2.14)
"2 2 2,.(2 .
221 /o (21 ® ] rg, for a2
(2.15)
following which Eq. (2.8) yields
£ =10 . (2.16)

Turinsky and Roman cliose to perform the minimization of Eq. (2.11)
with respect to h rather than g. This approach leads to scmewhat more

complicated expressions for the various constants which they solved by
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an iterative scheme. Walti's approach seems preferable on physical
grounds. The éonstant g éppears in anexponential aud contains the
maiu'information about the shape of the synthetic kernel whereas

the constant h is primarily a normalization faétor. It therefore
seems more appropriate to perform the least squares fit to the exact
kernel in terms of the "shape'" parameter g rather than the "amplitude"

parameter h.

Results obtained with the SKM2 code are thus not precisely
comparable to those obtained by Turinsky and Roman because of dif-
ferences in the method of choosing the synthetic kernel parameters
even though in both schemes the Oth<through an lethargy moments of
the exact kefnel are preserved along with a least squares fit to

the exact kernel.

Revised Slowing Down Source Recursicn

Let the Turinsky-Roman synthetic scattering kernel be represented

by

p(u) = f£+8(u) + 5(u) Real [ghe‘g“] (2.17)
where 1 for u0

o (u) = (2.18)

0 for u<0 .
The complex slewing down source to a given lethargy u is
- gyt

H(u) = J/”f(u') [f-&(u—u') + ghe g(u-u )] du' (2.19)

or -
b -g(u-u')

H(u) = f£r Ku) + f Ku') ghe °° cu' (2.20)
where =

FC') = ¢(u')zs(u') . (2721)
Similarly

wrh ~g(uti-u')

H(u+a) = £« Hutd) + ‘/. F (u')ghe du’ (2.22)

or -
—g —o ey’ & -
H (ud)=f+ F (utd)+e °lfu F (u')ghe 88 )du'+f F(u+t-v)che o dv
0 [o]

where : (2.23)
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Using Eq. (2.20) in Eq. (2.23) yields

, A
H(utd) = £+F(utd) + e_gA [H(u)-f-F(u)] +.jr F(u+A—v)ghe-gvdv 4
. )

. (2.25)
" Let the scattering density F(u) be represented by a linear
function of u in the interval of u to utd, i.e., let
F(u') = a + bu! (2.26)
or '
F(u+a-v) = F(utA) + [F(u) - F(u+A)] (-X-) (2.27)
With this assumption the last integral in Eq. (2.25) becomes
A - _.—8A -84,
| fF(u-i-A—v)ghe ¥ av=F (w+a)h [1- (%—A—e— )] + F(u) h[(% )-e gA] (2.28)
o . e
Now define ) .y A
- fl-e °
. A(gA) = 1- (-f-:’,—A_ ) (2.29)
and —oh ' .
={1=e =7} -gA (2.30)
B(ga) _(gA }e |

5o that Eq. (2.28) becomes

H(u%A)=e"gA. H(u)+F(u) [B(gA)h—f.e'gA] + F(uta) [A(gA)h—;—f] . (2.31)

To obtain a recursion similar to Walti's, set

A(gt)= Agh)n+f (2.32)
and
a - -gA
B(gd) = B(gl)h = f:e (2.33)
to obtain
A —cA A A - |
H(uts)=e °"H(u) + B(gl)+F(u) + A(gA)«F(ut+d). (2.34)

For the 'rea1 part of (ga)<0.05, the following series expansions
are used id the SK2 ccde ' :

@ TTY 1-gl(1-g2{1/2) - g2 /) - (1/24) 2%))) (2.35)
A{gd) ¥ ga(1/2) -g1(1/8) -2 (@/29) - (1/120) 32))) (2.36)
B(gd) ¥ 2@/ - gAQL/Y) - gA@/®) - (1/30)g8))) - (2.37)
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3. POINIWISE B, EQUATIONS

3.1 N-Region B, Equations

1

The B1 equations used by the SKM2 Code were derived from the Bl
equations for a single region given in Ref. 4 by assuming Po
collision probability coupling* between regions as in the MICROX codel.

The Bl equations for the jth of N regions may then be writtemn in the

form
_ N
[Bley, ) +E @9 @ = %J}; VR S (.l
i= '
2
5 __B -
3, (@) 203 (0P (W) = 7 ¢, ) 35, W (3.1.b)
where

1
S&j(u> = J/.¢ij(u') z:sj(u')szﬁu-u')du' + s?? (u)’ (3.2)

-CO

X,
3

3 3lRex.)-1 ~
[R¢ 5 ]
BZ( )
- — u :
. = P R ' (3-4)
3T % .
tj(U)
v E4f , (3.5)
3 vyl

¥ The effect of anisotropic (Pl) scattering effects on the region
couplings are approximated by replacing the total cress section by

the transport cross section during the evaluation of the collision

7,8)

probabilicies. ° inis refinement was used only in the thermal section

(1)

of the MICROX code' ', Except for this change, the. SKM2 code uses the

collision probabilicy calculational algorithms describzd in Ref. 1.
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U gerxpo
- tan "y,
R(Xj) = 3 (3.6)
b4 for X.< 0
tdnh_ly J
3
For . |x,] < 0,25
{ . 8 2 4 3
o X,— 7T X§ + 5 X3
Yo = 1+ 15 7§ 3573 21 ° 1 (3.7)
I 3¢ 434518
=X T NS

Using (2.2) in (3.1.a) and (3,1.b) and dropping references to the

lethargy u at which the fluxes are being computed vields

N .
. : V. u N,
IBI‘:’ N L : ' 1 ! 1,08%
13 tj o] 7 Pij ; d/.¢oi(u )Esi(u )poi(u u')du +Soi$
. J -
i=1
(2.8.a)
1 2 v
- B . ' ' ' 1 o oBX
2 b, m T, = @)Yz L @u')P (u-u')du S
Y5%e5%15 T 3 BT o3 .Z;,¢13( YEg; (uF ydu’ 15
(3.8.b)

Now define  the scattering kernels to be apprcximate (svathetic)

kernels of the Turinsky-Roman form discussed previously, i.e.,
- -g5.°u
sz(u) = ij 6(u)+a(u? Real [éejhzjg g3 ] ' (3.9)

where the fi‘ are real constants, 3(u) is the Dirac delta function,

8(u) is the Heaviside function defined by

3 (u) ={1 for u >0 (3.10)

0 for u<®

znd the g., and héj are complex constants. TFurther define the
~ 1 ¢

complex sleowing down sources
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OERTNOLINOIINEEY zj'/'%(u')z j(u ye By (8 aur
‘ (3.11)

and not that

o .
Sﬂj(“) = Real [Hﬂj(ui] + SZj(U) (3{12)'

As shown in the previous section, the sz(u) obey the following

recursion relation .
H£j<u+5) e 8gsd H, (u) + 9& 23 (u) + 4 50p 5 (uF) | (3.13)
where | . '
~ l-e gZ‘A T g, .
D&j" E (u) {hﬂj[ ‘ZJA - e °Lj ] ~‘£je 23 } (3.14)
. ) A ‘
=y Y _ e 83
Atj o (utd) { 5 [1 9y % + flgj (3.15)

If we further define

- s A ‘
CZj = Dzj%j (u) + e %j H&j () (3.16)

then Eq. (3.13) beconmes

F’), 4 = 2 . . + " . 3.
py(HH8) = &y 8, (wHA) + C,p (3.17)

Using the ahove definitions in Egqs. (3.8.a) and (3.8.b) vields

N
- V.
- i . . ex
[Bla.;lj + Esdo E 7 Py ;Rgal [hoi(u)] + soiE (3.18.a)
i=1 J .
Y. - = Real |H + &% 3.18.
Yi2e3®1 13 3 1*1’# ea [ lj(u)] 1: (3.18.b)

Rewriting Eqs. (3.18.2) and (3,18.b) at u+A and using Egq. (3.17)

ar
N

' v, ,
| Ay la + 4 )= e % 2 ‘
!B(U+-)|, (U L)+Z (u+A)?Pj(u &) E 7 Pij uoi(u+4)Real Aoi

+Reallaoi]+ Szf(u+i) , . ‘
s 5 ‘ ’ ) (3.19&3)‘
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- 1 B2(ut) b (utt)Reall:
Yj (u+1\)2tj‘(u. A)¢lj (u+p) -~ 5 5 (ud) i ‘4”03 (u+L\.)-—¢L:i (utA)Real [Alj]
ex
+Real [Clj]+. 515 () (3.19.b)

Collecting terms and dropping references to utd

. -
i .
+ -'P.. . . - E — P,.¢ .Re(A_.) =
(B‘¢1j {th PJJRe (AOJ)} ¢03 v 1J¢Ol e 01)
: i£3 1
N (3.20.3a)
Vi ex
Z L {Re(C )+ }
V. 1j oi oi
i=1
. 1 B2
) Py - ex ,
3sztj Remlj)f'élj 3 TET %o Re(C,,) + Sy (3.20.b)
From Eq. (3.20.b) we have
‘ B2
B i : ex
3%t 'B'[Re(cu) * Sli]
Ble,, = ) (3.21)
.Z,. - Re (A,
T3t ¢ 1j
Using Eq. (3.21) in Eq. (3.20.a) yields
2
B * L, - PiRe(a L 4
3lvy.Z . = Re(A_,
l [fJ t3 ( lJ)]
Z Vi
7 Pij¢oiRe(Aoi) (3.22)
i#y
N : . soBX
Vi ex || [RE(CM) '°1«t]
== P,,{Re(C_,) + S8 - -
Vv, "ij “oi oi v.S . = RelA,.)
i=1 J it 13

Eq. (3.22) and then (3.21) are the 3,
eees N) coupled bv P collision probabiiities (P*j's) an

e .
slowing down source recursion (E4. 3.16) made wssible by assuming

approximate separable (svathetic) scattering kermels.
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3.2 Two-Region B, Equations

1

Specializing to 2 regions, we have

v
( B ' _2 .
| 3015 Re(All)]*'L 117 (4 )} bor” ¥, TarforRelhop) T Oy (3e23.2)
oy .
| 307 Relh )" Fe2” 2zR°<Aoz))¢oz "V, Tfalfeo)) = G (3.23.D)
where ‘ |
2 ex .
v, |B|[Re(c )+ J
Ly ex | _ 137714
Z V 1 . {Re(Coi) -+ Soi } - Y.zt.-Re(Al.) (3.24)

Solving Eqs. (3.23.a) and (3.23.b) for §,, and ¢62 vields

-

2

v
B 2
— + E_,~P, Re(A )% Q P, . Re(A,,)Q :
¢01 - i 3[Y22t2 AE(AIZU tZ "22 '02 Ol V 21 02702 (3.25.2)
' E
BZ Vl ' .
= Re(A )% Q. == P__Re(A..)Q (3.25.b)
¢02 _ 3 BEYthl Re(All)] tl 11 02 V2 12 017701
E
where

E = — Re(A ) — + I ,-P,,Re(d,,)
) 3[{lbtl RE(All)] l ll '3[Y2~t2"Re(A12Z] S Ted 22 02

-PZlRe(AOZ)PlzRe(AOl) ' . (3.26)‘
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4. TEST PROBLEM RESULTS

"4.1 Fort St, Vrain HTGR Test Problem

The test problem results presented in this sectien represent a R
. ., 9
comparison of selected results from the MICROX code , the GGC-5 code ,

the original SKMY code and the SKM2 code.

The four-nuclide test problem, which is a simplification of typical

 Fort St. Vrain reacter problems, is defined by the following data,

Geometry Cylinder
Diameter of the fuel grains 400 microns
Volume fraction of grains in the rods 0.1027
'Digﬁeter~of‘the fuel rods 1.27 cm
6blqmé fraction of the rods 0.20
Dancoff correction factor 0.42
Buckling 0.0 cm"2
Fission source U-235
Temperature 1100°K

The broad group energy structure and core composition used for the

problem are given in Tables 4,1 and‘4,2 respectively,

GGC~5 included a GANDY uaresolved resonance calculation for thorium -

I

in fine groups 53-63. The value ofc was 734 barns and the resonance
[z
paraneters wara chosen SO &s to reprod G

££
ac

e the G infinite dilution cross

sections.,

Tha GAROL resclved resonance calculaticn for thorium-in GGC-5
(fine groups 64-92) was modified to include the grain-shielding mathod
used in MICROX (Reference /€) in lieu of the Dyos-Pomraning treatment

(Reference JI).
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TABLE 4,1

BROAD GROUP ENERGY STRUCTURE FOR THE
FORT ST. VRAIN HIGR TEST PROBLEM

Broad Group GAM-II Fine Groups Lower Encrgyv (eV)

1 1-44 1.832 x 10°

2 45-63 3.355 x 10°

3 64-68 961.1

i 4 69-84 17.6

5 85-90 3.928

6 91-92 2.382

TABLE 4.2

CORE COMPOSITION FOR THE TOP ST. VRAIN
HIGR TEST PROBLE
Density a) Hemogenized Homogenized Cell

Nuclide in the Density in Density in Averaged
Grains the Rod the Moderator Densit+

C 4.41300~-2 5,78-2 6.28-2 16,1802

Th-232 1.94742-2 2,00-3 - 4,000~4

U-235 8.18890~4 8.41-5 - 1.682-5

(-~-238 4,40117-5 <4 ,52-6 - 9,040-7

a) All densities are in atems/b-cm.
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-1
The MICROX calculation used a reference value of Etot 2 = 0.2983 cm
]
(macroscopic total cross section in regionm 2) to correspond to the Dancoff

factor of 0.42.

A buckling of 0.0 cm_z was chosen in order to compare GGC-5 and
MICROX as closely as possible. In addition, MICROX was run with zero-
temperature slowing down in the fast energy range and no thermal up-—
scatter to the fast range was allowed. (The restriction on the thermal
upscatter was made because the present version of MICROX always performs
a complete calculation including both fast and thermal spectrum com-

putations,)

The cell-averaged microscopic results for the thorium absorption
cross sections and the carben and thoriym out-scattering cross sections
are compared in Tables 4.3, 4.4, and 4,5, respectively. The GGC-5,
GAROL and MICROX results are from Ref, 1. .

The major thorium resonances are located in broad grcup 4 in these
calculations., The group & thorium absorption cross section is 0.72%
higher than the SKM or MICROX results. The change in the group 4 thorium
absorption cross section between the SXM and SKM2 codes is due to the

following effects

.

1. A 1.05% decrease cdue to the improved synthetic scattering
kernel in the SKM2 code,
2. A 1.49% increase du2 to the use of the transport cross

section instead of the total cress section in the computation

o}

f the regicnwise collision probabilities in the SiM2 code.

(W0 )
o>

0.18% incregase due to the use of the transport cross section

in the ccmpuration of the grain shielding.



TABLE 4.3

THORTUM ABSORPTION CROSS SECTIONS FOR THE FORT ST. VRAIN HIGR TEST PROBLEM

Group 66e-5 GAROT, MICROX sk sK2
1 0.1712 - 0.1712 — -~
2 0.6332 - 0.6357 - -
3 1.7730 1.7731 1.7986 1.7727 1,7723
4 7.8354 7.8664 7.8556 7.8555% 7,9120
| 0.1393 0.'1393 0.1393 0.1393 0.1393
6 0.2963 0.2962 0.2962 0.2962 0.2962

* 7.8636 with built-in point skipping criteria.

6L
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Group
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TABLE 4,4

GGC=5

0.1986
0.1789
0.5964
0.1511

- 0.4954

1.5083

MICROX

0.1986
0.1789
0.5953
0.1508
0.4946
1.5046

Outscattering Cross Sections For The Fort St. Vrain HTGR Test Problem

0.5962
0.1595
0.4948
1.5395
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TABLE 4.5

GGC-5

0.1827
0.0306
0.1148
0.0282
0.0673
0.2072

MICROX

0.1827
0.0306
0.0608
0.0151
0.0618
0.1923

SKi2

——————a—
——

-

0.0669
0.0151
0.0618
0.,1923

LL
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It should be noted that item 3 above is included in the present
production version of the MICROX code. The results given
in Tables #.3; 4.4, and 4.5 are from the originmal version of the MICROX
code, It is planned to re-run this test problem with the present pro-
duction version of the MICROX code in the near future, More rigorous
testé against the GAROL code with special GAR data tapes using a finer

lethargy spacing are also planned.

The effect of the new delta function synthetic scattering kernel
on the computed neutron fluxes in the néighborlicod of the first two
major resonmances of thorium is given in Fig. 4,7, As expected, the
original Walti synthetic scattering kernel slightly underestimates
the fluxes belo& the resonances, Insignificant differences in
U-235 fission and U-238 capture cross sections were obtained between

the SKM and SKM2 codes

The difference in the results for the carbon out-scattering cross
sections between GGC-5 and MICROX is due to the fact that GGC-5 over-
estimates the effect of out-scattering. The evaluation of CAM cross
section data for fine-group out-scattering is based -6n the assumption
that the flux shape within each GAM fine group is flat (constart
lethargy flux). In reality, the mean flux at the upper GAM group
boundary is greater than the flux at the lower grcup boundarv. A
neutron suffering a scattering collision near the lower group boundary
is more likely to end up in the mnext lower GAM group than is a neutron
which is scattered near the upper group boundary. Therefore, the GaAM
ouc~-scatteri ne cross sections are too high. MICROX does not use the
constant flux approximation for primary nuclides, The GAROL section
. of GCC-5 does not suffer from that limitation either; howéver, the
 scattering cross sections from GAROL are not present¢y used by GGC-5

for n*oad—aroun averaging

The reason for the large differences in the results Zor the
"thorium cut-scattering cross sections is that reconance scattering

cross sections are self-shielded in %ICQO\ and Sr>i? and unshielded
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in GGC-5 except in the internal calculations of the GAROL section.
(The thorium out~scattering cross sections are, of course, rel;tively
unimportant in HIGR analysis, but are of considerable importance in

fast breeder reactor analyses.)

The SKM code did not compute transfer matrices. The SKM2 code
results compure well with the MICROX code results except for the
group 6 carbon outscatter, The MICROX code assumption of very wide

broad groups breaks down for the relatively narrow

group b.
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ABSTRACT

The Shielding Factor Method is an economical designer-
oriented method for producing the coarse-group space and energy
self-shielded cross sections needed for reactor-core analysis.
Extensive experience with the ETOX/1DX and ENDRUN/TDOWN systems
has made the SFM the method of choice for most US fast-reactor
design activities. The MINX/SPHINX system was designed to
expand upon the capabilities of the older SFM codes and to in-
corporate the new standard interfaces for fast reactor cross
sections specified by the Committee for Computer Code Coordina~
tion. MINX is the cross-section processor. It generates multi-
group cross sections, shielding factors, and group~-to—group
transfer matrices from ENDF/B-IV and writes them out as CCCC
ISOTXS and BRKOXS files. It features detailed pointwise reso-—
nance reconstruction, accurate Doppler broadening, and an effi-
cient treatment of anisotropic scattering. SPHINX is the space-
and-energy shielding code. It uses specific mixture and gecme-
try information together with equivalence principles to construct
shielded macroscopic multigroup cross sections in as many as 240
groups. It then makes a flux calculation by diffusion or trans-
port methods and collapses to an appropriate set of cell-averaged
coarse-group effective cross sections. The integration of MINX
and SPHINX with the CCCC interface system provides an efficient,
accurate, and convenient system for producing effective cross
sections for use in fast-reactor problems. The system has also
proved useful in shielding and CTR applications.
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INTRODUCTION

The complexity of a typical reactor core makes it impractical to
solve the neutron transport problem with full space and energy detail.
For this reason designers normally use effective cross sections aver-
aged over relatively coarse energy groups and space regions. The Shield-
ing Factor Method (SFM) is an economical method for producing these ef-
fective cross section that was originally developed in Pussia.! Devel-
opment of the SFM in the US has been chiefly for the fast—-reactor pro-
gram, and extensive experience has been accumulated with the ETOX?/1DX?
and ENDRUN"/TDOWN® code systems. More recently the SFM has received
increased attention for thermal power reactor analysis with the devel-~
opment of EPRI-CELL and EPRI~CPM for the electric utility industry.®
SFM code systems are traditionally divided into two parts: the cross
section processor (e.g., ETOX) and the space-energy collapse code (e.g.,
1DX). The MINY/SPHINX system follows this pattern. It was designed to
expand upon the capabilities of the older SFM codes and to incorporate
the standard interface formats for fast reactor codes specified by the
Committee for Computer Code Coordination (CCCC).’ The MINX® cross sec-
tion processcr generates a library of multigroup cross sections, shield-
ing factors, and group~to-group transfer matrices from ENDF/B-1IV? eval-
uated nuclear data and writes it out as CCCC ISOTXS and BRKOXS files.
The SPHINX!® space—energy code uses specific mixture and geometry in-
formation together with equivalence principles and a diffusion or trans-
port flux calculation to construct effective coarse—group cell-averaged
macroscopic cross sections in CCCC format.

The MINX/SPHINX system is in routine use on both IBM and CDC equip-
ment. Comparisons with the older SFM codes show generall¥ good agree-
ment. Comparisons with independent codes such as ETOE-2! /MC2-2, 2 VIM,13
and GGC~5'" give confidence that the MINX/SPHINX system is suitable for
the routine analysis of large fast-reactor cores.

THEORY OF THE SHIELDING FACTOR METHOD

The goal of the SFM is to define effective cross sections for some
range of energy (E in group g) and some region of space (r in volume v)
that preserve macroscopic overservables such as reaction rate. Clearly,

dE [ dr o (E,r) ¢ (E,r)
A = fg j:r" * ,

xgv
LdELdE ¢ (E,r)

i
where O, is the cross section for isotope i and reaction x at E and r,
and ¢ is the neutron scalar flux at that energy and position. Similar
expressions can be constructed to preserve the group~to-group scatter-
ing rates and the transport cross section.

(1)
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Unfortunately, the flux needed for Fq. (1) is not known before the
fact; in fact, it is one of the quantities being sought in the analysis.
In addition it is very complex, being full of sharp dips and peaks caused
by resonances in the cross sections. However, experience has shown that
it is possible to separate the variation of the flux into a part that is
relatively smooth with respect to energy group and spatial zone size and
a remaining resonance part. The variations in the smooth part can be
determined by a multigroup flux calculation, but the intra-group flux
must be selected by model.

The class of codes represented by MC2 and GGCC-5 determines this
nodel flux by making a detailed flux calculation for a simplified homo-
geneous system. This is an expensive procedure. The SFM codes, on the
other hand, assume that the intragroup flux can be modeled as

s = X8, (2)
t

where W is a smooth function of energy reflecting the fission and scat-
tering sources into E and I, is the total macroscopic cross section.
Formally, Eq. (2) gives the flux for an infinite homogeneous system sat-
isfying the narrow resonance approximation. However, heterogeneocus sys-
tems can be included using equivalence princples.ls Extension to wide
and intermediate-width resonances is also possible.

Furthermore, in evaluating the numerator of Eq. (1), it is assumed
that the important effect is the interaction between a resonance in O
and the dip in the flux caused by that resonance (self-shielding). Tﬁe
reaction rate becomes

0 ()
- T W(E)dE , (3)
oy + Ot(E)
4
where
i_ _}_2 : j .
Ty = 5 pjct . (4)
S

and where P is the number demsity for isotope i in the homogenecous mix-
ture. The simplification comes from assuming that Oy is comstant in g.
The result is a single parameter, the 'background cross section per atom,"
which can be used to characterize self-shielding. The cross sections
produced by MINX are computed using



WAE
o, + c ,‘
* , (5)
/ WAE
\.
g i

The results are tabulated as cross sections for UO = o and shielding
factors

1 ng(GO)
xg i (o) (6)
Xg

for several values of 0g. SPHINX then computes Gé using Eq. (4). 1In
heterogeneous systems an additional "escape cross- section per atom' is
added. The corresponding shielded cross section is then obtained by
interpolating the f-factors for this 00. Temperature is handled in the

same way.

This approach makes a composition-independent cross-section library
possible. The economy of the SFM results from being able to use this
library many times.

THE MINX PROCESSING CODE

MINX was de51gned to comblne and improve upon the resonance capa-
b111t1es of ETOX? and ENDRUN" and the anisotropic scattering capabilities
of ETOG!7 and SUPERTOG.'® 1t is a modular code that uses paging tech-
niques and variable dimensioning to make it possible to process the com-
plex evaluations found in ENDF/B-1V.? The normal flow through the code
is pictured in Fig. 1.

First, detailed pointwise cross sections are generated from ENDF/B
resonance parameters and cross sections using the method of RESEND,
The energy grid is suitable for linear interpolation to within a user
specified accuracy. The results are written out as a "pointwise-ENDF'
(PENDF) tape suitable for printing, plotting, or further processing.

These pointwise cross sections are then accurately Doppler broadened
to any desired temperatures using the method of SIGMA~1.2° This approach
has the advantage of correctly broadening smooth cross sections, back-
grounds, and multi-level representations. Since broadening is a smooth-
ing process, the results are thinned to a user specified accuracy and
written out as PENDF tapes. Examples of the number of points produced
in reconstruction and Doppler thinning are given in Table 1. Although
this highly accurate process is expensive, it only has to be done once
for a particular evaluation. Many subsequent averaging runs with differ~
ent parameters can be made using the one temperature-dependent PENDF
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[ MINK - main pregran Table 1. Results of MINX Resonance
Reconstruction and Doppler Broadening
Pointsa Pointsbat CP Seconds

Nuclide at O K 2100 K (CDC7600)

12, 404 404 68.1

Fe 8798 5033 302.8

235U 7209 2660 492.3

238U 50372 6683 3483

an o , o 238

0.5% reconstruction except 1.07 for u.

FOURC B3
e bO.l% thinning tolerance.

Fig. 1, Structure of MINX
code illustrating functional
blocks and data flow. ETOPL
is not a part of MINX.

tape. The tape can also be reworked for use by continuous-energy Monte
Carlo codes.?

This procedure will mot work in the unresolved energy range where
only statistical knowledge of the resonances is available. Effective
pointwise cross sections vs T and Oy are produced by averaging over the
ENDF/B distributions of resonance widths using methods based -n ETOX . 2

Multigroup cross sections are computed using Eq. (5) and appropriate
generalizations. The group structure and smooth weight function are
chosen by the user. - The energy integrations are performed by adaptive
quadrature starting from the union grid of the functions in the inte-
grands. The nature of the PENDF cross section grid assures that all
features are well-represented. Fission yields are averaged to preserve
V0, and slowing-down parameters are averaged to preserve po_ and £0 .

The transport cross section is computed as 0 - MO where €currents
weighting is used for the total cross sectioh. €

Elastic and discrete-inelastic scattering both obey two-body kine-
matics. MINX usually performs the resulting complex integrals over energy
and angle with a semi-analytic method?? based on an expansion in the
laboratory system. The analytic integrals are obtained by a recursion
relation, and the single energy integral is performed adaptively to a
user specified tolerance. When this is not appropriate (e.g., light
isotopes and near thresholds) MINX automatically changes to a direct
numerical integration in the center—of-mass frame.

Group-to-group cross sections for continuum reactions are evaluated
using analytic integrations over secondary energy and the standard adap-
tive quadrature for initial energy. Fission chi vectors by isotope are
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produced by averaging the ENDF/B spectrum appropriate to a specified
incident energy.

The final step is to format the results of the multigroup averaging
module into the CCCC-ITI’ ISOTXS (cross sections and matrices) and
BRKOXS (shielding factors) files.

THE SPHINX SPACE-ENERGY CODE

SPHINX combines an extended version of the resonance treatment of
1pX? with the one~dimensional diffusion theory flux calculatlon of 1DX
or the one-~dimensional transport flux transport of ANISN.2® It is mod-
ular in structure and uses the flexible POINTR system?“ of dynamic
storage allocation. The entire code was assembled in accordance with
the CCCC specifications for code compatibility.’s>2% The use of CCCC
interface files makes communication with other CCCC-compatible codes
such as TWOTRAN?® and VENTURE27 straightforward.

The basic structure of SPHINX is shown in Fig. 2. The various
execution paths through the code are administered by the ZEUS CONTROL
module using input data from the CCCC standard and code-dependent inter-
faces listed in Table 2. The fundamental cross-section data, intermedi-
ate results, and final answers are transmitted using the CCCC files de-~
scribed in Table 3.

MINX
ouTrUT

180TXS
BRKOXS

ZEus
CONTROL

TEMPERATURE DIFFUSION MODULE
INTERPOLATION smatt  V  Large

MODULE Prebjam 1t Publ'um TRANSPORY
(o us Te 2490 MODULE
Smali T Larse Enesgy | Energy
Probism | Probism Greups) 1 Greups)
(s up Te 248 +
Energy | Energy
Creups) | Groups)

RETURN TO ZEUS CONTROL

Fig. 2. Execution paths through SPHINX.
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Modular control ijnput
Resonance module input
Diffusion module input
Transport module input
Zone atomic densities

Geometry description

Nuclide density and cross
section parameters

Zone nuclide atomic densities

Criticality search parameters

Table 2. SPHINX Control Files
Name Standard Description
ZEUS1A no-
XSRINP 1.0
SKODXI no
ANISIN no
ZNBTDN no
FPRINT no b Print control
GEODST yes
NDXSRF yes
ZNATON yes
SEARCH yes
SNCONS yes Sn constants
FIXSRC yes

—

Volume and surface sources

4see Ref. 10 for detailed specifications.

See Ref, 7 for detailed specifications.

rable 3. SPHINX Standard® Interface Files

Name Description

ISOTXS Nuclide-ordered cross section data
GRUPXS Group-ordered cross section data
BRKOXS  Resonance self-shielding data
RTFLUX  Regular scalar flux

ATFLUX Adjoint scalar flux

RCURNT Regular current

ACURNT Adjoint current

RAFLUX Regular angular flux

AAFLUX  Adjoint angular flux

RZFLUX  Regular zone-averaged flux
PWDINT ©Power densities

%See Ref. 7 for detailed specificatioms.
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The first step in most problems is to use the resonance module to
prepare effective self-shielded cross sections appropriate to the speci-
fied composition and geometry. The background cross section Oy is computed
for each group and nuclide using Eq. (4). An additional escape term can
be addrd for one of the seven options: (1) cylindrical cell using Sauer’s
approximation?® for the Dancoff factor in a hexagonal lattice, (2) cy-
lindrical cell using Sauer's approximation to the Dancoff factor in a
square lattice, (3) symmetric slab cell, (4) asymmetric slab cells
(5) isolated rod, (6) cylindrical cell with the Bell approximation®? to
the Dancoff factor, and (7) symmetric slab cell with the Bell approxima-
" tion. Self-shielding factors are then computed at 0y by Langranian in-
terpolation. Effective cross sections are defined as in 1DX except that
provision is made for an elastic group-to-group matrix. The results are
written in ISOTXS format for communication with the flux modules.

On option, the code then branches to the diffusion module. The cal-
culation is identical to that in 1DX except that input is in ISOTXS for-
mat and cross-section storage has been modified to allow for up to 240
groups and for several additional partial reaction types (i.e, n2n, na,
nd, ...). The cross sections are then collapsed to a subset group struc-
ture using the computed flux and written out in ISOTXS format.

The optional transport module uses the S_ method to obtain the flux:.
The method is identical to ANISN except for tge ISOTXS interface capa-
bility. When the flux has been obtained, cross sections are collapsed to
a subset group structure and zone-averaged using either volume or flux
weighting. This provides a capability for cell homogenization.

The use of standard files provides many possible paths. For exam-
ple, the flux from a diffusion calculation is easily available as an in-
put guess for a subsequent transport calculation using already shielded
cross sections.

LIBRARIES AND UTILITIES

SPHINX is normally used with one of the existing multigroup librar-
ies generated by MINX. LIB-IV3? is a 50-group 101-isotope library gen-
erated from ENDF/B-IV. The library includes all the general purpose
evaluations from ENDF/B-IV plus the two copper isotopes and the nine
lumped fission products from ENDF/B-ITI. All materials were rum at 300,
900, and 2100 K using 4 to 6 O, values with decade steps. Scattering
matrices are given to P,. The weight function consists of a 1.4 MeV
fission spectrum joined at 820.8 keV to a 1/E shape which, in turn, joins
to a 0.025 eV Maxwellian at 0.10 eV, The library also contains delayed
neutron yields and spectra for seven isotopes generated in CCCC DLAYXS
format using NJoY, 3! :

VITAMIN-C3? is a 171~group library with 36 isotopes chosen for im-
portance in fusion and fast-reactor calculations. The specifications
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for temperature, Oy, Legendre order,
. . . User input
and weight function are similar te -
LIB-IV, except that a velocity expo-
nential fusion peak has been attached library l> i
in the 14 MeV range. spectlications BINX

These libraries require several
utility codes in order to knit them
into a system with MINX and SPHINX. structure 4
First, BINX?? is a code for convert- flux L>
ing back-and-forth between binary and
BCD modes for transmission of ISOTXS,
BRKOXS, and DLAYXS files between labor- structure
atories. LINX®? is a code for adding midure
new isotopes to an existing CCCC cross— geometry
section library. Finally, CINX®" is a
collapse code that can be used to gen-
erate a subset library tailored to a

direct uses

particular set of problems. As an #;&3 burnus
example, CINX has been used to produce

a 126~group subset of VITAMIN-C espe- L2 34

cially designed for LMFBR core diffusion

and shield analysi.s.35 Figure 3 illus-

trates how these codes and libraries Fig. 3. Outline of CCCC inter-

combine to form a complete system. face system for generating multi-

group constants for fast reactor
analysis.

CODE VALIDATION

The MINX/SPHINX system has been tested in a variety of ways.>2» 3%
One ongoing project is a comparison of various processing codes being
carried on by a committee of industrial and national laboratories (the
DOE Code Evaluation Working Group). In order to minimize confusing com-
plications, this group has analyzed a simple homogeneous composition typ-
ical of a large fast-breeder reactor core. The current results for some
important parameters are given in Table 4. Larger differences exist be-
tween the fluxes and various cross sections. At the present time, for
this type of problem, the chief causes of these differences seem to be:
(1) group structure and weight function, (2) elastic removal treatment
and (3) unresolved self-shielding. In any case, the numbers in Table 4
are less than the uncertainties associated with the basic evaluated data
and with other design conservatisms. They imply that the MINX/SPHINX
system is accurate for routine fast-reactor design.
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Table 4. Comparison of Various Codes for a
Buckled Homogeneous Fast Reactor Model

ANL ARD ORNL LASL LASL GE

MC2-2  50g/SPHINX 126g/SPHINX 50g/I1DX  ETOX/1DX 50g/TDOWN
Parameter Value % Qiff 7 diff 7 _diff 7 diff Z diff
k
eff 1.0040 0.10 0.31 0.19 0.13 0.17

C28/F49 0.1585 -0.06 -0.88 -0.26 -0.32 0.00

C28/F25 0.1447 -0.35 -0.76 -0.35 -0.48 n.28

F49/F25 0.9132 -0.33 . 0.12 -0,12 -0.23 n.22

F28/F25 0.0206 0.44 1.12 0.68 -0.44 4,27

F40/F25 0.1806 0.17 0.55 0.33 ~-0.44 - 1.55

F41/F25 1.294 0.29 0.36 0.33 -0.15 0.30
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IMPLEMENTATION OF THE RAPID CROSS SECTION
ADJUSTMENT APPROACH AT GENERAL ELECTRIC

C. L. Cowan, E. Kujawski and R. Protsik
General ﬁigg;ric,Co. — Fast Breeder Reactor Department
o Sunnyvale, California

ABSTRACT

The General Electric rapid cross section adjustment
approach was developed to use the shielding factor method
for formulating multigroup cross sections. In this approach,
spatial and composition dependent cross sections for a
particular reactor or shield design are prepared from a
generalized cross section library by the use of resonance
self-shielding factors, and by the adjustment of elastic
scattering cross sections for the local neutron flux spectra.
The principal tool in the cross section adjustment package
is the data processing code TDOWN, This code was specified
to give the user a high degree of flexibility in the analysis
of advanced reactor designs. Of particular interest in the
analysis of critical experiments is the ability to carry out
cell heterogeneity self-shielding calculations using a
multiregion equivalence relationship, and the homogenization
of the cross sections over the specified cell with the flux
weighting obtained from transport theory calculationms.
Extensive testing of the rapid cross section adjustment
approach, including comparisons with Monte Carlo methods,
has indicated that this approach can be utilized with a
high degree of confidence in the design analysis of complex
fast reactor systems.

INTRODUCTION AND REVIEW

The generation of multigroup cross sections for the analysis of
fast reactors at General Electric is based upon a rapid cross section
adjustment approach. This approach was specified to utilize the shield-
ing factor method for processing basic nuclear data, and has undergone
extensive development since the middle 1960s. Many of the early
underlying theories for this approach are described in the compilations
of group constants by I.I. Bondarenko. (1)

The shielding factor method is basically a two-step process. In
the first step, a generalized composition independent cross section
library is created from the pointwise ENDF/B data. The generalized
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library includes fine-group infinitely dilute cross sections, self-
shielding factors and group~to-group transfer matrices for all materials
of interest. This library serves as a preprocessed data base for
generating the energy group constants for a specific fast reactor system.
The self-shielding :factors are peculiar to this approach and are given
in tabular form in the generalized file for different values of the
parameter oy, where for a given material, oo is designated as the ratio
of the sum of the total cross sections for all other materials in a
given composition to the atom density of the material in question.

The second step in the shielding factor approach involves the
calculations of spatial and composition dependent cross sections for a
particular reactor or shield design. The group constants are determined
by interpolating on the self-shielding factors for the specific o, values
which are computed for the given compositions. 1In addition, the elastic
removal cross sections on the generalized file are corrected for the
actual neutron flux distribution. '

The early techniques for treating the shielding factor approach
were incorporated into the ENDRUN - TDOWN code packages(2’3 at GE and
the ETOX - 1DX code packages at HEDL. (455) The successful application of
these techniques in the design analysis of fast reactor systems, has
led to the development of a second generation of data processing codes,
as characterized by the MINX(6) and spHINX(7) systems, A significant
development effort has also gone into the present version of TDOWN, and
a number of these features are presented in the material which follows.
TDOWN was specified to give the user maximum flexibility in using the
rapid cross section adjustment approach for performing advanced design
and critical experiments analysis. Problem descriptions can vary from
a single composition with fluxes input, to a two-dimensioral multiregion
problem requiring several one-~-dimensional diffusion or transport theory
flux solutions and resulting in a set of microscopic cross sections for
each material in each region.

GENERAL FEATURES OF THE TDOWN CODE

The TDOWN code performs the following modifications to a general-
ized data library to generate composition and spatially dependent neutron
cross sections for a specific fast reactor system:

1) Self-shielding factors (f-factors) are used to modify ‘the
infinitely-dilute cross sections for fission, capture,
elastic-scattering, transport and total reactions. The
f-factors are dependent upon the temperature of the
material, the composition in which the material is found,
and (optionally) on the cell configuration.

2) Eigenvalue and fixed source flux calculations may be carried
out in fundamental mode, or in one-dimensional diffusion or
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transport theory.

3) The elastic-removal cross sections are corrected for the
energy distribution of the actual neutron flux. The
neutron f£lux spectra may be input or taken as calculated
in step {(2) above.

4) The fission spectrum for a given composition is determined
by weighting the flux averaged fission spectra for each
isotope in accordance with its contribution to the
neutron source.

5) The cross sections may be homogenized over all or a
portion of specified cells, with flux-weighting obtained
from transport theory calculations.

6) The cross sections may be condensed to one or more few
group libraries, using any of the computed or input f£lux
spectra.

A generalized flow diagram outlining the TDOWN procedures and
operations is given in Figure 1. The computations for a given composi-~
tion begin with the calculations of the self-shielding parameter for
the i-th group and m~th material, (0g){ip- This parameter is calculated
in an iterative process with the maximum number of iterations specified
by the user. Following the determination of the (ugy)ip values, resonance
self~shielding correction factors are computed by interpolating between
the f-factors which are tabulated for discrete values of the temperature
and 0,. The f-factor interpolation on o, is carried out by means of a
Taylor series expansion about neighboring values whereas the interpola-
tion on the temperature is based upon the logarithmic proportionality
between the tabulated values.

The technique for carrying out the spectral adjustment to the
elastic removal cross section in TDOWN is based upon a Taylor series
expansion of the ratio of the neutron fluxes for the 2th and Oth flux
spectrum iterations about some average lethargy u. In this expansion,
only the first two terms are retained to give,

)
R w = 4 o x D@ v w-nrP @ @
Oim (W

(0)

Here ¢4p,,° is the intragroup flux weighting spectrum used to generate the
group constants for material m in the generalized data library. Ideally,
this term can be expressed as a function of lethargy as follows:

+ .
(Go)im (ot)lm

(so)im + ct,m(u)

0 D (u) = bew), (2)
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where (0,) is the standard self-shielding parameter, and y(u) corresponds
to the fission spectrum or a constant, depending on whether the lethargy
is above or below some specified cutoff point.

Using Equation (1) it can be shown that the elastic removal cross
section after the ¢th iteration is approximately given by

( ) -
er im Yer’im R(z)(ﬁ)
im
where
u+ éu = Uy - Yy (3b)
Yy ,
f du(ui -u) Pm(u—>> ui)
e T (3¢)
Yim = ui
([—u, dqu(u->>ui)

1 i-1

u, = Upper lethargy for group i, and

Probability of scattering from
lethargy u to a lethargy greater

than uy

Pm(u—>> ui)

It is noted that the probability term P includes an expression for
anisotropic scattering.

Using Equation (2) the elastic removal adjustment factor can be
rewritten in a form which readily lends itself to a physical inter-

Fretation:

Rifl) (tsw) [z (uy -y 6 Gy, =Yym) v, /buy
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X i and ¢, = ith group total macroscopic cross
* section and flux corresponding to
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To evaluate the adjustment factor in Equation (4), the reaction
rate aond original flux spectrum are approximated by continuous linear
functions which conserve the integrals of the reaction rates and y(u)
in the neighborhood of each group and over the entire lethargy span.

It should be noted that this requires a break at the boundary between
adjacent groups of unequsl lethargy width. By rearranging Equation (4)
and substituting into Equation (3a), the elastic removal correction in
TDOWN is expressed as follows:

_ (%) )
(1 +<A“i 2Yin )(Zt,i+l Y341 A“i+1>

(%)
RO RSN O Aug¥0uspa /N T 4y Auy 5
. 0 - ’
er’im er’im - Aui 2Yim wi+l ) Aui+l
Au, + Au, W, Au,
i i+l i i

Heterogeneity is treated in TDOWN by using an optional procedure
for calculating the do's based upon multiregion equivalence theory.
The optional treatment is limited to one-dimensional slab, cylindrical
or spherical cell geometries as supplied by the user. The multiregion
equivalence relationship permits the computation of "self-shielded" cross
sections in a complex multiregion cell. This formulation is especially
important for the ZPPR plate cells, where the use of a '"two-region
equivalence relation" is at best ambiguous. The geometry is properly
accounted for through the use of the transport coefficients or first
flight conllision probabilities T,,' between regions z and z'. In this
approach, a generalized equivalence relationship is derived with the
self-shielding parameter given as follows:

(oo)m = (Oo)mz + (Ue)mz (6)

Here (0g)p, is defined as an escape cross section which is material and
region dependent (the group indicators have been omitted for convenience).
The escape cross section is expressed in terms of the collision proba-
bilities as,

z.) 1-T
tz ZZ
(ce)mz N Nmz T;? ’ (N
where
g ()

I mz' “mz' t’z
Toz = Tgz * Z Taa (z.)_, N o (8)

z'#z t'z mz mz

The coefficients, T,,t, may be conveniently computed using Sy-transport
theory by considering unit sources. The problem of choosing an appro-
priate "modified Bell approximation' is thereby avoided. This transport
kernel may then be used to generate a flux solution for use in homogeniz-
ing the cross sections in the cell.
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The broad range of computations available in TDOWN provide a high
degree of flexibility in specifying the cross sections for the analysis
of a particular fast reactor design. Thus, the cross sections for each
material on the output library from TDOWN are determined by 1) the source
material on the generalized file, 2) the composition set and material
temperature which were specified for carrying out the self-shielding
calculations, 3) the spectral set which was utilized in the elastic-
removal correction, 4) the heterogeneity description, and 5) the spectral
set which was utilized in the condensation of the fine-group data
library. A two-dimensional reactor description is input to aid the user
in setting up several one-~dimensional diffusion theory flux solutions
through specified zones in the two-dimensional model. Specific cell
descriptions may also be input for multizone self-shielding and for
transport theory flux solutions, Composition sets may, or may not,
correspond to the compositions in either the two~dimensional or cell
models. Thus, a single TDOWN problem can be utilized to provide output
data sets for the same material in the same composition at different
temperatures, or even cross section sets for different neutronics
problems. The flux spectra sets may be obtained from any of the zero
or one-dimensional flux solutions which are carried out by TDOWN, or
may be input.

TESTING THE RAPID CROSS SECTION ADJUSTMENT APPROACH

The shielding factor methods have undergone an extensive validation.
Detailed comparisons with the Monte Carlo code VIM(8) and the direct
data processing code MC2-2€9) have been carried out as part of the
activities of the Data Processing Subcommittee of the Code Evaluation
Working Group. The differences between the results of calculations
using the shielding factor approach and the more accurate methods
were found to be small for the important integral parameters. The
multiregion heterogeneity treatment incorporated in TDOWN has also
been tested against the VIM computations for the ZPPR imner core normal
cell. The results of the reaction rate calculations within the individ-
ual plates are summarized in Table I. The agreement between the results
of the shielding factor heterogeneity calculations and the Monte Carlo
calculations were found to be excellent. These studies have also
indicated some limitations in the applicability of the two-region
equivalence relationships. In particular, the shielding effects for
the structural materials have been found to be significant for certain
cell configurations.

Based upon the testing results described above and the successful
application of the shielding factor method in the analysis of critical
experiments it is concluded that the TDOWN code can be used with a high
degree of confidence in the analysis of fast reactor systems.
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TABLE T

COMPARISON OF TDOWN AND VIM HETEROGENEITY FACTORS®

FOR PLATEWISE ONE~GROUP CROSS SECTIONS

. TDOWN .
One-Group Cross Section Heterogeneity TDOWN/VIM

%5 (n,v) (U504 Plate) 1.0057 0.997 + 0.28Y%
2385 (n,y) (Pu-U-Mo Plate) 0.9509 1.001 + 0.27%
3y (n,£) (U,04 Plate) 0.9293 0.986 + 0.39%
238 (n,£) (Pu-U-Mo Plate) 1.1283 0.981 + 0.34%
2335 (n,£) (Pu~U-Mo Plate) 1.0022 1.002 * 0.26%
23%u(n,y) (Pu-U-Mo Plate) 0.9527 1.004 * 0.37%
23%u(n,f) (Pu-U-Mo Plate) 0.9968 1.002 + 0.20%
Fe(n,y) (Can Zone 1) 0.9962 1.009 = 1.02%
Fe(n,y) (Can Zone 3) 1.0320 1.018 + 1.31%
Fe(n,y) (Na Plate) 1.0215 0.999 + 1.06%
Fe(n,y) (Fe0, Plate) 0.9897 0.998 + 0.98%
Fe(n,v) (Can Zone 7) 0.9992 0.968 + 1.61%

a) The heterogeneity factors are defined as the ratio of the one-group
platewise cross sections for the normal inner core ZPPR cell divided
by the corresponding one-group cross sections for the homogeneous

cell.
b)
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The assigned uncertainty is simply the uncertainty in the individual
isotopic reaction rate for the heterogeneous cell given by VIM using
track length estimators after 200,000 histories.
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EXPERIENCE IN DEVELOPING AND USING THE VITAMIN-C
171~NEUTRON, 36~GAMMA-RAY GROUP CROSS-SECTION LIBRARY

R. W. Roussin, C. R. Weisbin, J. E. White, R. Q. Wright, N, M, Greene,
W. E. Ford, ITI, J. B. Wright, and B. R. Diggs

Oak Ridge National Laboratory
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ABSTRACT

The Department of Energy (DOE) Divisions of Magnetic
Fusion Energy (DMFE) and Reactor Research and Technology
(DRRT) jointly sponsored the development of a coupled,
fine~-group cross-section library. The 17l-neutron, 36~
gamma-ray group library is intended to be applicable to
fusion reactor neutronics and LMFBR core and shield
analysis.

Versions of the library are available from the
Radiation Shielding Information Center (RSIC) at Oak
Ridge National Laboratory in both AMPX and CCCC formats.
Computer codes for energy group collapsing, interpolation
on Bondarenko factors for resonance self-shielding and
temperature corrections, and various other useful data
manipulations are available.

The experience gained in the utilization of this
library is discussed. Indications are that this venture,
which is designed to allow users to derive problem-
dependent cross sections from a fine-group master library,
has been a success.
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INTRODUCTION

The idea of producing a fine~group cross-section library designed to
satisfy jointly the needs of fusion technology and breeder reactor core
and shield physics is an attractive one since there is much overlap in
the energy range and materials of interest to both communities. It is
obvious that savings in costs (manpower and computing) can be realized if
users can rely on a processed fine~-group cross—-section library rather
than generating their own. However, there are possible drawbacks to
developing, maintaining and distributing such a library. First, the cost
in terms of dollars is large. Second, errors in the fine-group data are
propagated to derived libraries (i.e., common mode failure). Third, such
a library is voluminous and cumbersome to handle.

The library which was developed contains P3, 171-neutron, 36-gamma-
ray group cross sections for 61 materials. Resonance self-shielding and
temperature effects are accounted for by means of interpolation on self-
shielding factors. The 1library is available in very flexible formats
which allow thc user access to individual reaction cross sections and
scattering transfer arrays.

After two years of experience in generating, distributing, maintain-
ing, and using the VITAMIN-C library, it appears that the benefits from
the project are substantial and are increasing with time. First, the
effort provides a compilation of cumulative experience which helps improve
the existing version of VITAMIN-C and provides important insights in the
development of future versions. Second, a fine-group library provides a
norm by which other techniques can be judged (e.g., broad group results).
Third, it provides a vehicle for collaboration in the interpretation of
integral benchmarks. Tourth, the data and retrieval capability provided
by VITAMIN-C provide an effective and economical means of carrying out
design studies. Fifth, its wide applicability and utilization allows a
broad range of user feedback. Finally, since it is distributed as part
of the Radiation Shielding Information Center's (RSIC) Data Library
Collection (DLC)1 a monthly status report is provided to users via the
RSIC Newsletter.

Supporting evidence for the benefits listed above is given in the
remaining sections. The sponsorship for and characteristics of VITAMIN-C
are described in the next section. There follows a section on validation
which lists various applications to which the library has been applied.
The development and testing of some broad—-group libraries based on
VITAMIN-C are then described. Conclusions about the success of the
effort are provided and a summary of plans for future work is given.
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CHARACTERISTICS OF VITAMIN-C

Sponsorship

The joint sponsorship of VITAMIN-C by the Divisions of Magnetic
Fusion Energy (DMFE) and Reactor Research and Technology (DRRT) is the
result of a collaboration between RSIC and the Reactor Methods and Data
Development Group (RMDDG) organizations within the Neutron Physics
pivision at Oak Ridge National Lahoratory (ORNL). RSIC had a task to
provide a fine-group cross-section llbrary for fusion neutronics while
RMDDG had a similar task to develop a coupled cross-section library for
LMFBR core and shield analysis. A poll of fusion contractor needs indicated
that the specifications for both libraries could be combined to produce a
single fine-group library which would meet the needs of both communities.

Characteristics

The resulting library3 contains 17l-neutron aud 36~gamma-ray groups
and utilizes Boudarenko factors" for interpolation to provide resonance
self-shielding and temperature corrections. The multigroup neutron cross
sections and Bondarenko factors were generated with MINXS while the
gamma-ray production and interaction cross sections were generated with
the LAPHNGAS and SMUG modules, respectively, of the AMPX system.®’”

Most of the evaluated data from which the multigroup data were derived
was ENDF/B-1V8. For materials not found in ENDF/B-IV, evaluated data
from the Livermore Evaluated Nuclear Library? were used.

A detailed discussion of the characteristics of the library is found
in Ref. 3.

Group Structure and Weighting Function

The 171-neutron and 36-gamma-ra,~ group structures and the weighting
function for the library were selected carefully. The neutron group
structure includes as subsets those used in past design studies in various
fields.!0,11,12 71t includes detailed representation of specific features
including total cross~section minima in Na, Fe, Al, O, N, Si, and C and
threshold reactions for energies above 1 MeV. Some group boundarles are
included that are not found in the 239-neutron-group ANSI Standard*3, but
it is believed that the 171-group structure offers improvements due to

better representation of the 300 KeV minimum in Na and of the 24 and 80
KeV minima in Fe.

The neutron weighting spectrum includes a thermal Maxwellian region,

a fission spectrum and a fusion peak with 1/E slowing down regions joining
these features.
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Formats and Designation

The version of MINX used at ORNL (MINX-I1.3) produces libraries in
both AMPX and CCCCl* master library formacrs. The version of the library
in AMPX master format is called DLC-41/VITAMIN-C. The CCCC formatted
library is called DLC-53/VITAMIN-4C ("4C" is a common way of pronouncing
"CCCC"). The materials included in the libraries are listed in Table 1.

Table 1. Materials Available in DLC-41/VITAMIN-C and
DLC-53/VITAMIN-4C.

H-1 K’ Eu-153
H-2 Ca Ta-181
H~3 Ti W-182
He-3 \Y W-183
He—-4 vr W-184
Li-6 Mn-55 W-186
Li~-7 Fe Pb
Be-9 Co-59 Th-232
B-10 Ni U-233
B-11 Cu U-234
c-12 Zr U-235
N-14 Zire-2 U-236
0-16 Nb-93 U-238
F Mo Np-237
Na-23 Ag-1Q7 Pu-238
Mg Ag-109 Pu-239
Al-27 cd Pu-240
Si Sn Pu-241
P-31 Ba Pu-242
S-32 Eu-151 An-241
Cl

It should be noted that DLC-53/VITAMIN-4C includes only neutron cross
sections (ISOTXS format) and Bondarenko factors (BRKOXS format). DLC-41/
VITAMIN-C contains neutron cross sections, gamma-ray production cross
sections, anl gamma-ray interaction cross sections.

Handling Codes for the Libraries

A variety of computer codes exists for retrieving, manipulating,
converting, editing, collapsing, self-shielding, etc., the libraries.
Those which can be used in conjunction with DLC-41/VITAMIN-C are modules
from the AMPX®s7 system. Those which are compatible with DLC-53/VITAMIN-
4C have been developed primarily at Los Alamos Scientific Laboratory and
at Westinghouse Advanced Reactor Division. All these processing codes
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have been assembled into a single computer code package, PSR-117/MARS,
which is available from RSIC. Various programs and their function are
listed in Table 2.

Table 2. Selected Computer Codes from PSR-117/MARS Which Can Be
Used in Conjunction with DLC-41 and DLC-53.

AMPX ccce Function

Module Computer Code

AIM BINX!15, LASIP-IITl6 BCD-to-binary conversion.

AJAX LINX}S, 12117, B23BlS8 Merging and deleting operations.

CHOX CHOXM Combining neutron and gamma-ray
files.

MALOCS cinxl® Energy group collapsing.

BONAMI SPHINX20 Perform interpolation on

bondarenko factors.

NITAWL 12p%1} Prepare working libraries for
use in transport calculations.

RADE —— Perform tests on multigroup
libraries.

It should be noted that only a selected number of codes from MARS are
listed in Table 2. In addition, the function of the codes may be more
comprehensive than is indicated in the table, which is mainly a guide to
codes which have shown corresponding functions for AMPX and CCCC format-
ted libraries.

All the codes in MARS ave operational on the IBM-360/91. The CCCC
codes were written for the CDC-7600 and were converted for IBM-360/91 use
at ORNL. Some AMPX modules useful for handling DLC-41 have been converted
to CDC and UNIVAC machines by the user community and are available from
RSIC in PSR~112/MAME.

APPLICATION AND VALIDATION OF THE DATA PACKAGES

The VITAMIN-C (and -4C) library has been used for integral experiment
analysis for a broad range of problems. Discrete ordinates results have
been compared against MONTE CARLO results as an independent calculational
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check against the procedure for multigroup data generation. A collective
validation effort continues by volunteers from about twenty laboratories
throughout the country.

Integral Experiment Analysis

The VITAMIN-C library has been used for the analysis of LMFBR core
and shielding integral experiments with reasonable success as indicated
below. It will also be applied to DMFE integral experiment analysis and
to the Gas Cooled Fast Reactor shielding experiment in the near future.

LMFBR Core

Results have been published?? of the analysis of the ZPPR-5 source
level flux monitor experiment. Count rate ratios were calculated within
207% of experimental values using broad group cross sections based on
VITAMIN-C. Calculated-to-experimental reactivity ratios near unity were
calculated for a U-235 fission counter and a BF3 detector.

Fast reactor data testing results for the Cross Section Evaluation
Working Group (CSEWG) of ENDF/B-IV data show consistency?3 with results
obtained at other laboratories. The ORNL calculations were obtained
using a 126-group library collapsed from the 171-group master., Some
typical results are summarized in Table 3.

Table 3. CSEWG Fast Reactor Benchmark Data
Testing Results Using ENDF/B-1IV.
k—eff for Plutonium Fueled Assemblies

Benchmark Argonne Hanford Los Alamos Oak Ridge
Experiment National Engineering Scientific National
Laboratory Development Laboratory Laboratory
Laboratory
JEZEBEL 00,9956 0.9920
ZPR3-56B 0.9901 0.9919
ZPR6-7 0.9850 0.9938 0.9892 0.9885
ZPR-2 0.9877 0.9973 0.991
(+0.0025)

LMFBR Shielding

Tests of the gamma-ray production data in VITAMIN-
agreement with CSEWG Shielding Data Testing Results?3 on ENDF/B-IV data.

showed good
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A considerable improvement resulted (see Table 4) when VITMAIN-C was
applied to the analysis?® of a steel/sodium/iron experiment with attenua-
tion of the order 102, The 5l-group results were obtained with a library?®
commonly used at ORNL for the analysis of FFTF and CRBR design studies.
Table 4 summarizes some comparative results.

Table 4. Comparison of 51-Group and VITAMIN-C Results (Calculation/
Experiment) for the Steel/Sodium/Iron Experiment (46 cm Stainless
Steel, 460 cm Sodium, and Varying Thickness of Iron).

Thickness
of Iron (cm) C/E Ratio (51-Group) C/E Ratio (171-~Group)
0 0.84 0.73
15 1.54 0.95
31 . 1.82 1.38
41 0.46 0.80
51 0.30 0.72
62 0.30 0.75

Independent Calculational Verification Efforts

VITAMIN-C was used to calculate the so-called CTR Standard Blanket?2’
problems with the ANISN2® discrete ordinates code. Another calculation?®
using cross sections processed at Lawrence Livermore Laboratory by a
different method and the TART Monte Carlo technique served as an indepen-
dent check of VITAMIN-C library for the CTR Standard Blanket Problem. .
Results are tabulated in Table 5.

Table 5. Comparison of LLL TART Monte Carlo and
ORNL VITAMIN-C/ANISN Discrete Ordinates Calculations
of Tritium Production for the CTR Standard Blanket

Model.
Tritium
Production LLL TART Monte Carlo ORNL VITAMIN-C/
Reaction Results ANISN Results
5Li(n,a)T 0.9560.013 0.969
"Li(n,n'a)T . 0.579+0.006 0.575

TOTAL 1.535%+0.013 1.544
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Validation Efforts

Fast Reactor Physics Codes

A reactor physics Code Evaluation Working Group (CEWG) methods
comparison effort is underway. The program comgares results obtained by
several laboratories on well defined problems.3 The ORNL participation
includes calculations using multigroup cross sections derived from
VITAMIN-C. Participation in this effort has provided feedback which has
resulted in improvements to multigroup processing schemes and to calcula-
tional techniques.

Fusion Neutronics

A group of about ten laboratories involved in fusion neutronics
studies have participated in a voluntary effort to help validate3! the
VITAMIN-C libraries and associated computer codes., All the participants
have successfully operated the VITAMIN-C package on sample problems and
are now using it for other nesutronics problems at thelr installations.

CSEWG fast Reactor Data Testing

The CSEWG data testing of fast reactor benchmarks at both ORNL and
General Electric Breeder Reactor Division is being performed using cross
sections derived from VITAMIN-C.

ANS Shielding Standards

The American Nuclear Society (ANS) standards effort for shielding is
attempting to develop a standard for multigroup cross sections for use in
concrete and light water reactor shielding. The ANS-6.1.2 Working Group
on Shielding Cross Sections is considering, among others, the VITAMIN-C
library and a 45-neutron, l6-gamma-ray group library derived from it as
possible candidates for designation as libraries conforming to iis defini-
tion of a "Standard' cross-section library. The applicability oi VITAMIN-
C with relation to such standards has previously been discussed.3? The
effort involves six laboratories and corporations interested in the ANS-
6.1.2 project.

All the above efforts have provided useful feedback which has and
will continue to improve the VITAMIN-C multigroup cross sections.

DEVELOPMENT AND APPLICATION OF DERIVED LIBRARIES

The VITAMIN-C library has provided a basis for the development and
application of derived libraries to a broad range of design and scoping
analyses. The requirements for a variety of applications are being met
by deriving broad group libraries that are tailored to solve the particu-
lar problem at hand. Some of these applications have been mentioned
above. Table 6 offers a gummary of some of the projects and resulting
broad group libraries.
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Table 6. Problem Dependent Broad-Group Libraries
Derived from VITAMIN~C.

APPLICATION LIBRARY REFERENCE
(Neutron Groups/Gamma-Ray Groups)

Concrete and Light Water (45/16) DLC-47/BUGLE33

Reactor Shielding Studies

LMFBR and CRBR 44 ORNL-531422

Core and Shield

Proliferation Resistant 9 ORNL-5389 3%

Design Studies

Gas Cooled Fast Reactor (60/17) Private

Shielding Studies Communication3®

DMFE Integral Experiment Analysis (45/16) Transé ANS (June
1978) 36

CSEWG Data and CEWG (126/36) DLC-42 /CLEAR?

Methods Testing

DMFE Design Analysis (35/21) Private
Communication3’

FUTURE WORK AND ADDITIONS

Work is continuing in the development of VITAMIN-C. Additional
materials are to be added to the library based on ENDF/B-IV. These wilil
include neutron cross sections for Pa-233, Gd, and Sm.

As indicated in the presentation38 on MACKLIB at this meeting, kerma
factors, damage energy cross sections and other response functions in the
171-group structure will be added to basic cross section library. Delayed
y-ray production spectra from fission are also available3® in the 36-
group structure and will be added to VITAMIN-C.

With the release of ENDF/B-V in 1978, it is expected that a new
version of VITAMIN-C will be processed. Because of the expanded nature
of ENDF/B-V, it is likely that the new VITAMIN-C will include not only
cross sections for radiation transport but also actinide, fission product
and activation cross sections as well as multigroup covariance matrices.

It is expected that the relevant computer codes needed for handling
the libraries will be upgraded. For example, a checking code for CCCC

interfaces is planned. (See the paper by Cacuci and Bjerkel+0 in these
proceedings).
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CONCLUSIONS

A considerable amount of experience has been gained by this venture
aimed at providing a master multigroup library from which the user can
derive his own problem dependent cross sections. It is expensive to
produce a comprehensive multigroup library such as VITAMIN-C., There are
numerous handling problems due to the quantity of data in the resulting
libraries (several tapes are required to transmit the DLC-41 or -533 to
another installation). The variety and complexity of the retrieval
programs which are required for conversion, editing, group collapsing,
resonance self-shielding and other manipulations requires good communi-
cations and cooperation.

It is evident, however, that the benefits of such a project are
substantial. Application of the libraries to a wide variety of problems
offers many channels of communication for feedback which results in
improvements to both cross—section data and computer codes. The voluntary
efforts of interested parties at many installations provide an important
part of this feedback. The successful results obtained in integral
experiment and data testing analyses and the verification of the multi-
group processing methods against independent calculations are encouraging
signs of adequate validation. The variety of design and scoping studies
to which libraries derived from DLC-41/VITAMIN-C and/ or DLC-53/VITAMIN-
4C have been applied are evidence of the true economy and success of the
project.
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DESIGN CRITERIA FOR THE 218-GROUP CRITICALITY
SAFETY REFERENCE LIBRARY

R. M. Westfall, W. E. Ford, 11T, C. C. Webster
Computer Sciences Division,
Union Carbide Corporation, Nuclear Division
Qak Ridge National Laboratory
Oak Ridge, Tennessee, U.S.A.

ABSTRACT

The generation of a 218-group neutron cross-—-section
library from ENDF/B-IV data is described. Experience in
selecting broad-group subsets and applying them in the
analysis of critical experiments is related. Recommendations
on the use of the 218-group library are made.

INTRODUCTION

The 218-group AMPX! master neutron cross~section library was
developed to serve as an analytical reference and data source in the
development of an ENDF/B-IV broad-group library for criticality safety
studies. The primary purpose of this paper is to present the cviteriu
for the selection of the 218-energy group boundaries and to discuss
the proce-dures followed in processing the ENDF/B-IV data into the
multigroup library. Included in the paper is a brief review of an
effort to determine a broad-energy-group subset of the 218-group
Jibrary which is suitable for the analysis of systems containing
selected fuel, structural, and neutron moderating and absorbing
nuclides. Also discussed is the effectiveness of the 218~group library
and its broad-group derivatives in the analysis of uranium, plutonium
and mixed-oxide fueled systems. Finally, recommendations are made on
various approaches to applying the 218-group library in performing
criticality safety analyses.

Master Library Generation From ENDF/B-IV

The initial criteria established for the 218-group criticality
safety reference library were that it should

1. be in AMPX master interface format! with provision for
problem-dependent resolved rescgnance processing,

2. be suitable for the analysis of thermal systems,

3. contain data for the fuel, neutron-absorbing and structural
materials found in shipping casks and other equipment associ~
ated with the fule cycle, and
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4, be sufficiently detailed so as to provide reference results

for trial broad-group libraries.

These criteria determined the bases for the selection of the 218-
group energy boundaries which are summarized in Figure 1. Reference 2
contains a listing of the 140 epithermal boundaries including their
function in terms of nuclides and reaction types. The 78 boundaries
below 3.05 eV provide sharp definition of the thermal resonances in U-
233, U-235, Pu=239, Pu-240, Pu-241, and Pu-242.

The weighting functions used to process the ENDF/B-IV point data
into the 218-multigroup data are given in Figure 2. The essential
features of the weighting functions are the high energy 1/Ec,, treat-
ment of the cross—-section structure in the nonresonance nuclides and
the 1/E "infinite dilution" weighting for the resonance nuclides.
Under this weighting, provision is made for carrying the resolved
resonance parameters in the AMPX master interface for problem-depend-
ent processing with the Nordheim integral method in the NITAWL module. !
If problem-dependent data is not specified by the user, the "infinite
dilution' values are used in producing the working cross-section
library.

Fig. 1. 218 ENERGY GROUP BOUNDARIES

L. Nuclides considered: Be, B-10, C, N, O, F, Na, Mg,
Al, 8i, X, Ca, Cr, Mn, Fe, Ni, Cu, Zr, Mo, Ag, Cd,
In, Sn, Ba, Gd, Hf, Pb, Th-232, U-233, U-234, U-235,
U-236, U-238, Pu-239, Pu-240, Pu-241, Pu-242,

.2, 20 MeV < 51 Groups < 8.03 keV; Boundaries chosen to
fit structure and reaction thresholds of light and
intermediate mass nuclides.

3. 8.03 keV < 89 Groups < 3.05 eV; Boundaries chosen to
bracket major resonance levels in the intermediate-
mass and heavy nuclides.

4, 3.05 eV < 78 Groups _glO'S eV; Boundaries chosen to
"march-over'" thermal resonances in fuel nuclides.

5, Hansen-Roach 16-group boundaries.



123

Fig. 2. POINT-TO-FINE GROUP WEIGHTING FUNCTIONS

1. Nonresonance Materialk (fissigp - l/EcT - Maxwellian)

Energy Range Weighting
20-1.4 MeV Fission™-._
—
1.4 Mev-0.1264 eV 1/Eo,, o
0.1264~10"° eV Maxwellian (293°K) -
2. Resonance Materials (fission - 1/E - Maxwellian)
Energy Range Weighting
20-0.1 MeV Fission
100 keV-D.1264 eV 1/E
0.1264~10"5 eV Maxwellian (293°K)

3. Selected Structural Materials (Fe, Ni, Cr)

Energy Range Weighting
20 MevV-0,1264 eV (l/EZT) Inconel or
(l/EZT) §5-304
0.1264-107° eV Maxwellian (293°K)

Since the principal application envisioned for this library was
the analysis of thermal systems, ghe unresolved resonance data was
processed at a temperature at 293 K and a background cross section of
50,000 bn. Thermal transfer arrays were calculated with free gas
kernels at 293°K for all nuclides with the exception of multithermal
bound kernels for hydrogen, deuterium, boron-10, boron-1l, and carbon.

Broad Energy Group Determination

An extensive series of model calculations were performed to
determine a broad energy group structure suitable for the analysis of
commonly encountered criticality safety problems. The procedure
followed in determining the broad-group structure is described in
reference 3. The Hansen-Roach 1l6-group structure® was the initial
trial group structure for this determination. The final 27-group
structure resulting from the determination is given in Figure 3.
Group boundaries were added to the base 16-group structure for the
following reasons.
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1. 6.434 and 1.85 MeV to match fast leakage.

2. 1.77, 1.3, 1.13 and 0.8 eV to fit the large Pu-240 resonance
at 1.056 eV.

3. 0.325 and 0.225 to fit the thermal resonances in U-235 (0.29
Ev), Pu-239 (0.296 eV) and Pu-241 (0.258 eV).

4. 0.05, 0.03 and 0.01 eV to c¢='culate the thermal flux shape.

Fig. 3. 27 BROAD ENERGY GROUP STRUCTURE

Group No. Upper Boundary Group No, Upper Boundary
1 20 MeV 15 3.05 eV
2 6.434 16 1.77
3 3 ' 17 1.3
4 1.85 18 1.13
5 1.4 19 1
6 900 keV 20 0.8
7 400 21 0.4
8 100 22 0.325
9 17 23 0.225

10 3 24 0.1

11 550 eV 25 0.05

12 100 26 0.03

13 30 27 0.01

14 10 0.00001

This group structure was found to be adequate through the broad-
group-determination procedure for the nuclides: U-238, U-235,
Pu-239, Pu-240, Pu-241, Pu-242, B-10, SS-304, (Ni, Fe, Cr), Cd,
Al, Cu, 1,0, Zircalloy-2.

The '"nuclides of interest' for which the model calculations were
performed are listed in Figure 3. During the broad-group determina-
tion process for U-238, it was found to be necessary to relax the
acceptance criterion from a 0.37%7 Ak to a 1% Ak difference between 218
and broad-group results. The relaxed criterion was applied to the
models with median fission energies between 1 and 100 eV. The initial,
more stringent criterion was retained for the thermal and fast spectrum
testing.

Library Performance on Water-Moderated Systems

Analyses of uranium-fueled critical experiments with the ENDF/B-
IV data applied in the 218-group library, a 19-group subset of the
218-group library, and as point cross sections in a continuous energy
version of KENO are summarized in Tables 1 and 2. Results for the
high-enriched uranium solutions are 0.5 to 1.5% Ak high, depending on
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group structure and the H/U-235 atom ratio. The well-~thermalized
systems are predicted quite closely. Results for the low-enriched
fuel lattice experiments are seen to be 1.5% Ak low for lattice pitches
of 0.6 inch to near critical for the more highly moderated configura-
tions. The agreement between the multigroup and point cross-section
results is very close. This agreement indicates that the calculated
biases from critical are due to the ENDF/B-IV data and do not depend

on the processing of the data into the 218-group library.

Analyses of plutonium fueled critical experiments are given in
Tables 3 and 4. Here the calculated bias is 0.5 to 3% Ak high depending
on the H/Pu atom ratio and the percentage of Pu-240 in the fuel.

Again, the close agreement between the multigroup and point cross—
section results indicates that the problem lies in the ENDF/B-IV data.

Results from the analysis of 2 wt.% Pu(8% Pu-240)0,-U05 rod
lattices are given in Table 5. The close agreement with critical is
apparently due to offsetting negative and positive reactivity biases
due to the uranium and plutonium, respectively. Here again, the trend
toward higher multiplication factors at wider lattice pitches is
clearly evident.



Table 1. Calculated Results for Uranium Solution Critical Experiments

Experiment Description

Designation Atom Ratio

H/U-235

Calculated K—-eff

XSDRNPM, Sg

Hansen-Roach
16 Group, Py

ENDF/B-1V, AMPX
218 Group, Pj3

ENDF/B-IV, AMPX
19 Group, Ps

PX KENO
ENDF/B~1V, P32

93.2% enriched uranyl fluoride
solution spheres. Infinite water
reflector

4.987 enriched uranyl fluoride
solution spheres

93.2% enriched uranyl nitrate
solution spheres

Borated 93.2% enriched uranyl nitrate
solution sphere

cs1
cs2

CS4

CSs5

Cs6

cs7?

76.1
269.8

490
425.1

1377.8

971.6

1.0000
0.9963

0.988
0.9921

1.0083

1.0055

1.0088
1.0033

0.9984
1.0057

0.9995

0.9973

1.0159 . |
1.0096

0.9973
1.0063

1.001G

1.0003

0.990 * 0.005
0.989 = 0.006
0.983 = 00.005
0.999 = 0.003
0.993 £ 0.005
0.992 = 0.004

9tT



Table 2., Calculated Results for Critical Uranium Metal and Uranium
Oxide Lattices with Clean and Borated Water Moderators

ENDF/B-IV Data

Water/Fuel Pitech
Critical Experiment Volume Ratio (inches) Point XSECS 218 Group 19 Group
WCAPa A water moderated
23 x 23 array of 2.72% 1.49 0.6 0.9869 + 0.0063 0.9848 + 0.0068 0.9867 + 0.0044
enriched UD; rods
EPRIb Clean water moderated
lattice of 2.35% 1.20 0.615 €.9900 + 0.0060 0.9864 * 0.0042 0.9849 + 0.0037
enriched UO, rods 2.41 0.750 _— 0.9922 * 0.0050 0.9934 * 0.0039
3.68 0.87 0.9984 + 0.0061 0.9932 + 0.0047 0.9934 + 0.0039
EPRIb Borated water moderated
lattice of 2.35% enriched 0.615 -_— - 0.9837 = C.0035
UOs rods 0.75 — —— 0.9983 %+ 0.0036
0.87 — - 1.0007 = 0.0C34
4.98% enriched metal rodc,
water moderated lattices in 3.09 0.512 — - 0.9878 * 0.00>
a basic 21 x 21 array from 3.48 0.512 ——— — 0.9952 + 0.0050
which rods were removed 3.58 0.512 —_— - 0.9965 + 0.0050
6.66 0.512 — ——— 0.9967 * 0.0050
9.40 0.81 — = 0.9913 * 0.0053
10.15 0.81 - -—- 0.9908 * J2.0044
10.38 0.81 - - 0.9962 * 0.0051

“Rr. p. Leamer, et al., "Critical Experiments Performed With Clustered and Uniform Arravs of Rodded Absorbers,

WCAP-3269-39 (November 1965).
b

NP-196 (April 1976).

R. I. Smith and G. J. Konzek, "Clean Critical Experiment Benchmarks for Plutonium Recycle in LWR's," EPRI

®E. B. Johnson, "Critical Lattices of U(4.98) Rods in Water and in Aquecus Boron Solution," CRNL-4280

(October 1968).

LTt
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le 3. Analysis of Plutonium Solution Critical Experiments

Wr 7 Pu~240
in Plutonium

Tab

Benchmark H/Pub
Experiment No. Ceometry Atom Ratio

2 38.6 cm sphere 125

4 38.6 cm spherud 758

7 45,4 cm cylinder 110

9 61 em cylinder® 210

13 61 cm cylinder® 623

14 38.6 cm sphere® 1067

5

5
14

8
43

4.6

25 Group
Keef
1.0197
1.0194
1.0043+0.004
1.0086:0.006
1.0145+0,003
1.0210

. p, Jenquin and §. R. Bierman, "Benchmark Experiments to Test Plutonium and

Stainless Steel Cross Sections,”

be published.

Battelle Pacific Northwest Laboratoriles, to

bThc plutonium isotopes were given resolved resonance processing throughout the
specified ENDF/B-TV range, e¢.g., down to 0.5eV for Pu-240.

“KSDRNPM analysis of spheres, KENO-IV analysis of cylinders,

3
“6.604 mm thick stainless steel reflector.

CWater reflected.

Table 4.

Analysis of Pu-Al Rod Latticesa

Lattice
Spacing (in)

H/Pu

Atom Ratio

ENDF/B~1IV

PYX KENO, K-eff

25 Group
KENO-IV, k-eff

0.90

Al-1.8 wt%Z Pu (5.58 wt% Pu-240) Rods

630
810
1000
1204
1418

Al-2 wtZ Pu

578
743
918
1104
1300

1.0189 * 0.0051
1.0138 + 0.0062
1.0092 + 0.0051
1.0116 + 0.0040
1.0022 £ 0.0051
(16.46 wt%Z Pu-240) Rods
1.0311 £ 0.0059
1.0267 £ 0.0062
1.0314 £ 0.0050
1.0308 * 0.0045
1.0327 £ 0.0050

1.0232
1.0169
1.0214
1.0214
1.0223

1.0272
1.0328
1.0268
1.0210
1.0276

0.0053
0.0084
0.0093
0.0076
0.0064

H 4+ 4+ 1+

0.0058
0.0056
0.0072
0.0061
0.0055

4+ 1+ 1+ I+

aV. 0. Uotinen,
Water - Part I:

(August 1972).

et al., "Lattices of Plutonium—Enriched Rods in Light
Experimental Results,' Nuclear Technology 15, 257
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Table 5. Analysis of EPRIY Mixed-Oxide Lattices

Penchmark Lattice H/Pub Critical Boron 25 Group

Experiment No. Spacing (em) Atom Ratio No. of Rods (wppm) KENO-V K-eff
1 1.0031 185 469 3.5 0.9920 ¢ 0.0042
2 1.003 185 761 688.5 0.9972 ¢ 0.0037
3 1.2464 391 195 4.1 1.0073 & 0.0041
4 1.2464 391 761 1093.5 1.0070 ¢ 0.0036
5 1.4186 564 160 6.0 1.0089 ¢ 0.0045
6 1.418¢ 564 689 768.0 1.0056 + 0.0033

4R. 1. Smith and G. J. Konzek, "Clean Critical Experiment Benchmarks for Plutonium

Recycle in LWR's,'" NP-196, Vol. 1., Battelle Pacific Northwest Laboratories,
April 1976,

bThc plutonium isotopes were given resolved resonance processing throughout the
specified ENDF/B-IV range, e.g., down to 0.5 aV for Pu-240.

Recommended Procedures For Applying the 218-Group Library

The 218-group library is too large to be effectively used in
systems analysis. However, there are three procedures for applying
the library in a practical manner to achieve reliable results.

1. If the system to be analyzed principally consists of the
nuclides studied in the determination of the 27-group structure given
in Tigure 3, the AMPX module MALOCS! can be used to weight—-function
collapse to this group structure for problem-dependent resonance
processing and systems analysis.

2. Lattice cell calculations can be performed with the 218-
group library in the AMPX module XSDRNPM! in a reasonable amount of
CPU time, Therefore, a very effective procedure is to perform problem-
dependent. resonance processing and lattice cell analyses in 218 groups,

followed by a flux collapse to a broad-group structure for the systems
analysis.

3. Finally, if the system to be analyzed contains nuclides
appearing in Figure 1 but not in Figure 3, the opportunity exists for
the user to develop his own broad-group structure. As noted before,
the nuclide~ dependent criteria to be considered in selecting a broad-
group structure are tabulated in reference 2.

This work was funded under a task supported by the Transportation
Branch, Office of Nuclear Material Safety and Safeguards, U.S. Nuclear
Regulatory Commission.
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THE MACK/MACKLIB SYSTEM FOR NUCLEAR RESPONSE FUNCTIONS”

M. A. Abdou and Y. Gohar
Applied Physics Division
Argonne National Laboratory
Argonne, Illinois 60439, U.S.A.

ABSTRACT

The MACK computer program calculates energy pointwise and
multigroup nuclear response functions from basic nuclear data in
ENDF/B format. The new version of the program MACK-~IV, incor-
porates major developments and improvements aimed at maximizing
the utilization of available nuclear data and ensuring energy
conservation in nuclear heating calculations. A new library,
MACKLIB-1V, of nuclear response functions was generated in the
CTR energy group structure of 171 neutron groups and 36 gamma
groups. The library was prepared using MACK-IV and ENDF/B-IV
and is suitable for fusion, fusion-fission hybrids, and fission
applications.

L. INTRODUCTION

A primary function of the neutronics and photonics analyses of a
nuclear system is to estimate a set of nuclear response rates. The calcu-
lation of a nuclear response involves an integration over the appropriate
phase space of the product of the neutron (or gamma) flux and a nuclear
response function. The MACK/MACKLIB system is concerned with the computa-
tion and data management of the nuclear response functions. MACK is a
computer program that calculates nuclear response functions such as neutron
kerma factors, gas production, and tritium production cross sections from
basic nuclear data in ENDF/B format. MACKLIB is a library of nuclear res-
ponse functions in multigroup format, generated with MACK and is directly
usable with most transport codes.

The MACK/MACKLIB system has evolved from a strong need in Ehe nuclear
fusion field for such a capability. The first versions of MACK™ and
MACKLIBZ were released in 1973. These early versions have been used exten-
sively with great success in many practical applications; the most notice-
able of these is the area of the neutronics analysis for "pure" fusion
reactor designs. Over the past two years, major developments have been
made in the calculational algorithms and new capabilities have been added
into the MACK code. The new version of the code has been released recently
as MACK-IV.3 This new version maximizes the utilization of available

“Work supported by the U. S. Department of Energy.
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nuclear data and is intended to be usable in more practical applications
such as fission reactors, fission-fusion hybrids in addition to pure fusion
and others, A new version of MACKLIB has also been produced and released
as MACKLIB-IV.* The library was generated with MACK-IV and the primary
source of basic nuclear data was ENDF/B-IV.J The library includes response
functions for a large number of materials and has a new versatile format.
The response functions are given in a fine-energy group structure (171 for
neutrons and 36 for gammas). A retrieval routine is available to prepare
data from MACKLIB-IV in a broader group structure,

The purpose of this paper is to present an overview of the MACK/MACKLIB
system, The most important part of the MACK program concerns the calcula-
tion of the neutron kerma factors. The basic theory and the calculational
algorithms for kerma factors in MACK-IV are discussed briefly in Sec. II.
Consistency in preserving the energy and the relationship between the kerma
factors and gamma production cross sections are delineated in this section.
The general features of MACK-IV are discussed in Sec. III. A description
of the important characteristics of MACKLIB-~IV is the subject of Sec. IV.

A summary is given in Sec. V.

II. NUCLEAR HEATING CALCULATIONAL ALGORITHMS AND MACK~IV

Calculation of the response function for nuclear heating is the cen-
tral part of the program MACK. The basic theory for these calculations is
summarized in this section. The major differences in the calculational
algorithms between the earlier version of MACK and the present MACK-IV
are also pointed out.

+ ']
The nuclear heating Ht(?), at any spatial poigt r, is th% sum of the
neutron heating, Hn(?), and the gamma heating, Hy(r), where®s

; Nj @ f‘bn(;’En)knj (En) dE, @)

o, ()

H €

JZ Y @ _/‘q)Y(;’EY)ij(EY) 4By (2)

-
and where Nj(;) is the number density of nuclide j at r3 knj(En) is the
response function for nuclear heating which is more commonly known as the
neutron kerma factor for nuclide j at neutron energy, E,; ij(E ) is Fhe
gamma-ray kerma factor for nuclide j at photon energy, E,; and %n(En)lS
the neutron flux for neutrons of energy En' The gamma flux, ¢Y’ is
obtained by solving the transport equation with a secondary photon produc—
tion source,
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Sy(¥,EY) = }J: N ) fcbn(?,En)opj(\En,EY) dE_ , (3)

where o.; is the photon production cross section in nuclide j for neutrons
of energy E, and photons of energy EY The summation over j includes all

nuclides in the mixture present at The neutron kerma factor can be
written as

=~ 0., ..
k .(E) = o_.(E) E+Z l-J-Q L—l—lED.,
nJ tJ i o i“ o ]

tj t]

™ O . - ; ‘

B P - I AT (%)
m oo . Mmoo EY,]
ti t]

where o is the total microscopic collision cross section, and the terms in
parentheses are the energies contributed or taken by a particular reaction
weighted by the relative probability of the reaction. The first term is
the energy of the incident neutron times the probagbility that a collision
occurred which is certain; Qi is the energy resulting from mass conversion
in reaction i; Ep;- is the average decay energy per reaction i“; En‘ o is
the average secondary neutron energy per reaction m, and ’

S;Y,j(En) / GPj(En’EY)EY dEY > (5)

k .(E) 6 .E+4+o¢ .E+oc .(F - a ) , (6
Y] pe,] ca,] PP»J] PP

where Upe’ Ocg? and ¢ are the gamma-interaction cross sections for photo-
electric, compton absorption, and pair-production processes, respectively;
and ap is equal to 1.02 MeV, The kerma factors are flux and density inde-
pendeng The heating rate can therefore be calculated from neutron and
photon transport results for any system if these factors are predetermined
for all materials in the system. The evaluation of k.. is straightforward
and is normally performed by the codes which generate photon-interaction
multigroup cross sections such as MUG.8 Calculation of neutron kerma fac—
tors is complicated by the variety of reactions that a neutron can undergo,
the kinematics for reactions in which more than one particle is emitted,
and the demand for extensive nuclear data information.

All the terms in Eq. (4) except SE are calculated in MACK from basic
nuclear data in files 1 through 5 of EN %F/B The calculation of these
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terms is somewhat straightforward and is similar in many respects to the
methodologies employed in other multigroup cross—section processing codes.
The calculation of Si » however, is more involved and has been the subject
of a large part of tEe developments in MACK-IV. This term can be calcu-
lated by the new version of the program, MACK-IV, via one of two paths as
selected by the user:

Path I. The Nuclear Kinematics Path: In this path the solutions of

the kinematics equations of all nuclear reactions are used to calculate

Sﬁ . In this methodology no direct information on gamma production is
required. One needs the individual neutron reaction cross sections and

the provided in files 1-5 of ENDF/B. If charged particles are emitted in
a reaction [e.g. (n,0) reaction], one needs the partial cross sections for
this reaction to individual excited levels (i.e. the 700's MT series) or
the energy distribution of the charged particles emitted. This type of in-
formation is sczrce in ENDF/B and this leads to difficulties in calculating
neutron kerma factors for charged-particle-producing reactions associated
with strong gamma-ray emission.

Path II. The Gamma Production Path: In this path, S s calculated
directly from the gamma production data (files 12-15 in END%/B) as

s“E=cEE)EdE,
Ey 'n p v/ oy Sy

where o, E_,E_ 1is the production cross section for a photon of energy E
at an 1nc18en¥ neutron energy En' Y

When energy-conserving gamma production data are given in ENDF/B the
gamma~-production path provides a more reliable ard straightforward method-
ology to calculating the neutron kerma factors. This path was not provided
in the earlier version of MACK because of the lack of most gamma production
data at that time., These data have been provided for a large number of
materials in ENDF/B~IV to warrant the new development, The nuclear kine-
matics path has been retained and improved in MACK-IV because: (1) gamma-
production data are still lacking for some important materials (e.g. 11B,
2327h, etc.); (2) the gamma-production data provided in ENDF/B for some
materlals are not consistent with the neutronics data content as to energy
conservation; and (3) the kinematics path provides a convenient way for
calculating the contribution to heating from each individual reaction,
which is of interest in specialized nuclear and chemonuclear applications.

ITII. GENERAL FEATURES OF MACK~IV

The purpose of this section is to briefly describe the general fea-
tures of MACK-IV. A simplified flow diagram of the calculations in MACK-IV
is given in Fig. 1. The program calculates pointwise and/or multigroup
nuclear response functions. The pointwise energy mesh, group structure,
and weighting functions can be provided by input or selected from several
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built-in procedures, The program has the capability to calculiate the neu-

tron cross sections in the resonance region from resonance parameters given
in file 2 of ENDF/B, The program also permits reading the resonance region
cross sections as input.

There i1s a large number of user's selected options to control the flow
and methodology of computations as well as the type and format of the out-
put, These are described in Ref, 3. All materials including fissionable
isotopes can be processed by MACK-IV. Among the types of information that
can be generated with MACK-IV are:

(1) Pointwise and multigroup neutron kerma factors.
(2) Pointwise and multigroup reaction cross sections.

(3) Multigroup response functions for specific nuclear processes. An
example is the helium-production cross section which is calculated
in MACK-IV by summing the appropriate reactions such as (n,a);
(n,n"a) and (n,30) with the multiplicities of the alpha generation
accounted for.

(4) Gamma-production cross sections and the gamma-production energy
matrix.

MACK~-IV has a new processor that enables the user to produce the
nuclear response functions for each material in the '""MACK-Activity-Table"
format. The format of the table is similar to that used for multigroup
(transport) cross sections commonly employed in transport codes such as
ANISN, D@T, and MPRSE. The data are arranged by groups (group 1, 2 . . .
through group IGM) and the data for each group are given in IHM positions
as 1llustrated in Table I. As shown in this table, the type of information
given in positions 1 through 34 is fixed. For example, the neutron kerma
factor is always given in position 2 and the tritium-production cross sec-
tion is given in position 7. The advantage of this format is that it pro-
vides a versatile capability for mixing the activity tables for different
materials to obtain a response function table for any mixture,

One convenient way to employ the MACK-Activity-Tables is to mix them
(explicitly) with the '"regular transport" multigroup cross sections. The
number density for each activity table should be the appropriate number
density for the material multiplied by a small (e.g. 10~!%) fixed number,
f. This multiplication factor ensures that the transport cross sections
are not significantly altered. The reaction rates and other integrated
responses calculated by the transport codes will be the true values multi-
plied by £. For this procedure to be successful the value of IHM provided
as input to IMACK must be equal to that employed in the regular transport
multigroup cross sections (generally IHM > IGM + 3),

The MACK-Activity-Tables can be produced in neutron-gamma—coupled for-
mat for use with coupled neutron-gamma multigroup cross sections., In this
case, the gamma kerma factors have to be provided as input to MACK-IV. The
data given in positions 1, 2, and 3 are such that the integrated responses
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for these positions are the total, neutron, and gamma heating, respectively.
The atomic displacements cross sections are not calculated in MACK-IV at
present but they are accepted as input to fill positions 4 and 5 of the
activity table.

Table 1. MACK-Activity-Table

Position Content
1 Neutron and gamma kerma factors
2 Neutron kerma factor
3 Gamma kerma factor
4 Displacement cross section - A
5 Displacement cross section - B
6 Total hydrogen production cro?s section
7 Total tritium production cross section
8 Total helium production cross section
9 Total cross section
10 Elastic cross section
11 Total inelastic cross section
12 Total (n,2n) cross section
13 (n,3n) cross section
14 Total fission cross section
15 (n,n”t) cross section
16 (n,1”) continuum cross section
17 (n,Y) cross section
18 (n,p) cross section
19 (n,D) cross section
20 (n,t) cross section
21 (n,3He) cross section
22 (n,a) cross section
23 Elastic scattering kerma factor
24 (n,n”) charged particles kerma factor
25 Inelastic-level scattering kerma factor
26 (n, charged particles) kerma factor
27 (n,2n) kerma factor
28 (n,3n) kerma factor
29 Fission kerma factor
30 Inelastic continuum kerma factor
31 Radiative capture kerma factor
32 Group mid-energy for neutron and gamma
33 Group mid~energy for neutron only
34 Group mid-energy for gamma only
35 Positions 35 through IHM are filled
. with cross sections for the MT reac~
. tions not given in the fixed positions
. 1 through 34.
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The computational time varies significantly from isotope to isotope.
The CPU time is most sensitive to the requirement of cross section calcula-
tions in the resolved resonance region and Doppler broadening. Table 2
shows a sample of the CPU time on the IBM-370 }Model 195 to completely pro-
cess all types of data for several materials with one-thousand energy
points and 171 neutron energy groups. The machine core storage require-
ments vary typically from 400 to 900 k bytes on the IBM-370 Model 195
computer.

IV, MACKLIB-IV LIBRARY

A new library, MACKLIB-IV, of nuclear response functions has recently
been generated. The library was prepared using MACK-IV and basic nuclear
data from ENDF/B-IV. Nuclear response functions are provided in the
library for all materials listed in Table 3. These materials are of great
interest in fusion, fusion~fission hybrids, and fission application.

The library is in the new format of "MACK-Activity-Table" described
earlier in this paper and shown in Table 1. The response functions in-
cluded in the library are neutron kerma faciors, gamma kerma factors,
atomic displacements, gas—-production and tritium-breeding functions, and
all important reaction cross sections. The gamma kerma factors were
generated with MUG8 and the atomic displacements were taken from Doran's
work.

MACKLIB~IV employs the CTR energy group Structurelo of 171 neutron
groups and 36 gamma groups. A retrieval program is included with the
library to perform the following functions: (1) collapse the data into a
broader group structure; (2) modify (add, delete, replace) parts of the
library; (3) prepare activity tables for mixtures of materials in the
library; and (4) output the data in printec, punched, and/or magnetic tape
format. :

As discussed in the previous section, one of the significant improve-
ments in MACK-IV is the provision for two different calculational tech-
niques for neutron kerma factors: (1) the nuclear kinematics path which
utilizes only the neutron data files in ENDF/B; and (2) the gamma-production
path which employs the gamma-production files as well as the neutron files.
While the basic formalisms of the two methods are exact, the accuracy of
the kerma factors calculated differs for the two methods depending on the
type and accuracy of information provided in the ENDF files. The ENDF/B-IV
evaluations were reviewed for each material and an appropriate calculational
technique was selected to ensure the relative validity of the results,

As an example, the neutron kerma factor, k,, for beryllium is plotted
in Fig. 2 for three cases: (1) k, based on ENDF/B~IIL data using the
nuclear kinematics path; (2) based on ENDF/B-IV data calculated with the
nuclear knematics path; and (3) k_  based on ENDF/B-IV data using the gamma-
production path. Comparing (1) and (2), one notes that the changes in the
basic data from Version III to IV is very small. The neutron kerma factor
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Table 2. Sample of CPU time (s)
for MACK-IV
Path 1% Path 112
611 18 45
714 18 46
Nab 66 286
Cr 145 237
238yb 243 387
Apath I: kerma factors from
nuclear kinematics.
Path I1: kerma factors from
gamma production path.
bIncludes resonance calculations.
Table 3. List of Materials in MACKLIB-IV
ENDF/B ENDF/B
MAT No. MAT No.
Hydrogen 1269 Copper 1295
Helium 1146 Niobium 1189
Lithium=-6 1271 Molybdenum 1287
Lithium=-7 1272 Tantalum 1285
Beryllium 1289 Tungsten—-182 1128
Boron-10 1273 Tungsten-183 1129
Boron-11 1160 Tungsten~184 1130
Carbon 1274 Tungsten-186 1131
Nitrogen 1275 Lead 1288
Oxygen 1276 Thorium-232 1296
Flourine 1277 Protactinium 1297
Sodium 1156 Uranium-233 1260
Magnesium 1280 Uranium—234 1043
Aluminum 1193 Uranium-235 1261
Silicon 1194 Uranium—-236 1163
Chlorine 1149 Uranium-238 1262
Potassium 1150 Neptunium 1263
Calcium 1195 Plutonium-238 1050
Titanium 1286 Plutonium-239 1264
Vanadium 1196 Plutonium—240 " 1265
Chromium 1191 Plutonium—241 1266
Manganese 1197 Plutonium-242 1161
Iron 1192 Americium-241 1056
Cobalt 1199 Americium—243 1057
Nickel 1190
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Fig. 2. Neutron kerma factors for beryllium.

calculated in Case 2 is higher than that in Case 3 at high energies (>10
MeV). The reasonr is that no information on the individual levels (partial
level cross sectious) are given in the neutron files for the (n, charged
particles) reactions. 1In this case it is clear that the results from Case

3 are more accurate than those of Case 2 and hence the kerma factors calcu-
lated from the gamma-production path are adopted for inclusion in
MACKLIB-IV.

The library also includes response functions for fissionable materials.
The neutron kerma factors for 235U, 23271, and 238y are displayed in Fig., 3.
Using the kerma factcr methodology for calculation of nuclear heating in
nuclear systems with fissionable materials should provide a significant
improvement over the approximate methods commonly used at present. Table 4
compares the neutron kerma factors in MACKLIB-IV4 to those in the earlier
version of MACKLIR? for several materials. The comparison is shown for
selected energy ranges where large differences occur. These differences
reflect a combination of effects due %o changes in basic nuclear data be-
tween Versions IIT and IV of ENDF/B as well as differences in calculational
methods.
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Fig. 3. Neutron kerma factors for 232Th, 235U, and 238y
Table 4. Comparison of Neutron Kerma Factors in MACKLIB-IV® and MACKLIBb
for Several Materials in Selected Energy Groupsc’d
13.499-14.918 10.0-11.052 1.0026~1.102
Mat. MACKLIB/1IV MACKLIB MACKLIB/IV MACKLIB MACKLIB/IV MACKLIB
Be 3.018 3.473 1.848 2,738 0.516 0.521
SLi 4,901 4,400 4,760 4,154 1.684 1.782
714 4,185 3.313 3.785 2.952 0.408 0.416
10p 6.260 3.686 5.002 3.433 1.118 1.518
12¢ 4.618 3.244 1.980 2.407 0.350 0.364
Al 6.252 4,010 2.852 2.893 0.148 0.206
Nb 1.207 1.045 0.764 0.792 0.082 0.093
Cu 3.517 2.712 1.898 1.994 0.096 0.101
Pb 0.282 0.266 0.232 0.252 0.041 0.047

_aSee Ref. 4.
bSee Ref. 2,

©Al1 MACKLIB kerma factors are based on ENDF/B-III data but those of
MACKLIB~IV are based on ENDF/B-IV.

dAll neutron kerma factors in units of MeV-barn/atom.
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V. SUMMARY

Major developments have been made in the calculational aogirthms and
new capabilities have been added into the MACK computer program. The new
version of the program, MACK-IV, is available for distribution. The pro-
gram generates important nuclear response functions such as neutron kerma
factors and tritium breeding and gas production functions as well as the
gamma production cross sections. The new developments in MACK~IV repre-
sent a major step in ensuring energy conservation in nuclear heating cal-
culations. The program is useful in almost all practical nuclear
applications.

A new library, MACKLIB-IV, of nuclear response functions was gener-
ated using MACK~IV and basic nuclear data from ENDF/B-IV. The library in-
cludes data for a large number of materials of great interest in fusion,
fusion~-fission hybrids, and fission applications., The library and a
retrieval routine are readily available from major nuclear information
centers.
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RESOLVED RESONANCE PROCESSING IN THE AMPX MODULAR CODE SYSTEM

R. M. Westfall
Computer Sciences Division,
Union Carbide Corporation, Nuclear Division
Oak Ridge National Laboratory
Oak Ridge, Tennessee, U.S.A.

ABSTRACT

The energy and spatial treatments employed in the AMPX
modules BONAMI, NITAWL and ROLAIDS are described. Recom-
mendations are made on the suitability of the various ana-
lytical models for particular applications.

INTRODUCT ION

The initial problem-dependent resolved resonance processing capability
in AMPX' was the Nordheim? integral treatment as applied in the NITAWL
module. Recently, two new resonance processing modules, BONAMI and ROLAIDS,
have been developed for application in AMPX, The BONAMI module employs the
BONDARENKO® or shielding factor method. The ROLAIDS module performs an
interface-currents, integral transport solution for energy-pointwise, slow-
ing down flux distributions in multiregion, one-dimensional geometries.

The purpose of this paper is to describe the analytical models employed
in these three modules from the viewpoint of the assumptions inherent in
the energy and spatial treatments applied therein. Hopefully, through a
comparison of the similarities and differences between the three methods,
the potential user will gain an appreciation of which approach might be most
suitable for his particular application.

Energy Treatments

NITAWL, BONAMI and ROLAIDS each shield resonance cross sections through
an integral weighting using some approximation for the slowing-down flux
interacting with the resonance nuclides. Ignoring, for the time being, the
spatial dependence of the slowing-down flux, the collision density at energy
E due to isotropic elastic scattering at higher energies E' is written as

Bl 6y &y
i O (£ ) dE" oo (E" )0 (E')dE"
o(E)$ (E) —/ REETR +f (T-0g)E’ s (1)
E E
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where

i

0(E) = on(L) + og(E) + D ox(E),

(A - 1\?
O“(A+1)

subscripts m and a refer to moderator and absorber materials, respectively.

the minimum fractional energy after collision, and

The three modules employ substantially different approximations in
obtaining the slowing-down flux ¢(E'). These approximations are listed in
Fig. 1. The narrow resonance approximation applies when the practical
width of the resonance, Pp, is much less than the energy interval over
which the absorber down-scatters. In effect, the resonance does not per-
turb the slowing-down flux available to it. The isolated resonance approx-
imation applies when the resonances are spaced sufficiently wide apart so
that the slowing-down flux can recover its asymptotic form between reso-
nances. The infinite absorber mass approximation applies when the slowing-
down it dominated by nuclides other than the absorber. Effectively, it
justifies the neglect of slowing~down sources from resonance nuclides.

The assumption of a linear variation of the scattering density (Og(E')(E'))
is applicable over very small energy ranges or when these two functions are
varying slowing with energy.

1. Narrow Resonances, i.e., Ip = << (1-04)E,
2. Isolated Resonances
3. Infinite Absorber Mass, i.e., 03 = 1

4, Linear Variation of Scattering-Density with
Energy

Fig. 1. Approximations to Obtain Slowing-Down Flux

The Bondarenko method assumes narrow, isolated resonances which per-
mit the expression of the slowing-down flux in an asymptotic form, i.e.,
O(E') = 1/E'. Substitution of ¢$(E') into Eq. (1) and integration over the
slowing-down intervals yields:

Om + Ypot
E{Om + Og(E) + 2 0y (E)]”’
X

$(E) = (2}

where the moderator cross section is assumed constant and only potential
scattering is considered for the absorber. The various reaction types
represented by Ox are temperature dependent. The expression for ¢(E)
given in Eq. (2) (or a similar form) is used to weight the cross sections
over the group structure and develop shielding factors as a function of
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Op and temperature. On a problem-dependent basis, BONAMI develops the
background cross sections, selects the appropriate shielding factors and
produces the shielded library.

The Nordheim integrzl treatment assumes isolated resonances and treats
each resonance independently. For each resonance, the flux in the absorber
region is obtained by numerical integration over a fine group (450 lethargy
intervals) mesh with slowing-down sources due to the absorber and two mod-
erators explicitly calculated as in Eq. (1). In the NITAWL module, faster
procedures for obtaining the slowing-down sources based on the narrow reso-
nance and infinite mass approximations are available as options. Resonance
wing corrections and resonance-~independent background (ENDF/B File 3 data)
are add-in on a multigroup basis. :

The ROLAIDS module sets up a variable energy mesh chosen to fit the
cross section structure of all the nuclides present in the problem. With
an assumed 1/E shaped source scattering down from above the maximum energy,
ROLAIDS performs an interface-currents, integral transport solution for
the flux at each energy point. The solution is similar to that employed in
the RABBLE program.” The calculated flux at each energy point is used with
the assumption of a linear variation of the scattering density between
points to analytically integrate the slowing~down sources due to each
nuclide to all lower energy points.

Spatial Treatments

The BONAMI and NITAWL modules employ the same two-region model in
which the absorber region can be adjacent to a moderator region containing
a 1/E shaped flux. In BONAMI, the homogeneous medium background cross
section is modified with an escape cross section to account for neutron
sources due to the external moderator. In NITAWL, the fine-~group fluxes
calculated across each resonance are augmented by the external 1/E shaped
source, In both modules, the major effort in calculating heterogeneity
effects is in the determination of how much of the 1/E shaped source pene-
trates the absorber region.

The ROLAIDS module contains the true multiregion calculation based on
the interface-currents technique. The geometry capabilities were designed
to be compatible with the one-dimensional discrete-ordinates program
XSDRNPM.! Thus the user has options of any number of zones in slab, cylin-
drical or spherical geometries with reflected (white), vacuum or periodic
boundary conditions, as appropriate. Scattering is assumed to be isotropic.
Furthermore, the interface—currents integral transport technique employs
escape and transmission probabilities which are similar to those used by
NITAWL. Various approxXimations applied to the spatial models are summa-
rized in Fig. 2.

Considerations on Application

The applicability of the three models is highly system-dependent.
However, for a wide range of applications, the difference between the
models is in the capability to calculate second order effects. Assuming
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the system to be analyzed can be adequately represented with a two-region
model, the user should consider the importance of other effects such as
the treatment of resonance scattering or resonance overlap. Procedures
followed in shielding transfer arrays are summarized in Fig. 3. The ana-
lytical technique of Bucholz® is applied in ROLAIDS to generate transfer
arrays which account for the relative location of resonance scattering

in each source group term. Mathews® has shown this to be important in
systems with intermediate levels of moderatiom.

! i
' Both NITAWL and BONAMI employ the moncemergetic, two-region f
I reciprocity theorem in determining the penetration of the

' external source into the absorber region. This approach
involves the escape probability from the fuel and a Dancoff

factor to account for neighboring fuel regions.

«  NITAWL - 1. Constant Dancoff factor supplied by user.

2. Escape probabilities from Case, de Hoffman
and Placzek.

BONAMI ~ 1. Groupwise Dancoff factor calculated with
Sauer's approximations.

2. Escape probabilities from the Levine-
modified, Wigner rational approximation.

ROLAIDS - 1. Multiregion geometries with reflective
boundary conditions precludes the need for
a Dancoff factor.

! 2. Escape and transmission probabilities
assume uniform, isotropic sources in each
region and isotropic fluxes at each bound-
ary.

Fig. 2. Spatial Approximations.

1. BONAMI shields the multigroup values (MT=2) and
renormalizes the transfer arrays.

2. NITAWL shields the scattering with fine-group
fluxes and renormalizes the transfer arrays with
the multigroup values. f

3. ROLAIDS generates transfer arrays weighted by the
pointwise fluxes, applying the point-to-group
analytic technique of Bucholz.

Fig. 3. Resonance Scattering.
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The calculation of resonance overlap effects should be considered for
systems which contain substantial quantities of the various actinides.
The base energies of several large resonances subject to overlap effects
are listed in Table 1. Again, the overlap effect is most important in
systems with significant reactivity generated in the epithermal energy
range.

Table 1. Potential Resonance Overlap

Nuclide Resonance Energy, Lo
U-238 6.67 21.0 36.7 66.2
Th-232 21.78 69.13

U-233 6.82
Pu-239 66.0
Pu-240 38.1

A very common application of these modules is in the analysis of
light-water moderated, pin-fuel lattice cells. Multigroup cross sections
generated by ROLAIDS and by NITAWL using both the Nordheim method and the
narrow resonance approximation for a 0.615 inch pitch, low-enriched fuel
cell are given in Table 2. Compared to the 1/E weighted values of the
cross sections, the shielded values are in reasonably good agreement.
However, assuming the ROLAIDS values to be correct, the Nordheim integral
method and the narrow resonance approximation are seen to over-shield the
238y resonances. This effect leads to the range in infinite lattice multi-

g
plication factors listed below.

Resonance NITAWL NITAWL
Processing: (Narrow Resonance) (Nordheim) ROLAIDS
k. 1.3143 1.3002 1.2889

The spread in the effective multiplication factors for finite systems
would probably be somewhat less.

Finally, a practical consideration in selecting which of these modules
should be used in a particular application is the relative investment in
computational resources. Typical running times for the three modules are
given in Table 3. The running times indicate that, where applicable,
NITAWL and BONAMI should be used for production work. At the present time,
the primary interest in ROLAIDS is in benchmarking heterogeneity and over-
laps effects.



Table

0.615 Inch Pitch Cell® of Smith and Konzek?
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U-238 Cross Sections Shielded for the

Upper
Energy Gc (NR) Oc (Nordheim) Oc (ROLAIDS) Cc (1/E)
3 KeV 1.03 1.06 1.12 2.29
550 eV 1.42 1.73 1.76 11.84
100 2.43 3.10 3.15 46.35
30 2.81 3.02 3.16 57.15
10 6.31 5.82 6.35 110.75

3.05 eV

Os (NR) Os (Nordheim) Os (ROLATDS) Os (1/E)
12.67 12.36 12.67 19.69
11.86 12.64 12.69 40.25
10.52 11.70 11.85 61.98
8.72 9.05 9.18 28.88
8.65 8.79 8.87 14.94

@2.35 wt % enriched U0, fuel, Al clad, no boron in H»O0.

b

R. I. Smith and G. J. Konzek, '"Clean Critical Experiment

Benchmarks for Plutonium Recycle in LWR's,'" NP-196, Vol. 1,

Battelle Pacific Northwest Laboraotires, April 1976.

Table 3. Relative Running Times
Problem BONAMI NITAWL ROLAIDS
Homogeneous Few Seconds Tens of Seconds Few Minutes

Absorber-Moderator

Several Absorbers,

External Moderators

Ten Absorbers,

Ten Regions

Few Seconds

Few Minutes

vTen Minutes

Tens of Minutes
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CROSS SECTION PROBABILITY TABLES IN MULTI~GROUP TRANSPORT GALCULATIONS*

Dermott E. Cullen, Ernest F. Plechaty and Richard J. Doyas
Lawrence Livermore Laboratory, Livermore, California, U.S.A.

and

Charles R. Weisbin and John E. White
Oak Ridge National Laboratory, Cak Ridge, Tennessee, U.S.A.

ABSTRACT

The use of cross section probability tables in multi-
group transpor® calculations is presented. Emphasgis is
placed on how probability table parameters are generated in
a multi-group cross section processor and how existing trans-
port codes must be modified to use them. In order to illus-
trate the accuracy obtained using probgbility tables, results
will be presented for a variety of neutron and photon trans-
port problems.

INTRODUCTION

The probability table method was developed in order to account for
spatially dependent self-shielding-effects as applied to Monte (Carlo neu-
tron transport calculations in the unresolved resonance region.1 More
recently the probability table method has been extended for use in multi-
group calculations.??® 1In addition, the method has been extended to ap-
ply to all energy ranges” and to both neutron and photon transport prob-
lems.

At Livermore the probability table method has been applied in the
neutron multi-group transport code TARTNP® and the photon multi-group
transport code LASNEX.” At Oak Ridge the method has been applied in the
neutron multi-group transport code ANISN.®

In the case of neutron transport the accuracy of the method has
been compared to the Los Alamos continuous energy Monte Carlo code MCN.°
In the case of photon transport convergence has been studied as a function
of the number of groups.

This paper will first discuss how the probability table parameters

“are generated in a multi-group cross section processor and how existing

%
Work performed under the auspices of the U.S. Department of Energy by
the Lawrence Livermore Laboratory under contract number W-TL05-ENG-48.
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transport codes must be modified to use them. Then results will be pre-
sented for various neutron and photon ftransport problems, in order to
illustrate the accuracy of the method.

DEFINITION OF THE TOTAL CROSS SECTION PROBABILITY (TCP) DENSITY

An important concept to understand in dealing with so-called prob-
ability tables is that any integral over an energy interval is exactly
equivalent to an integral over the range of the total cross section within
that energy interval. In order to illustrate this equivalence consider
the integral,

J‘Jg+l _ Eg+1
f £, (E)N(T,R,E,t)aE N(T,0,B,t)aE (1)
B E
g g
where,
Zi(E) - cross section for reaction i (i = total, elastic,
capture, etc.)
N(r,3,E,t) - angular flux or weighting function
(Eg,Eg+l) - energy range of group g

The weighting function used in neutron and photon transport calcula-
tions is usually written as a product of two terms,

N(E, Et) = s(EW(E,) (2)
where,

s(E) - energy dependent weighting spectrum

W(Zt) - cross section dependent self-shielding factor.

Specifically, for neutrons and photons the weighting functions most often
used are,

unshielded/Planckian self-shielded/

Rosseland
neutrons M(E) M(E) T
[z, (B) + ]
4 0
1 an
photens Bv(T) T ‘gf(T)

t
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where,

M(E) - neutron energy dependent weighting spectrum; composite
Maxwellian, 1/E, fission and fusion spectra.!?

ws]
<
=t
I

photon energy dependent weighting spectrum; blackbody
function.!!

Zt - total cross section,

- cross section representing effect of all other materials
as well as spatial leakage.

N - integer that varies for each Legendre component of the
angular flux.

From this table it may be seen that unshielded neutron cross sections

are analogous to Planckian mean cross sections for photons, in the sense
that both use the same self-shielding factor (W(Zy) = 1). Similarly, the
totally self-shielded neutron cross sections (Ig = 0, N = 1) are analogous
to Rosseland mean cross sections for photons, in the sense that both use
the same self-shielding factor (W(I,) = 1/r,). Without introducing the
concept of self-shielding the extremes of unshielded/Planckian on the

one hand or totally shielded/Rosseland cross sections on the other hand
may be shown to be equivalent to conserving either reaction rates or dis-
tance to collision, respectively.

Since all cases described above for either photon or neutron cross
section averaging all use weighting functions of the form S(E)W(Zy) the
following results apply to all of these cases. Indeed it ig fairly
straight forward to show that the following results apply to any weighting
function; the separable weighting function is introduced at this point
merely to simplify the following derivations and to illustrate
how this approach directly applies to the weighting functions normally
used to define neutron and photon multi~group cross sections.

The definition of the multi~group cross section, Eq. (1) may be
written in the equivalent form,

E

gtl % * *
s[z, - & L. (E)S(E)W(Z, )az
f L[t L(E)IE; (E)S(BIW(E} )az,

Eg Zt

(3)

E

g+l % %%
f f*cs[):,c - Et(E)]S(E)W(Zt)dthE
B z

g t

o

where

§8(x) - Dirac's delta function

Zt(E) - total cross section
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If the integration over Zt is performed first we return to the
normal definition of the group averaged cross section (E3y. 1). However,

if the integration over E is performed first we obtain the equivalent
equation,

j Z w(Z )p(Z )d):
_E
]Zw(z )p(zy)az, (1)
where,
% Eg+1 % Eg+l
p(Zt) =/ [z, - 2 (E)IS(E)AE /f S(E)dE (5)
E Tt E
g g
% % g+l
e =[] - 1 ) (e (6)
E
g

Equaticns (5) and (6) serve to define the total cross section probability
density, p(Zt), and cross sectlon for each reaction i as a function of
the total cross section, L. (Zt) Prom its definition it may be seen that
p(Ei)dZt is a normalized p%obab¢11ty distribution that deflnes the proba-
tility of the total cross section being within dZ of Z - within the
energy interval (Eg,Eg+l)

It is important to realize that since the definition of the group
averaged cross section as an integral over total cross section (Eg. L)
has been derived from the normal definition as an integral over energy
(Eq. 1) merely by introducing definitions, but no approximations, the
two forms are exactly equivalent.

The advantage of using the cross section dependent form to define
group averaged cross sections (Eq. 4) may be demonstrated by compgring
the relative difficulty of evaluating the two integrals,

E
/g+l 1 dE 7
Zt(E) + ZO E

E
&€

%
tmax * 1
p(Z,)az, _ ap
* - - f *( . (8)

tmin 2t ¥ o 0 Zy(B) + I,

or
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where,

E E
* g+l % g+l
p(zy) = f S slny -z (m)] & f i (9)
B E
g 8

If we consider the 23%Py cross sections between 40 and 300 eV we see in
Fig. 1 that in the energy vs cross section plane Zt(E) + I is a rapidly
varying, fairly complicated function represented by thousands of data
points. By congrast in Fig. 2 we see that in the probablility vs cross
section plane It + EO is a simple monotonically increasing function of

P. Therefore, once the total cross section probability density is known,
integrals in the probability vs cross section plane mgy be performed very
efficiently for a variety of weighting functions, W(Iy).

Another advantage of using the probability vs cross section plane
is the increased physical insight that is obtained by allowing one to
examine the importance of specific cross section ranges (see Fig. 2)
instead of having to deal with hundreds of cross section minima and
maxima (see Fig. 1). For example the effect of the iron 26 keV minima on
shielding problems is known. What is the collective effect of the many
minima in the iron cross section in the 0.5 to 2 MeV energy range?3

DETERMINATION OF THE TOTAL CROSS SECTION PROBABILITY (TCP) DENSITY

Levitt formulated the probability table method! for use with Monte
Carlo calculations in the neutron unresolved resonance region in order
to account for spatially dependent self-shielding effects. Unresolved
resonance parameters were sampled to define ladders of resonances from
which energy dependent cross sections were reconstructed. Instead of
using the energy dependent cross sections directly in the Monte Carlo
calculation, in the probability table method, the cross sections are
first pre-processed to define the probability density. In Levitt's
approach within successive energy intervals of the unresolved resonance
energy range the total cross section range is divided into a number of
logarithmically spaced cross section intervals. A direct analogy of the
definition of the probability density (Eq. 5) was then used to determine
the probability of the total cross section being in each cross section
interval. TFor example between 10 and 20 eV if the combined energy widths
of the many energy intervals over which the total cross section is between
50 and 100 barns is 2.3 eV, then in this energy range the probability of
the total cross section being between 50 and 100 barns is simply 0.23
(2.3/(20-10)). This approach automatically conserves the unshielded
average cross section for the resonance ladder and greatly reduces the
computer storage and time requirements for Monte Carlo calculations.
Compared to using the energy dependent cross sections direectly in the
Monte Carlo calculations the core savings using probability tables in
the calculation were so large that there was no incentive to optimize
the size of the probability tables. '

There are two obvious problems with the probability table method.
One problem is that although even short resonance ladders can accurately
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predict the unshielded average cross section, determination of the en-
tire distribution of total cross sections can require extremely long
ladders. A second problem is that although the probability table method
explicitly conserves the unshielded cross section, it does not explicit-
1y conserve the self-shielded cross sections. For example by determining
the totally self-shielded cross section (Ip = 0) using the normal energy
integral, Eq. (1) and using Levitt's histogram representation of the
probability density in BEq. (4) it is easy to demonstrate that the histo-
gram representation can require extremely large probability tables. As
mentioned earlier,in the unresolved resonance region the size of these
tables will still be small compared to the number of points required to
represent the energy dependent cross sections and as such does not pre-
sent a problem.lg However, the size of the tables does preclude exten-
sion of Levitt's direct analogue definition of the probability density
to the entire energy range.

The multi-group, multi-band method?»? was developed in order to
use cross section probability tables in all energy groups with minimum
size probability tables. In the case of multi-group cross sections we
would like to define our self-shielded cross sections using a self-
shielding factor that is similar to what we expect to encounter in ap-
plications; e.g. 1/(Iy + I3), for one Ly. Then if in our applications
the actual self-shielding is similar to our guess we will obtain an
accurate answer. The trouble with multi-group calculations is that at
any given time and space point and usually within an entire zone only

one weighting function is used. In the multi-band approach we will follow
the same procedure as is used in multi-group methods, except that now we
have more degrees of freedom or unknowns that may be used to guarantee
that we obtain an accurate answer if the actual self-shielding is similar
to one of a variety of weighting functions; e.g., 1/(Zy + Ly), for various
values of 20.15 Since, in actual gpplications the self-shielding factor
will be a function of position, this approach allows the flux in a trans-
port calculation to vary from point to point such that it reproduces the
actual spatially dependent self-shielding.

We will define the probability density such that we will exactly
reproduce a variety of known self-shielded cross sections produced by
using a variety of self-shielding factor that we expect to encounter in
applications. For example using the Bonderenko self-shielding model !®
the equation we wish to solve is,

* * ¥* ‘
Zi(Zt)p(Zt)dZt < Z'i >
* N n
(2, + ) . (z, + &)
(24 (2q,M) = (z*idz* s = i T 9 (10)

* N
(zt + zo)



162

This is a classical moments problem; given <Zi(ZO,N)> , determine

p(z¥) and Zi(Zi). For Ig = 0, and various values of N this problem re-
duces to Hausdorff moment problem.17 For N = 1, and various values of
Iy this problem reduces to the Stieltjes-Hilbert moment problem.!? Both
of these problems have been widely studied and only results will be pre-~
sented here. In the multi-group, multi-band method?*3 by assuming the
probability density p(Z%) is given by a series of Dirac delta functions
the integral moments problem is reduced to a coupled set, of non-linear
algebraic equations,

ZikPk

K (Sgp + Zp)¥
Py

e;zi(}:o,l\])> = (11)

T 2ok + 5"

Starting with the total cross sections <ZIi(Zg,N)>,(i = total) for B
bands we have 2 X B unknowns; Py and Ztk’ Therefore given 2 X B self-
shielded total cross sections (using different Iy and N combinations)

this system can be solved to uniquely define Py and Zyyp. Given more

than 2 * B different self-shielded total cross sections this system

can be solved in some "best Ffit" sense; e.g. least squares or min-max.
Once Py and L+x are known, for any given reaction i the equations are
linear in the B unknowms I;x and starting from known cross sections
<Z;(Zg,N)> the system is easy to solve either uniquely or in a "best fit"
sense.

If the multi~band approach is to be applicable to all energy ranges
it must be demonstrated vhat only a small number of bands are required
to correctly predict self-shielded cross sections. TFor example, if we
assume the flux in all applications is of the form,

5 Zo £(0,) (12)

how many bands are regquired to adequately reproduce self-shielded cross
sections over the entire range of I, £(0,#)? In order to more clearly
illustrate the dependence of the self-shielded cross section on I . in
the multi-band method setting N = 1 in Eq. (11) and multiplying by the
product of terms [Zyx + Z5]; i.e., I [Zg + Zol it is found that in the
multi-band method, Bonderenko self-shielded cross sections'® are given
by a rational approximation in Zgp,

S CI Tl N o S i S
S5 0 n-1%0 1%0 * %o
<Z Iy = 53 ) (13)
Ty T+ B 3 Iy T+ ... BZy+ A /<E (0)>
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where B is the number of bands used.

In this form the equation explicitly defines the Zo - o and
Lo * 0 limits.

The coefficients Aj and Bj can be determined by fitting Eq. (13)
to a known set of self-shielded cross sections <Ii(Zp)> . In order to
determine the polynomial order required for an accurate fit, a highly
underdetermined set of equations involving twenty-three pairs of
<74(Zg)> and Iy were used. Instead of the traditional approach of ex-
pressing Iy as powers of ten,!® within each group Ip was defined as
multiples of <Z, (»)>. The values of Ig used were infinity and zero as
well as multiples of <Zt(w)> from 1 to 1024 in powers of 2, and from 1
to 1/102L in powers of 1/2.'% Therefore, within each group, besides the
points at zero and infinity, Iy covered a range of over 10®, centered on
<Zt(m)>. It was found that using only two to four bands allowed the
twenty-three known values of <Iy(Zp)> to be approximated to within 0.1%
for all materials in the ENDLY® library and all energy groups. Table
1 presents for each material the maximum error using two to four bands.

Since highly accurate Bonderenko self-shielded cross sections can
be calculated directly from unresolved resonance parameterszo without
recourse to resonance ladders and only two to four bands are reguired
to accurately reproduce self-shielding, the multi~band approach elimi-
nates both problems that are inherent in the probability table method.

What might be considered to be serendipity is the realization that
besides the use of multi-band parameters directly in multi-group, multi-
band transport calculations the parameters may be used to accurately
calculate Bonderenko self-shielded cross sections for use in normal
multi-group calculations. As such these parameters can replace tables
of Bonderenko self-shielded cross sections normally carried in multi-
group libraries. Note from Eq. (1k4) and Table 1, that not only does
this procedure require only a few coefficients (A; and Bj), but it also
has a "natural" interpolation law in Ig that explicitly defines the
self-shielded cross section for all Ig £(0,x).

SOLUTION OF THE MULTI-BAND EQUATIONS

The solution of the multi-band equations for the case of two bands
will be presented. Solution. of the equations for more bands is analogous.
From the definition of the multi-band equations (Eq. 11) we may see that
the major problem of solving these equations is that for the total cross
section (i = total) the equations are non-linear. Once P and Ly are
known, for any given reaction i (i = elastic, capture, etc.) the equations
are linear and as such are trivial to solve. Therefore, the emphasis here
will be on solving for the band weights Py and total cross sections k-
By inspection of Eg. (11) we may see that the multi-band parameters Px
and Iy are not uniquely defined. That is to say we may exchange the
parameters for any two bands and still obtain a solution. The parameters
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r TART 175 GROUP STRUCTURE DERIVED FROM ENDL LIBRARY

p-HU- 8.29
1—3 -i 8.16
1-H -2 g.04
1-4 -3 8.83
2~HE-3 3.78
2-HE~4 1.75
3-L1-6 8.97
3-L1-7 14,79
4-BE~T 4,81
4-BE-9 8.13
5-8 —-1D 3.78
5-8 -11 5.11
6-C =12 6.80
v-R —14 18,83
8-0 ~16 73.31
g-F =139 116,98
11-HR-23 66.86
12-1G -NAT 44,33
13-AL-27 69,93
14~51-HAT 174,98
15-p -31 17.46
16~-5 =32 32.72

17-CL-HAT 89,16
18-RR-NAT  17.11
19-K -NAT 165.87
20-CA-NAT  89.78
22-T1-NAT  314.87
23-V +351 686.72
24-CR-HRT  131.78
25-MH-55  1155.81
26-FE-MAT  77.36
27-C0-S3  225.18
28-H1-HA1  185.58
28-H1-58 138.58
29-CU~-NAT 19.98
31-GA-NAT  43.36
4B~-ZR-NAT  161.88
41-NB-33 274,08
42-M0-HAT  8B.35
Qa7-RG-167 629.74
47-RG~189  1723.35
4aB-CD-NAT  63.37
SB-SH-NAT  94.49
S6-BR-138  21.23

IRRGET 1 BAND 2 BAND 3 BAND 4 BAND

5.8
8,088
8.60
8.88
B.88
5.69
B.81
8.82
B.068
.08
B.80
8.88
8.81
e.et
0.48
B.68
0,43
8.16
2.32
8.77
0.86
8.28
8.93
8.81
1,53
8.54
3.84
4.28
B.92
2.89
8.83
3.82
8.91
1.18
8.86
8.12
2.95
3.91
0.26
sis7
B.80
8.47
B.43
0.84

HMAX1MUH PER-CEHT ERROR DURIHG SI1GHMA-8 1HTERPOLATIOH
TARGET 1 BAND 2 BAND 3 BAND 4 BAND
63-EU-NRT 132.52 8.71 8,0}
64-GD~HAT 456.58 2.25 B.85
67-HO-165 1825.986 6.73 8.43 B;82
73-TR-181 188B7,27 13,12 9,59 8,04
74-U ~HART 2316,44 8,43 8.66 8,83
75-RE-185 12631.69 6,92 8,38 8,82
75-RE~-187 2194.84 9,88 0,37 8,86
78-PT-NAT 260.57 2.36 8,85
79-AU-~-197 466,87 4,38 B.18
82-PB-NAT 4,15 8,81
9B0-TH-231 8.18 B.B81
SB-TH~-232 5658.84 ta,89 B.83 8,18
S8-TH~-233 3.68 9:08
82-U -233 152.01 1,22 8.81
0,08 92-U -234 3.42 8.08
8,01 82-U -235 236.94 1,47 8,03
0.08 92-U -236 2818.67 5.44 8.15 8.81
.08 92-U -237 3.62 8,60
0,089 32-U -238 2958.51 8,23 8.44 6.83
B.6&L 92-U -239 18.42 8,84
92-U -248 1.44 8,88
.88 93<NP-237 798,38 7.65 8.25 8.82
8,82 94-PU-238 161S.13 8,58 B.41 8.082
84-PU-239 623,81 3.57 8,88
8,87 94-PU-24B 6892,58 19,65 p.58 B.97
.81 94-PU-241 87,3 8,18 6.060
B,11 0.8 394-PU-242 2678.86 T.73 8,51 a.87
89.13 8.81 354-PU~-243 487,03 2,89 8,08
8,81 95-RM-241 322,48 2.81 8,087
9,11 5.81 35-Ar-242 61.96 B8.25 .08
B.p2 S5-Ary-243 532,32 2.61 9,06
8,18 96-Crt-242 931,85 6.86 B.38 8,81
8.01 96-CHM—243 128,77 6.90 6.81
8.1 96-Ct1-244 1273,68 7.38 8,48 9.82
96-Crt-245 132,99 B8.95 8,81
B.008 96-Ct-246 669,11 3.46 8.13 8,08
B.87 S6-CH-247 341,712 2.32 .06
B.18 96-Cri-248 847,79 5.41 6,15 B.D}
9.08 87-8K-249 946,69 3.65 8,12 8.081
8,16 8.81 S58-~-CF-249 263.58 1.48 B.84
8,31 8.82 38-CF—-258 433,59 2.89 9.1B
8,01 98-CF-251 182,48 8,14 8,81
©.00 398-CF-252 986,71 4,79 8.16 8,81
F1SS.PROD, 4q.23 8.08

1 BAND = UNSHIELDED MJLTI-GROUP CROSS SECTIONS

% Error =

TABLE 1.

100% [Exact = (multj -band_l]

Exact

Maximum error in self-shielded cross sections using multi-band

parameters,
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do not become unique until we introduce an ordering into the parameters,
such ag 241 < Zyp <-+. < Iyp. This leads us to believe that the B band
parameters will be the B roots of a B-th order polynomial., Since poly-
nomials of order four or less can be solved by changes of variables
(which essentially introduce an ordering) we expect that there is an
analytic solution defining the multi-band parameters for four or fewer
bands. Since polynomisls of order five and higher are irreducible only
iterative solutions exist for five or more bands.

In the gase of two bands if we wish to exactly conserve, <Li>,
<1/L4> , <1/I£> and the sum of the band probabilities our four equations
in four unknowns are,

1 = P + P, = P, + P,
P P
. _ - L. 2
B> = Py + Pply, T X, * X, N
o P, P X =5 (1k4)
= = o4 o = P.X. +PX ti
<Zt> 2y g 1™ o%p
P P
1 _ 1 2 _ 2 2
<Y2> = ————22 + ——22 = Ple + P2X2
~t t1 £2

According to the preceding discussion we expect the two band parameters
to be solutions of gquadratic equations. The standard change of variables
used to solve quadratic equations are,

Pl = 1/2 + § Xi' = A+ B (15)
P2 = 1/2 - § Xé = A-B

This change of variables immediately satisfies the first equation and
the remaining three equations may be readily solved to find,

B
L@ |o-a/® .
S e D) -

2 _ 2 1
# - o 2o @ o

8 (16)
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As expected, there are two possible solutlons for B; the positive and
negative roots of the above defintions of BZ This is a result of the
non-uniqueness of the solution without an ordering. From the definition
o X3, Xp and § in terms of B it may be seen that choosing the positive
or negative value of B yields the same two band weights and total cross
sections with the pairs (P, Iyxy) and (Po, It2) exchenged. For definite-
ness we will always choose the positive root to define B. From the def-
initions of Xj, Xp and Ig)s Zt2 choosing B positive corresponds to intro-
ducing an order such that Zy] is always less than or equal to Lyo.

All of the required parameters A, B and § have now been defined.
The expression for A has been written in what may appear to be a somevhat
strange form only so that it can be written in terms of the data that is
normally found in a Bonderenko self-shielded, multi-group library.18 The
terms required are,

) - the unshielded or infinitely dilute total cross
section
%/<§L> - the totally shielded flux weighted total cross
section
j;> 1 - the totally shielded current weighted total cross
<Z section '

Once the cross section weights P, and total cross sections Z are
known the two band parameters for each reaction i may be readily so&ved
to simultaneously conserve both the unshielded <Z > and totally shielded
<Z /7. >cross sections. The two equations Jor each reaction are,

<Z > P2212

%\ Plzil Polio : . (19)
5 /)71 T T '

"y, £1 £2

It is convenient to introduce the change of variables

c
Ly = <Ei>'- EI
Iy = &)+ éi- (20)

This change of variables immediately satisfies the first equation and
the remaining equation can be solved to find,

',-
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.. (%5 <Zit> —<;:>

ztl - th

(e1)

All parameters for a two band library have now been defined in terms
of Bonderenko self-shielded cross sections that are normally available in
standard multi~group libraries. In particular it is not necessary to

start from energy dependent cross sections or to generate ladders of res-—
onances.

Note how €asy it is to implement this two band algorithm. Start-
ing from known group averaged, self-shielded cross sections the two band
parameters can be defined using roughly a dozen lines of Fortran coding.
Relative to the cost of calculating the self-shielded cross section, this
procedure introduces very little additional overhead.

PHYSICALLY ACCEPTABLE PARAMETERS

In defining multi-band parameters it should be realized that since

the parameters are being selected by replacing a set of integrals by a set
of sums,

< Z >= smax zi(Zt)p(Xt)dZt _ 2 %1 Py (2)
(5, + To)" a (z )

) (Zt + ZO k tx T ZO

tmin

we are defining a guadrature which imposes additional mathematical and
physical constraints on the multi~band parameters. Since p{I_) is a
normalized probability density all of the band weights Pk should be posi-~
tive and should sum to unity, as a normalization,

<
0 <P,

1=>:Pk . (23)
K

<1

In addition for each reaction i (i = total, elastiec, etc.) the
multi-band cross sections Zjy should lie in the Yange between the mini-~
mum and maeximum values that the cross section reaches within each energy
group. This last condition is particularly important. If this criteria
is not met, in applications it is possible to obtain erroneous solutions
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where the equivalent group averaged cross section for one or more reac-
tions lies outside of the cross section range for those reactions.

The algorithms presented in the preceding sections to define the
multi-hand parameters will satisfy all of these criteria as long as the
cross section moments that are used are consistent. For example in the
two band algorithm presented in the pieceding section, from Eq. (15) it
may be seen that the two band weights will always sum to unity. However,
both will be positive only if |§| < 4

By substituting for A and B in the definition of § [Fq. (16)] this
condition may be reduced to,

2
<~15> > <—§—> (21)
Yt t

which is true for any function and in particular for 1/L, . Therefore in
principle this condition should always be satisfied and Indeed it has been
demonstrated that when the Bonderenko self-shielded cross sections are
calculated using analytic integrals this condition is always satlsfled. 18
However, when iterative integration is used it is not always satisfied.?
Obviously if both integrals are performed to within some accuracy *e, if
the integrals differ by less than 2e this inequality may be violated, re-
sulting in physically unacceptable multi-band parameters.

Starting from the definition of the Bonderenko self-shielded total

cross section.
‘ b}
a =)
z + Z )

(z,(2,.M) > (25)
<(X + I )

we can find,

(e -G
(zt+zo)N‘l (zt+zo)N+l (zt+zo)N/

820<Zt(20’N)> =N < . >¢
: N
(Z, +Z,)

(26)
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/ 1 1 >< 1 >2
<(zt+zo)N‘1><<zt+zo)N+l (2t+zO)N
o ™
(Zt+ZO)N‘&(Zt+ZO)N+l

Note that the numerator of both expressions are identical.. By using the
Cauchy=-Schwarz inequality22 it can be shown that this numerator is always
greater than or equal to zero; with equality only in the case of a con-
stant total cross section across the entire energy group. Therefore for
fixed W increasing Iy cannot lead to a smaller self-shielded cross
section,

(TEM)) > (B (5,,0)) = 5y > 1, . (28)

Similarly for fixed Zo decreasing N cannot lead to a smaller self-shielded
cross section,

(Zy(2pM)) 2 (Z(2.M)) = M <N : (29)

(2y(ZgW)) = (Z,(Z4 W41)) =

(27)

These inequalities must be satisfied by any physically acceptable moments
of a real total cross gection. If a set of moments used to generate multi-
band parameters do not satisfy these conditions one should not be sur-
Prised to obtain physically unacceptable multi-band parameters. This
result is merely indicative of the fact that there is no real cross

section distribution corresponding to these moments. Therefore it is
recommended that any multi-group processor that generates self-shielded
cross sections insure that the @bove inequalities are satisfied.

As a practical matter these conditions are usually violated by
multi-group processors only when there is very little self-shielding, in
which case all of the self-shielded cross sections are all nearly equal.
This condition may be understood by examining the equations defining the
two band parameters [Eq. (1h4)]. In the limit of no self-shielding,

2\, /_L>2 . A
<Z§> & <ZZ>2 (30)

and the four equations are no longer linearly independent. A solution to
these equations is obtained by setting all multi-band total cross sections
Ztx equal to the unshielded average <zt> and choosing any two arbitrary
weights Py that sum to unity.

In -~ o> av. -1 this case, in generating multi-group parameters,
wheneve. 2lly uhielded cross section is close to the unshielded
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cross section,
1
(z,) - l/<'z:> <e (31)

it is recommended that all band cross sections be set equal to their
unshielded average value, the weight of the first band be set to unity
and all other weights to zero.

MULTI-BAND TRANSFER MATRICES AND SOURCES

Starting from G energy groups and using B bands in each group re-
sults in a2 coupled set of G X B multi-group, multi-band equamions.z’a
Mathematically these equations are identical to a set of G X B multi-group
equations and may be solved by existing transport codes. Once the multi-
band cross sections are defined the only other parameters that a multi-
group processor nust provide in order to completely describe the multi-
group, multi-band osaqua.tionsz"3 is the transfer matrix and source.

Starting from a multi-group transfer matrix,

fg(G’ -> g) = z mi<Z>iG,gQ(G' > G) (32)
i
where
fg(G' > G) - total transfer for legendre component { from group
G' to G
i - reactionsy elastic, fission, etc.
mi -~ multiplicity for reaction i (mi = l-elastic, = v-fission,
= 2-(n,2n))
<Z>iG' - group averaged cross section for process i in.group G'

gR(G' -+ @) - normalized (when summed over G) probability of transfer
from group G' to G.

The equivalent multi-band transfer matrix may be derived from this expres-
sion by realizing that the multiplicity and probability of transfer from
one energy to another is independent of the magnitude of the cross section.
Furthermore, the probability of interacting in group G', band B' is merely
Z;G'B', instead of<ﬁ>iG'. Similarly the probability of arriving at group
G, band B, in the probability table method is merely the probability of
arriving in group G times the probability of being in band B (i.s., Pgm).
Theregoge, the multi-group transfer matrix may be written in the
form,*’
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£,(G'B' > GB) = Py Z MLy g8 (G + G) (33)
i

vhere m3 and g9 (G'" = () are the normal multi-group expressions and PgB

and Zi;g'p! are the multi-band parameters defined earlier. Therefore,

starting from a multi-group transfer matrix for G groups in which each

reaction is represented separately the multi-band transfer matrix for

G X B group, bands may be immediately defined. If only the total transfer

elements are available, by followlng the above arguments an excellent

approximation is,?’

Z 1] 1]
fR(G'B' +GB) = P LGB fg(G' > G) (3k4)

GB <Z>tG'

where < %t y and fz(G' + @) are the normal multi-group expressions and
Pgp and tg'B' are multi-band parameters.

Similarly according to the above arguments the group, band source is
merely the group sources times the probability of being in band B
(i.e. N PGB)

S

P.n5

oe = PerSq (35)

where S, is the normal multi-group source, Pgp is the group, band weight
and Sgp is the group, band source.

INTERMEDIATE RESONANCE EFFECTS

The probability table method uses the narrow resonance approximation
by assuming that after a collision neutrons are uniformly distributed in
energy; which is equivalent to saying that they are distributed in total
cross section according to the total cross section probability density
P(Z%). This is reflected in the multi-band transfer matrix since the
probability of transferring from one group, band to another group, band is
given by a product of two terms,

25 m,Z, G'B'gQ(G > @) - probability of interacting and transfer
7 from group, band G'B' to group G

PGB ~ probability of arrival in band B of group G.

In extending the multi-band method to the entlre energy range
R. Goldstein's intermediate resonance treatment?® may be included to
eliminate the nu.row resonance approximation. In the narrow resonance
approximation the probability of elastically scattering from one cross
section value to another is merely given by the probability of the final
cross section oceurring {see Ref. k)
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g(Z > I,) = plz,) (36)

In the wide resonance gpproximation elastically scattered neutrons emerge
from collision with the same cross section that they entered collision,
! - ' -
g(Z, > L) = 8(2 - L) (37)

In his intermediate resonance formulation Goldstein combined these two
extremes to define,

g(Z, > L) = Ap(Z,) + (1 - N8(E, - L) : (38)

In this formulation, following an elastic collision the secondary neutrons
are either (1) randomly distributed, with probability A, or (2) remain in
the same band. The equivalent multiband transfer matrix [Eq. (33) or (3b)]
can be modified to include intermediate resonance effects merely by re-
placing PgB by AgPgp + (1 - Ag)Op's. In the intermediate resonance formu-
lation the self-shielding factor is assumed to be,?’

L )+ AL
oZy) =3 <§>”‘2 3 (%§ i>x L (E) (39)
m a G's

where,
Zm - moderator cross section
ZS - elastic cross section of heavy material
Za - absorption cross section of heavy material.

Within each group the intermediate resonance parameter A, may be defined
by comparing the self-shielded absorption cross section using the above
self-shielding factor and various values of Ag to experimental measure-
ments, or simple infinite medium calculations.”

RESULTS

%

The magnitude of the importance of correcting for self-shielding
effects may be illustrated by examining Figs. 3 and 4 which present plots
of the TART-175 group constants and totally shielded f-factors for
232qy 2% gince the f-factors are merely the ratio of the shielded to
uR8hielded cross section, an f-factor close to unity indicates little or
no self-shielding. From Fig. 4 it is obvious that even using 175 groups
results in a large uncertainty in the cross section due to self-ghielding.
In this case the minimum f-factor is only 0.025, indicating that the
shielded cross section is only 2.5% of the unshielded value. The results
presented in Fig. L4 are fairly typical for heavy isotopes and even persist
into fairly light isotopes.2®"
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In using multi~band parameters it is important to compensate for
self-shielding effects in the elastic, capture and fission cross sections
as well as photon production and energy deposition. Self-shielding effects
in all other reactions gre relatively minor with the possible exception of
(n, charged particle) reactions in light isotopes, if only-a few neutron
groups are used. '

The importance of the multi-band approach can best be 1llubtrated.by
considering a photon transport problem. Consider a slab of 27p initially
at 1 keV temperature with radiation incident on the slab from the left.

We will allow the slab to come to equilibrium and then examine the leakage
from the right hand side of the slab. TFigure 5 presents the results of a
variety of LASNEX’ calculations using a variable number of groups and
Planckian/unshielded, Rosseland/shielded or two band parameters. The
results are plotted vs groups X bands used in each of the three methods,
which is approximately proportional to running time. The import:ini result
to glean from Fig. 5 is that the two band result is approaching the asymp-
totie value much more rapidly than either of the other two methods. There-
fore the two band results are much less sensitive to the number of groups
used.

Similar results have been obtained in neutron transport problems by
examining the transmission of an incident 1/E spectrum through 30cm of
iron. Comparlson of the results obtained by the Los Alamos Monte Carlo
code MCN? which uses energy dependent cross sections to TARTNP® results
using either 175 groups/2 bands or 2020 groups illustrates that the agree~
ment between the MCN and TARTNP 175 groups/2 band results are as good or
better than the 2020 group results.?®

In fissile materials the multi-band method has been successfully
used to calculation the transmission of neutrons through *Pu and
2357,28 g5 well as the self-shielding effects in critical assemblies for

various enrichments of uranium in water?’ and uranium hydrides. 28

STATUS

At present the multi-band method is implemented at Livermore for use
with the neutron/photon Monte Carlo code TARTNP® as well as in the photon
transport code LAoNEX At Oak Ridge the two band method has been imple-
mented in MINX-2!ANISN® as applied to neutron transport calculations.

CONCLUSIONS

In this paper algorithms have been provided to allow one to derive
all parameters required for a multi-band calculation from data that is
normally available in Bonderenko self-shielded multi-group cross section
libraries. In particular one need not start from energy dependent cross
sections nor perform expensive ladder calculations in order to define
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probability table parameters.

Application of the multi-band method to a variety of problems
indicates that the method is highly accurate compared to more exact
calculations by MCN? and is rapidly convergent as a function of the
number of groups used (see Fig. 5). Recognizing the potential implica-
tionsg of this latter point in computer storage or execution time is ex-
tremely important and is an area that still warrants further studies.
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COMPARISON OF VITAMIN-C MASTER LIBRARY REACTIQN CROSS SECTIONS
FOR TRON WITH MULTIGROUP CROSS SECTIONS GENERATED BY THE
VIM MONTE CARLO CODE

N. E. Hertel and B. W. Wehring
University of ITiinois
Urbana, [11inois, 61801, USA

R. H. Johnson
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West Lafayette, Indiana, 47907, USA

ABSTRACT

Bondarenko-self-shielded and infinitely dilute iron
reaction cross sections from the VITAMIN-C master library
were compared with multigroup reaction cross sections
generated in a continuous-energy Monte Carlo calculation
of neutron leakage for a spherical shell of iron containing
a neutron source at its center. The specific cross sections
compared were {n,2n), elastic scattering,’ inelastic scat-
tering, and absorption. The self-shielded VITAMIN-C multi-
group cross sections obtained with the Bondarenko formalism
agree well with the VIM generated cross sections while the
infinitely dilute cross sections do not.

INTRODUCTION

The present work is part of a program of integral testing of
neutron cross sections being carried on at the University of I11inois.?
The objective of this research is to provide tests of multigroup cross
section sets and evaluated nuclear data by comparing calculated and
measured neutron and gamma-ray leakage spectra for spherical shells of
materials of interest to fusion, fission, and radiotherapy technologies.
Measured and calculated neutron 1eakage spectra have been reported for
a Cf-252 fission neutron source in spherical shells of iron, niobium,
polyethylene, and beryliium.'’? Integral test results have also been
reported for a D-T fusion neutron source in an iron spher1ca1 she11.122
Recently, coupled calculations for a niobium sphere® have been compared
to measurements using an NE-213 spectrometry system capab]e of simul-
taneous neutron and gamma-ray leakage measurements.®’® In these tests,
the discrete ordinates code ANISN® had been used. To further investi-
gate large d1screpanc1es between calculated and measured neutron leakage
spectra for the iron sphericai shell,? additional ca]cu1at1ons were per-
formed with the continuous-energy Monte Carlo code VIM.’
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The VIM calculations were performed by us at Argonne National
Laboratory for the iron sphere for both D-T and Cf-252 fission neutron
sources located in the central void of the shell. The VIM Monte Carlo
code performs neutron transport calculations between 1 eV and 14.2 MeV
using large sets of point microscopic-cross-section data® closely
representing ENDF/B-IV data. The statistical edit of VIM also provides
multigroup reaction cross sections with standard error estimates for
specified spatial regions. Since infinitely dilute and self-shielded
ANISN calculations had been performed for the iron sphere using a
preliminary version of the DCTR fine group cross section library® and
since it is anticipated that the current version of this Tibrary,
VITAMIN-C,?% will be employed in future calculations, the VITAMIN-C 171
group structure was chosen to bin the VIM calculations.

The ANISN calculations for the iron sphere had demonstrated that
the neutron leakage spectrum is sensitive to self-shielding.? The
VITAMIN-C cross section set employs the Bondarenko formalism to provide
self-shielded multigroup cross sections. The VIM code performs a
continuous-energy calculation with pointwise cross sections. Therefore,
the reaction cross sections generated in VIM are not based on a self-
shielding approximation. However, the VIM results include statisti-
cal errors. Comparison of cross sections from these two sources serves
as a test of the adequacy of the Bondarenko self-shielding method for
analysis of the iron sphere leakage spectra. The comparison also
provides a test of the VITAMIN-C multigroup cross sections such as
(n,2n) which are not self-shielded. The comparison of the VIM generated
sets with the two VITAMIN-C sets is presented for neutron energies
between 1 keV and 14.2 MeV for absorption, inelastic scattering, elastic
scattering, and (n,2n) reaction cross sections.

MONTE CARLO TRANSPORT CODE VIM

The VIM code”??’!! is a continuous energy Monte Carlo code originally
designed for fast reactor criticality calculations. The fixed source
option was used for the iron sphere leakage calculations. Cross section
definition in VIM is by isotopic microscopic data sets derived from
ENDF/B IV data. Resonance and smooth cross sections (Doppler broadened
to 300°K in the resolved resonance region) are spec1f1eo pointwise and
interpolated linearly in energy to provide a continuous energy treatment.
To obtain more accurate thinned resonance cross sections both the total
and absorption cross sections must meet desired accuracy criteria
before the energy grid may be thinned. Neutron trajectories and scat-
tering are continuous in angle. Anisotropic elastic and discrete
inelastic scatter1ng are described with probability tables at energies
specified in ENDF/B-IV.'2 1In the unresolved resonance region, cross
sections are described by random linear interpolation in lethargy
between unresolved resonance probability tables. The VIM point cross
section sets define fission, elastic scattering, discrete level in-
elastic scattering, inelastic continuum scattering, and the (n,2n)
reactions spec1f1ca11y and define the capture reaction to cover the



183

remaining possibilities. Inelastic continuum and (n,2n) reactions are
assumed to be isatropic in the lab system and full ENDF/B energy
distributions are utilized where possible.’

The VIM code provides both collision and track length estimation
of reaction rates by region, group, and/or isotope as well as group-
and region-wise integrated fluxes by track length estimation. Track
length estimation of reaction rates and volume integrated fluxes are
used to provide group microscopic cross sections for user specified
spatial edit regions. Al1 output quantities are provided with standard
error estimates.

0f particular interest for our comparison is the generation of
reaction cross sections by VIM. 1In the statisitcal edit, neutron flux
by region and reaction rates by isotopes, region, and energy group are
estimated. The microscopic multigroup reaction cross sections presented
are obtained from the ratio of the reaction rate to the flux in a given
group and region. These microscop1c reaction cross sections are homo-
genized over the spatial ed1t region. The components which define the
VIM reaction cross sections? are: (1) the (n,2n) reaction by MT*=16;
(2) the inelastic scattering reaction by MT=51-91; (3) parasitic absorption
or "capture” (referred to as absorption in the text) by MT=102-108 and
MT=17; and (4) elastic scattering by MT=2.

MULTIGROUP REACTION CRQOSS SECTIONS

Fine Group Reaction (Cross Sections

Infinitely dilute and Bondarenko-self-shielded!* sets of 171-
group iron reaction cross sections were obtained from the Radiation
Shielding Information Center at Oak Ridge National Laboratory. The
infinitely dilute Cross sections were generated from MINX'S and are for
a temperature of 3009K. The self-shielded set was generated in BONAMI®
using o, =10"% (essentially Vo, weighting). These cross sections are
from an®AMPX interface 1ibrary “and are identical to the reaction cross
sections used in the DLC-41/VITAMIN-C coupled cross section set. 1o
Th1s multigroup set was weighted in MINX with a Maxwellian shape from
10”5 eV to 0.125 eV, a 1/E shape from 0.125 eV to 820.8 keV, a fission
spectrum from 820.8 keV to 10 MeV, a 1/E shape from 10 to 12.57 MeV, a
velocity exponential fusion peak from 12.57 to 15.57 MeV, and a 1/t
shape above 15.57 MeV.!? This weighting function was designed to cover
a range of applications encompassing fusion, LMFBR, and thermal reactor
analyses. The energy structuyre is intended to be fine enocugh to minimize
the variation between the group data if an actual flux had been employed
as a weighting function. A feature of interest in the iron calculations
is the detailed representation of the 80 and 24 keV minima. The VIM
generated reaction cross sections provide a test of this average cross
section philosophy.

*See ref. 13 for further elucidation on MT values.
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Iron Sphere

The VIM leakage calculations were done for the iron sphere used
for leakage measurements at the University of I11inois. This spherical
shell of iron has an outer radius of 38.1 cm and a central void of
7.65-cm radius in which to position a source for leakage measurements.
The shell thickness corresponds to approximately 6.6 mean free paths
for 14-MeV neutrons and approximately 7.9 mean free paths for 2-MeV
neutrons.

VIM Generated Multigroup Reaction Cross Sections

For the VIM calculations the source was located in a 0.25-cm
radius sphere in the center of the central void of the iron spherical
shell. The neutron source was randomly generated using a 1.43 MeV
Maxwellian temperature for the Cf-252 fission neutron source. The D-T
neutron source was randomly generated between 13.85 and 14.2 MeV
(corresponds to group 6 of the 171 group structure). A 100,000 neutron
history calculation was performed for both sources with analog weighting
to obtain the desired multigroup reaction cross sections. The resulting
group reaction cross sections generally have estimated errors of
less than 1% for each group between 1 keV and 14.2 MeV, but the (n,2n)
reaction cross sections from the Cf-252 calculation contain larger error
estiriates.

RESULTS

Multigroup Reaction Cross Section Comparison

Since VIM reaction cross sections were generated using both D-T
and Cf-252 neutrons, a comparison of these two sets was performed. The
absorption cross sections were identical except in the 9-67 keV region
where differences of less than 10% for some groups exist. The elastic
cross sections showed no appreciable disagreement although small
differences were observed for 3 groups in the 100-200 keV region. The
inelastic cross section compares well, but the (n,2n) cross section
compares poorly, probably due to the large statistical error in the VIM
Cf-252 (n,2n) cross sections. This error results from the low generated
Cf-252 source strength above the (n,2n) threshold (11.4 MeV). The
similarity of the reaction cross section values generated from VIM for the
D-T and Cf-252 leakage spectra indicated that a comparison of the
VITAMIN-C master Tibrary values with the cross sections generated from
the VIM D-T calculation was sufficient.

The (n,2n) and inelastic scattering cross sections are the same for
the self-shielded and infinitely dilute sets since the Bondarenko
formalism is not applied to these reactions. The (n,2n) cross sections
from the VITAMIN-C master library compared with the values resulting
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from the VIM D-T calculations are shown in Fig. 1. The discrepancies

are within 13%. The comparison of the inelastic scattering cross sections
is shown in Fig. 2. Again the discrepancies are small, but steadily
increase to 52% at the inelastic scattering threshold (861 keV) where

the VIM estimated statistical error is only 7%. For the other enaergies,
the VIM statistical error is <1%.

The VIM generated elastic scattering cross sections are compared to
the infinitely dilute and self-shielded VITAMIN-C cross section in Fig.
3(a) and 3(b), respectively. Using the self-shielding correction
results in significant improvement over the infinitely dilute set. The
self-shielded values agree well from 1 to 24 keV and from 700 keV up.
The 24 keV minima is defined well. Discrepancies occur in minima be-
tween 70 and 700 keV although only 4 groups in this region exhibit a
difference of greater than 10%. It is of interest to note in this
region of disagreement, the self-shielded set seems to be overcorrected.

The absorption cross sections are compared in Fig. 4{a) and 4(b).
Once again the groups with Jarge disagreement seem to be sufficiently
corrected using the self-shielding formalism. From 70 keV up the values
for the cross sections are in good agreement even with no self-shielding
correction. The differences in the VIM generated values and the self-
shielded values are all below 10% with the larger differences occuring
at resonance peaks. Except for a few perhaps insignificant differences,
the self-shielded values represent a good "average" cross section
approximation to the group reaction cross sections needed to perform a
calculation on the 78.2-cm diameter iron sphere.

SUMMARY

The comparisons performed have demonstrated that the Bondarenko
self-shielded cross section set provides an improvement over infinitely
dilute cross section sets. In general this self-shielding formalism
tends to appropriately adjust the cross section values. However, the
self-shielding formalism tends to overcorrect in some cases. For
instance, between 135.69 and 142,67 keV, the infinitely dilute elastic
cross section was a factor of 5.3 higher than the VIM value while the
self-shielded value was 0.8 of the VIM value. The general agreement of
the self-shielded and the VIM cross sections is good. The errors
inherent in the use of multigroup cross section sets with self-shielding
approximations are small and do not explain the differences between our
Teakage calculations and measurements.’s?
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EXPERIENCE WITH THE ©LC~37/EPR-CROSS SECTION LIBRARY
FOR PRELIMINARY “GAMMA-RAY HEATING ANALYSIS
: CF _THE PURDUE UNIVERSITY
FAST BREEDER BLANKET FACILITY

R.H. Johnson and J.H. Paczolt

L T

ABSTRACT

A suberitical facility for testing fast breeder blanket mock-
ups has recently been constructed at Purdue University. Prelimi-
nary calculations of gamma-ray heating rates and fission rates
in the first blanket loading were performed using the one-dimen-
sional discrete ordinates code ANISN~W and the coupled multi-
group cross section set DLC-37/EPR. Group collapsing of the cross
section set and modification of ANISN-W were necessary. Proper
self~shielding of the cross sections was found to be important.
Fission rates are given for uranium~235 and uranium-238; these
fission rates are compared with results from a two-dimensional
diffusion calculation. Calculated gamma-ray heating rates for
lead aand U0y are presented.

INTRODUCTION

A subcritical facility for testing fast breeder reactor blanket mock-
ups has recently been constructed at Purdue University. Preliminary
gamma-ray heating calculations have been performed for the purpose of
planning thermoluminescence dosimetry (TLD) measurements of gamma-ray
heating rates in the first blanket mock-up. These preliminary calcul-
atjons will also serve to guide the planning of the final analysis of
gamma-ray heating rates.

Gamma—-ray heating is a significant contribution to the power gener-
ated in the blanket region of a fast breeder reactor. An accurate
prediction of the power distribution in the blanket is important for
proper bhlanket design. Overheating of fuel must be avoided. However,
overcooling of the blanket should be minimized; overcooling leads to a
lower coolant outlet temperature and, as a result, a decrease in the
thermal efficiency of the power plant.

*
The coupled 100N-21G cross section library DLC-37/EPR was used for
the preliminary calculations. Infinite medium ANISN-W calculations were

*Read as 100 neutron groups, 21 gamma-ray groups.
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used to collapse macroscopic cross sections for the various radial zones

of the facility into a 23N-21G group structure. Several modifications

of ANISN-W and auxiliary programs were necessary for use in this collapsing
process. ANISN-W was then used with the collapsed cross sections to cal-
culate gamma-ray heating rates. Fission rates were also calculated for
comparison with results from the two-dimensional diffusion code 2DB.

DESCRIPTION OF THE FAST BREEDER BLANKET FACILITY

The Fast Breeder Blanket Facility (FBBF) is a subcritical facility
designed to test mock-~ups of blankets for fast breeder reactors.
Experiments planned for the blanket region of the facility are neutron
spectrum measurements, fission rate measurements, a variety of capture
rate measurements, and gamma-ray heating measurements. These
experiments will be analyzed using both diffusion and transport codes.
Comparisons of the measurements and calculations will serve as integral
tests of both the calculational methods used and the cross sections
used. A major goal of this project i1s to eliminate much of the large
uncertainty currently present in the design of fast breeder reactor
blankets. Reaction rates in blankets are much more sensitive to errors

in cross sections than are the same reaction rates in a fast reactor
core.

A view of the FBBF is shown in Fig. 1. At the center of this
cylindrical suberitical facility are four californium-252 spontaneous
fission neutron sources. FEach source contains approximately 1 mg of
californium-252; the total neutron emission rate of all sources is
approximately 1010 neutrons per second. The four sources are equally
spaced in a source rod. When the facility is not in operation, the
source rod is lowered into a concrete storage cask below the facility.

Surrounding the source region are inner and outer transformer regions
with an active (fueled) height of 92 em. The inner transformer contains
closely-packed, stainless steel clad, 4.8%-enriched U0y fuel rods. The
spaces between fuel rods are filled with boron carbide powder. The inner
transformer has an inner radius of 3.5 cm and an outer radius of 16 cm.
The outer transformer contains the same type of fuel rods, but with a
wider hexagonal pitch. Sodium-filled stainless steel cans (with an
approximately hexagonal cross section) are placed between the fuel rods;
remaining spaces are filled with boron carbide powder. The outer
transformer has an outer radius of 22 cm.

The transformer regions were designed to achieve two main goals.
First, the calculated energy spectrum at the transformer-blanket inter-
face closely matches the energy spectrum at the core-blanket interface
of the proposed Clinch River Breeder Reactor (CRBR). Second the
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axial flux distribution at the transformer-blanket interface closely
matches that which would be produced by a continuous, chopped-cosine
source. (That is, the use of point sources instead of a continuous

source results in negligible flux distortions in the blanket region.)

The blanket region surrounds the transformer regions. The mock-up
used in the first FBBF loading is a two-region blanket. The fuel used
for the first loading is aluminum-clad natural U02. (l.3%-enriched
U0y fuel rods are also available and will be used in later loadings.)
Aluminum serves to mock~-up sodium in the blanketr; the actual use of
sodium is not currently planned for any of the blanket mock-ups. In
the inner blanket (outer radius of 57 cm) each fuel rod is placed in a
stainless steel tube; in the outer blanket (outer radius of 74 cm) each
fuel rod is placed in an aluminum tube. The same pitch is used for both
the inner and outer blankets; the hexagonal pitch was chosen so that the
stainless steel and aluminum tubes are closely packed. The inner blanket
has numbecr densities comparable to those of current blanket designs for
liquid metal fast breeder reactors (with aluminum substituted for sodium).
The outer blanket contains only aluminum and natural UOg, permitting
somewhat cleaner experiments.

The blanket region is surrounded by a reflector region (outer radius
of 89 cm) composed of sodium chloride and carbon steel. Future blanket
loadings with a smaller blanket thickness are planned; a new reflector
region will be febricated for those loadings. A more detailed description
of the FBBF is given in Ref. 3. The FBBF laboratory, experimental equip-
ment, and experimental plans are also discussed in Ref. 3.

GAMMA-RAY HEATING CALCULATIONS

The gamma-ray heating calculations were performed using the DLC-37/
EPR cross section set%:7 and the discrete ordinates code ANISN-W6, a
CDC version of ANISN.7 DLC-37/EPR is based on ENDF/B-IV data and contains
coupled (100N-21G) multigroup cross sections of the important nuclides
for the first FBBF loading. DLC-37/EPR also includes neutron and gamma-
ray kerma factors for many of the elements in the cross section set.
The coupled neutron and gamma-ray transport calculations were also used
to give radially-dependent fission rates for comparison with the two-
dimensional diffusion calculations discussed in Ref. 8.

The block diagram in Fig. 2 shows the calculations initially per-
formed. A tape containing the DLC-37/EPR cross sections in the form of
BCD card images was obtained from the Radiation Shielding Information
Center (RSIC). The LIBGEN? code was modified for use on the Purdue dual
CDC-6500 system; LIBGEN was used to generate a binary tape of those nuc-
lides in the calculational model of the FBBF; the binary tape also
included the response matrix containing the kerma factors.

The TAPEMAKER1O code was used to form macroscopic mixtures for each
of the 11 radial zones in the one-dimensional model used for the FBBF.
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Detailed specifications of the model are given in Ref. 8. The macro-
scopic library produced by TAPEMAKER has a group-independent tape (GIT)
format which allows the cross rections to be stored out of core for the
ANISN-W calculations.

Insufficient core memory was available to do the FBBF calculations
using the 100N-21G cross sections, even with the use uf the GIT format.
Therefore, ANISN-W was used to perform infinite medium calculations to
collapse P3 cross sections for each mixture to a 23N-21G group structure.
The procedure outlined in Ref. 11 was followed for group collapsing.

A modification of ANISN-W was found to be necessary for proper group
collapsing. 1In the original version of ANISN-W, group collapsing was
performed by using the total flux as a weighting function for all cross
sections except the self-scattering cross section © N of the Pg cross
sections for group g. The self-scattering Pg cross section was then

calculated as

og»»g = 0% - Gg - Z Og-»g" L

g'sg+l

where N is the total number of neutron (or gamma-ray) groups. This
approach forces a neutron (or gamma-ray) balance for group g and is
appropriate if multiplication is negligible for all reactions other than
fission. This approach is not appropriate for high energy gamma~rays
because pair production is significant. ANISN-W used this approach for
both neutron and gamma-ray cross sections, even for energy groups not
being collapsed. The gamma-ray groups of DLC-37/EPR were not collapsed
in the infinite medium calculations. However, ANISN-W still applied
the above procedure to the self-scattering Py cross sections, giving
negative results for high energy gamma-ray groups. To correct this error,
ANISN-W was modified to apply the above procedure only to neutron groups.

The neutron group structure for the collapsed cross section set was
based on a 2l-group set used for diffusion calculations. (This set is
discussed below.) The two additional groups are a thermal neutron group
and a group above 10 MeV. Infinite medium calculations for group collaps-
ing were performed for each of the 11 radial zones. Neutron energy spec-
tra obtained in preliminary diffusion calculations were used as fixed
sources for the collapsing runs; transverse leakage corrections were
made to approximate axial and radial leakage for the various zones.

The results of these 11 infinite medium calculations were 11 files
containing 23N-21G cross sections for the radial zones. A program shown
as MERGE in the block diagram in Fig. 2 was written to further process
these collapsed macroscopic cross sections. MERGE took P, cross sections
for uranium-235 and uranium-238 and collapsed the absorption and fission
(vcf) cross sections to the 23N-21G group structure. MERGE took the
response matrix containing the kerma factors, removed the kerma factors
for neutron groups, and collapsed the response matrix to the 23N-216G
group structure. Finally, MERGE combined these three matrices {(contain-
ing uranium-235 and uranium-238 microscopic cross sections and gamma-
ray kerma factors) with the P; cross sections for the 1l mixtures. This
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process resulted in a single file referred to in the block diagram as
the FBBF Library. TAPEMAKER was then used to form a GIT version of the
FBBF library.

Finally, ANISN-W was used to calculate radially-dependent gamma-ray
heating rates and fission rates for uranium-235 and uranium-238. The
fixed source for the calculation was a californium-252 source distributed
along the center line of the FBBF. The californium~252 neutron and gamma~
ray spectra used were based on recent measurements made at the University
of Illinois.13,14 A transverse leakage correction was made using the
extrapolated blanket height of 160 cm. The fixed source was normalized
so that the calculation would correspond to the axial midplane of the
FBBF for a neutron source strength of 1010 neutrons per second (for a
chopped-cosine axial source distribution). An S, angular quadrature set
was used which satisfied both even moment and rotational invariance con-
ditions.® Good convergence was obtained after 7 outer iterations; the
diffusion approximation was used in the first 4 outer iterations. The
calculation required approximately 1000 seconds and 150,000_. words of
core memory on the Purdue dual CDC-6500 system. 8

The ANISN-W calculations of fission rates were compared with results
from two-dimensional diffusion calculations® made using the code 2DB. 15
A comparison of the calculated uranium-235 fission rates along the axial
midplane is shown in Fig. 3; agreement is poor. The two-dimensional
model for the 2DB calculations used the four point sources rather than a
line source; therefore, the large discrepancies for radii less than 10 cm
are to be expected because the axial midplane is actually some distance
from either of the middle two point sources. The large discrepancies
for radii greater than 20 cm (i.e., the blanket and reflector regions)
could not be attributed simply to differences in the geometrical models.

Differences in the cross section sets used were examined next.
DLC-37/EPR contains infinitely dilute cross sections; a 1/E weighting
spectrum was used in the fast groups. The 2l-group cross section set
used for the 2DB calculations, however, was generated using the MC2-2
codel®>17 and yas self-shielded. The weighting spectra used were fine
group spectra calculated for various regions of the proposed CRBR. The
21-group cross section set was self-shielded for a temperature of 1000°K.
Macroscopic mixtures were formed using the one-dimensional diffusion
code LAZARUS. 18

The major difference between the two cross section sets appeared to
be self-shielding. Resonance self-shielding in uranium is quite import-
ant for the blanket region (containing natural uranium) and differences
of approximately a factor of two were found in the macroscropic absorp-
tion cross sections for some energy groups. A simple approach was taken
to incorporate the effects of self-shielding into the 23N-21G cross sec-
tion set collapsed from DLC-37/EPR. Macroscopic absorption and fission
cross sections for groups 4 through 21 of the 2l-group cross section set
for the 2DB calculations were substituted into the corresponding groups
5 through 22 of the 23N-21G FBBF Library (GIT). The macroscopic total



198

100
4
4

TTT T
12134

80
JlLllll

‘7-_.4...J_4_.._._AJ
W 2103297394
< 10309719y - »
- — —— S S— S Gr— — S G— A — ”lll!ll.ll.lllll.l‘ll"l!llu"-.

) w ©

| - ”. 1 3 L) 2?2
IoyueIg . - um..v_cm.mm
12310 | - aaAng

i
=
[72]
=
=z
<
— R
[a1]
- @ ~
Hig i
A @ i
g ]
[} -
< ©F 086 x ¢ x o -
g -
-~ ————— — —— — —— — o~ — —— " ——— [&] o % e - e s e e
= O - -
< w mu N Xe -
3 AR C N
= 23 - -
o 5 N o4
4 JueTyd T o u . . I9queTd
® 38 - auuy
Jouuy o N dauuy 7
Ao 2 -
o~ _..0-_ - -
< w o ¢ X M
0w -
rd - -
o a5 N L
T T T T T iouzogsueil ~ £ T T T T T T T isuaoIsueIl ]
< 121ngQ oo e x 193nQ A
—— e e - .
. ) x :
o 4 IDWI0ISURI], M” C M e Isurojsuel
3 Iauug e w 3 aauul ]
' L] = = » -
B AU L S —— - = (L. SO U
AR IR Y A T
w
- . a . s
NSINY 802 - = o

3 gag¢
mmc_\ 8¢ ZmHzmm\ 3

80 100

60

40
RADIUS (cm)

20
Ratio of 2DB calculation to ANISN~W calculation

using self-shielded cross sections.

Figure 4:



199

cross sections were reduced by the same amount as the absorption cross
section; the scattering cross sections were not changed. The energy
groups modified. are those for neutron energies below 1 MeV.

The self-shielded FBBF Library (GIT) was used with ANISN-W to
recalculate the figsion rates and gamma-ray heating rates. A comparison
of the resulting fission rates with those calculated by 2DB are shown in
Fig, 4. The 2DB and ANISN-W calculations for uranium-235 agree within
several percent in the blanket regions. The uranium-235 fission rates
calculated by ANISN-W are shown in Fig. 5. Agreement of 2DB and
ANISN~-W for uranium-238 is seen in Fig. 4 to be fair, although not nearly
as good as for uranium-233. The uranium-238 fission rates calculated by
ANISN~W are shown in Fig. 6.

Gamma-ray heating rates are calculated by ANISN-~W by folding a
regponse matrix containing gamma-ray kerma factors with the calculated
gamma-ray flux. Gamma-ray heating rates in the FBBF were calculated for
each element in the kerma factor response matrix. The resulting heating
rates are output by ANISN-W as gctivities by spatial interval. Kerma
factors for uranium were not included with DLC~37/EPR. Rather than
attempt to extrapolate the kerma factors, the calculated gamma-ray heating
rates were plotted as a function of atomic number and extrapolated to
obtain gamma-ray heating rates in uranium. Lead was the highest-Z mater-
ial for which kerma factors were included in the response matrix included
in the DLC-37/EPR library. Gamma-ray heating rates obtained using the
self-shielded FBBF Library are shown for UOp in Fig. 7 and for lead in
Fig. 8.

CONCLUSIONS

Several conclusions have been made on requirements for a multigroup
cross section set for further apnalysis of the gamma~ray heating rates in
the FBBF. These conclusions are partially based on the results of the
preanalysis calculations discussed in this paper.

Resonance self~shielding is vital. The amount of self-shielding
will vary from region to region as well as from one blanket loading to
the next; therefore, a self-shielding method such as that of Bondarenkol?
should be used to allow changes to be easily made. Self-shielding should
be performed for room temperature.

An alternative method of performing gamma~ray heating calculations
may be worth investigation. WNeutron transport can be calculated first,
giving neutron flux as a function of radius. Next, the neutron flux can
be multiplied by the gamma-ray production cross sections to give a dis-
tributed gamma-ray source throughout the facility. Finally, the gamma-ray
transport can be calculated separately. This approach was used, for
example, in gamma-ray heating calculations for the Gas-Cooled Fast
Reactor. 20 Coupled multigroup cross section sets such as DLC-37/EPR
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could be split into three parts: neutron crosSs sections, gamma-ray
productlon cross sections, and gamma-ray cross sections. This procedure
would result in more efficient usage of computer memory, but would pos-
sibly lead to a longer total running time.

The main advantage of the three-step gamma-ray heating calculation
outlined above, however, would be to allow more efficient investigations
involving modified gamma-ray production cross sections. The gamma-ray
production cross sections in DLC-37/EPR, for example, contain prompt
gamma rays from fission but do not include decay gamma rays from fission
products.?l Some experiments in the FBBF may involve irradiations of
several weeks, and decay gamma rays from fission products may increase
the gamma-ray heating rate by several percent.

Neutron kerma factors will be used in the final analysis to calculate
the neutron energy deposition rate in the TLD material. The calculated
neutron response in the TLD material should be subtracted from the total
measured response in the gamma-ray heating rate experiments.

Overall, the self-shielded ANISN-W calculations agree reasonably
well with the two-dimensional diffusion calculations and have been useful
in the preanalysis of the gamma-ray heating rate measurements in the FBBF.
The DLC-37/EPR libtrary was used for this preanalysis. However, a more
suitable cross section library (with user-adjustable self-shielding) is
desirable for the final analysis of these planned experiments,
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AN ANALYTIC ANGULAR INTEGRATION TECHNIQUE
FOR GENERATING MULTIGROUP TRANSFER MATRICES

J. A. Bucholz
Union Carbide Corporation Nuclear Division
at Oak Ridge National Laboratory
Oak Ridge, Tennessee USA

ABSTRACT

Many detailed multigroup transport calculations require
group-to-group Legendre transfer coefficients to represent
scattering processes in various nuclides. These (fine group)
constants must first be generated from the basic data. This
paper outlines an alternative technique for generating such
data, given the total scattering cross section of a parti-
cular nuclide on a pointwise energy basis, o(E'), and some
information regarding the angular scattering distribution
for each initial energy point.

The evaluation of generalized multigroup transfer
matrices for transport calculations requires a double
integration extending over the primary and secondary energy
groups where, for a given initial energy, the integration
over the secondary energy group may be replaced by an
integral over the possible scattering angles. In the pres-
ent work, analytic expressions for these angular integrals
are derived which are free of truncation error. Differ-
ences between the present method (as implemented in ROLAIDS)
and other methods (as implemented in MINX and NEWXLACS) will
be explored. Of particular interest is the fact that, for
hydrogen, the angular integration is shown to simplify to
the point that, for many weight functions, the integration
over the primary energy group might also be performed
analytically. This completely analytic treatment for
hydrogen has recently been implemented in NEWXLACS.

Given the Legendre coefficients of the scattering cross section on
a point-wise basis, o, (E'-E), the group-to-group Legendre transfer
coefficients are defined as:

'—
g8 !

g
Oy (g'>g) = (1/¢§') J/- J/—' g (E') 0y (E'SE) dE' dE (1
o ES
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where the spatial dependence of each term is understood and ¢,(E')
represents the Legendre coefficients of the angular flux distribution
at each spatial point. In practice, the higher order terms, ¢2(E'),

are replaced by an energy dependent weight function ¢(E'). 1In ROLAIDS!,
for example, this would be the (zone averaged) scalar flux resulting
from the solution of the integral slowing down equation on a point-
wise basis. 1In other codes, such as XLACS,?°3 the weight function may
be specified by the user. The Legendre coefficients of the point-~to-
point angular scattering cross section are formally defined as

+1
(O (E'E) = 2m _][1 O(E'E,u ) PGy ) dyy (2)

In the fast and epithermal range, however, there is a unique relation-
ship between the initial and final energies, the exitation energy (Q),
the mass of the target nuclide (A), and the cosine of the angle of scatter
in the lab system:

' =1 E__ ialy /B 4 AQ
uL(E ,E,Q,4) = 5 [(A+l) 5 (a-1) =+ /ETEJ (3)

Representing this as a delta function in Eq. (2) yields

OQ/(E'+E) = O(E'>E) PSL[UL(E"E’Q’A)] %)
and :
S
o,(g'g) = (1/¢% ) H(E")
g8’
g8 L
J’ P [u. (E',E,Q,A)] o(E'»E) dE dE' . (5)
8 7L

The accurate evaluation of this expression represents a severe computa-
tional burden which must be addressed by any cross section processing
code. The present method differs from previous approaches in that it
yields an analytic solution for the integral on dE which is free of
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truncation error when the scattering function is given by a Legendre
expansion in either the center-of-mass (C) or the 1ab (L) system.

The scattering function, o(E'»E), represents a distribution over
the secondary energy (E) and hence over the scattering angle. Thus,

o(E'»E) dE = 0(E') £(E',ug) 2mdu, . (6)

where p, is the cosine of the scattering angle in the center—of-mass
system and £(E',u.) is the angular distribution function in that

system. A similar expression could certainly have been written for the
lab system. Because all scattering processes appear more isotropic in

the C system and because most scattering involving the formation of a
compound nucleus is in fact isotropic in the C system, the present
choice was made. While the present method can easily accomodate
anisotropic scattering, it is most easily introduced assuming isctropic
elastic scattering in the C system [£(E',uo) = 1/4m, Q = 0]. The
integral on dE can then be written as

g~1

‘ P, [u (E',E,Q,4)] o(E'SE) dE =

E8 '
\

) u,(B',E;Q54)

=—0(E,) P [U (EiaE(U )9Q3A)] du (73)
2 W (BLELQA) T ¢ ¢

]

. M (E',E;Q54) an, (
== 0(E") P, [ (E',E,Q,A)] |=— du 7b)

2 L (E',E ,Q,A)  * L dupp L

L L
E',E. ,Q,A 2

G(E") P By 0 4) R

= 2uL + Ya +uL + > PQ(HL) duL (7¢)
uL(E',EL,Q,A) ‘ \/a H

where Ey and Ep, depend on the location of the secondary energy group
relative to E' as shown in Fig. 1, and the relationship between u. and
up is given by
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g-1
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Fig. 1. Possible Location of an Arbitrary Secondary Energy

Group Relative to the Range of Possible Secondary Energies E'-qE'
and the Limits of Integration that Should be Used in Each Case.



be = (%] [u§—1+uL«/a2+ui], af = A% -1 (8)

Since PLCUL) is simply a polynomial in My, it is necessary only to eval-
uate integrals of the form: i

fn(x) = “[;“ dx n1=1,2,3,4,5, «e.s (A+1) (9)
g (x) = fx“ a?tx® dx n=0,1,2,3,4, soey L (10)
h (x) = S dx 0=2,4,5,6,75 o..y (242) (11)
n Va2+x2

The integrals represented by gn(x) and h,(x) are less obvious than those
represented by f£,(x). They can, however, be evaluated analytically by
setting x = a tan 0 = a/sec?® — 1, using the Binomial theorem to expand
integer powers of (sec?® — 1), and applying a standard reduction formula
to integrate powers of (sec 8). Defining r = /a? + %% and letting m = n/2

for n = even and m = (n — 1)/2 for n = odd, the results may be written
as:

m

. m
g, (x) = a"*? Z -1* il P2meiy+3 n=0,2,4, ..., (12)
i=D
m i .
(-1) m 2 (m=-1)+3
+2 r -
AOR Z D3| |1 H a71s3,3, e (1)



i m
hn<x) = a” j{: (~1)
i=0
m .
n (-1)l
hy(x) = a }E: T lme 1)1
i=0

where

0, (x) = Ln(x+r),

pespite their appearance,
For example:

g&-!

Po(uy JO(E'+E) dE =
£8

o(E")
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Po(mea)+l ¥ n=2,4,6, ..., (14)
mr. 2(m=-1)+1
i {5] n=3,5,7, «es, (15)
j-2 .
¥ (3-1) P32 (%) (16)
" m! )
and \yf 7 (m-D)iil! (17a,b)

these expressions are generally quite simple.

x=)
[x(1+r) + (l—az)ﬂn(x+rﬂ L

x=}

2A (18)



211

Eg—l =UU
o(EY) |2 ,.3 3, _ .2 L

P, (4 )O(E'~E) dF = S35 [5 (x* + 1% - a r] y (19)
8 *=H,

Note that these analytic expressions are in closed form, and do not
simply represent the first few terms of an infinite series. It is for
this reason that the present method has been incorporated in the
ROLAIDS cross section processing code.l

For anisotropic scattering in the C~system, the angular distribu~
tion function E(E‘,uc) would look like:

ISCT (CM)
' _ 2k+1 '
£(E',u) = £££ vy £, (E') P (1) (20)

and Pg(yy) in Eq. (7c) would be replaced by the product Py (uc)Py(up).
Using Eq. (8) to represent each power of u, in Py (uc), Eq. (7¢) could
still be written in terms of f,(x), gn(x) and hp(x). Thus, the

resulting expressions could again be written in closed form with no
truncation error.

The present method as described above is to be advocated whenever
the angular scattering function is known in the C-system. If, on the
other hand, it is specified as an expansion in the L-system such that

ISCT(LAB) i1 ~

E(B'1y) = L i Rl ROy (21)

it would be more expedient to write the scattering function as

G(E'+E) dE = o(E') E(E',uL) 2mdu, (22)
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and substitute Eqs. (21) and (22) directly into Eq. (5) where the

integration in the L-system would involve only the product Pk(UL)Pz(uL).
Such terms represent simple polynominals in yj, and are easily inte-
grated." To take advantage of this simplicity, the MINX code® uses
Amster's transformation® to convert C-system expansions to L-system
expansions prior to performing the integration. Note, however, that
even the simplist function in the C-system [f(E',u.) = 1/47n] requires
an infinite number of Legendre terms in the L~system. 1In practice,

the L-system expansion must be truncated, leaving some residual error
not found in the present method.

For comparison purposes, it should be noted that NEWXLACS’ uses
a numerical quadrature to perform the angular integration in the evalu-

ation of oz(g“+g).8’9’]° To be more precise, it calculates oz(g“*g)
as

. N
o, (g'8) = (2/48) gg; w o Pg (i)

e : (23)
¢(E') ofE") £(E',u; ) ey ) dE’

ES

where € (u ) =1 if UL(E',EL7Q,A) < < U (E'3E ’QaA) for

EE' < E' EPEg"l, and €(uy ) =0 otheFise.” The yntegration over E' is
then done semi-analytically. The power of the method is that it is
extremely fast and reasonably accurate in most cases. It is, however,

an approximate method. Its chief weakness is that one must use higher
order quadratures to obtain fairly accurate results as the group

structure becomes finer. For light nuclides this method may also leave
holes in the multigroup transfer matrices which should physically not
be present. Numerical experiments do, however, indicate the approxima-
tion to be quite good for heavy nuclides, and adequate for all nuclides

but hydrogen. 1In all cases, the accuracy of the approximation may be
increased by increasing N.

To be perfectly rigorous in the case of hydrogen, one should

account for the fact that the atomic mass ratio SAE is less than unity.
The radicals in Eq. (7c¢) would then become #pu¢ — bz where b2 = 1 — AZ]

A substitution of the form yj = b sec 8 would then allow Eq. (7¢) to be
written in terms of p,(x). This exact treatment, however, would ’

represent an unnecessary degree of accuracy in most cases.

A most interesting and extremely useful simplification of Eq. (7c¢)
results in the case of hydrogen where one is willing to make the A = 1

approximation. 1In that case, the bracketted quantity in Eq. (7c¢)
simplifies to 4u;, Eq. (3) simplifies to yj = ¥E/E', and Eq. (5) becomes

'—
Eg 1 pL= VEU/E'

$(E")T(E") w, Py () awp | aE' (24

' =
g, (g'+8)

2
g|
0] £8
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Defiuing ag n as the coefficients of uB in Pg(y;), it becomes convenient
to describe g (g'+g) as

o, (g'+8) = ZE: ag n %,n (g'+g) (25)

n=0

The terms oz’n(gh+g) can then be written as

1Y - p o p '
T2,n (g's8) = |—= (ED 1) B (Ec) 5 for g'<g (26)
pos P
ey =L g’ g|P g for g'= (27)
[0 E —_ - =) g
%,n(8">8) (p¢g.) [Bo (E ) Bp ] g

where p = (n+2)/2 and

L
g8 !

Bg = E! [ 117 P a1
p ' ¢(E")o(E"[E'] ¥ dE (28)
ES

In the case of hydrogen, the piecewise continuous ENDF specification
for ¢(E') is always of the form

o(E') = a (E']P (29)

-

for 10 7 ev < E' <20 Mev. As long as ¢(E') is represented in a

piecewise continuous fashion by one of the five ENDF interpolation
formulas, the integral in Eq. (28) may be evaluated analytically.

Assuming, for example, that the weight function is 1/E', Eq. (28)

yields

L
g8 -1 g8l

3§ = a[g']P7PLl gg' = (E%E) [g']PP 3 (30)



214

This completely analytic treatment for hydrogen has recently been
implemented in NEWXLACS.!! Because of the analytic treatment and the

A=

1 approximation, a full down-scattering matrix is generated with no

holes.

10.

11.
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CODE IMPLEMENTATION OF PARTIAL-RANGE ANGULAR SCATTERING CROSS SECTIONS:
GAMMER AND MORSE

J. T. Ward, Jr.
University giﬂyiggjnia;
Charlottesville, Virginia, USA
n//u—”—.———‘*

ABSTRACT

A partial-range (finite element) method has been pre-
viously developed for representing multigroup angular scat-
tering in Monte Carlo photon transport. Here we discuss
computer application of the method, with preliminary quanti-
tative results. A multigroup photon cross section processing
code, GAMMER, has been written, which utilizes ENDF File 23
point data and the Klein-Nishina formula for Compton scat-
tering. The cross section module of MORSE, along with several
execution routines, were rewritten to permit use of the method
with photon transport. Both conventional and partial-range
techniques were applied for comparison to calculating angular
and spectral penetration of 6 MeV photons through a six-inch
iron slab. GAMMER was found to run 90% faster than SMUG,
with further improvement evident for multiple-media situations;
MORSE cross section storage was reduced by one-third, cross
section processing greatly simplified, and execution time re-~
duced by 15%. Particle penetration was clearly more forward
peaked, as moment accuracy is retained to extremely high order.
This method of cross section treatment offers potential savings
in both storage and handling, as well as improving accuracy and
running time in the actual execution phase.

INTRODUCTION

Truncated Legendre polynomial expansions are commonly used to ap-
proximate angular scattering distributions in multigroup Monte Carlo
transport codes. Although adapted from discrete ordinates usage as a
matter of convenience and familiarity, these representations have long
been known to produce at times negative and oscillatory amplitudes®’?
(Figure 1). Several investigators have recently proposed theoretical
models for improved representations by means of finite element, or
"partial-range" methods. Suggested as a potential remedy for both
peutron elastic scatter®’* and photon Compton scatter®’®, the approach
has met with some degree of skepticism, the feeling being that no palat-
able alternative to conventional techniques exists. Be that as it may,
we discuss implementation of the method, from formulation for encoding
to comparative numerical testing. The following aspects are considered:
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1. GAMMER~-a multigroup photon cross-section generating code, which
produces data for input to modified versions of MORSE:

2. Modification of the MORSE cross-section module to accept GAMMER-
formatted input;

3. Modification of those MORSE execution routines using angular
scattering cross sections;

4. Comparison of numerical MORSE results between conventional and
partial-range cross sections.

CROSS SECTION GENERATION: SMUG AND GAMMER

Angle-dependent group-to-group scattering cross sections are typically
generated .anpd transferred to transport codes as full-range Legeundre coeffi-
cients‘fg+g » from which polar angular scattering densities are reconstruc-
ted in the form of truncated L'th order series:

1 1 L 1
8 ) 0 88 G = | (B B 0 w
2=0

where Pz(u) is the 2'th order Legendre polynomial in u, the polar scatter
cosine.” Here g and g' denote, respectively, incident and outscatter group

indices for a given transfer mode. The SMUG’ code employs a flux-weighted
double integral relation to compute the coefficients:

fg”g = J & o) J & o (E*E',1) Py (n) dE' dE / J B &(E) dE . (2)
Eg+1 Eg‘+1 Eg+l

For Compton scattering, as given by the Klein-Nishina formula,

GS(E’*E' 911) =

do _ r?mc? (B E'
E E’

2 2
fEan - aEf &' Ty M- ]6[1"“+m _mc] )

with r being the classical electron radius and mc? the electron rest
energy, assuming azimuthal symmetry, i.e., d2 = 27 du . Here the Dirac
delta function embodies the governing relation (scattering law) among E,
E', and Y, by considering conservation of energy and momentum., SMUG
treats pair production by adding appropriate magnitudes to zero'th order
coefficients for corresponding transfers on an element-dependent basis.
Then, specifying a fixed maximum number of downscatters for all incident
energy groups, the user receives ANISN-formatted data for each atomic
element desired.

One obvious characteristic of the partial-range technique is that
cross sections cannot be generated and transferred in a conventionally
formatted structure, which necegsitates the development of a new one.
Given a particular choice of energy group boundaries, GAMMER first
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amplitude for (10-8 =+ 2-1.6 MeV)
transfer with several truncated
full-range representations.

determines the number of physically permissible scattering modes for

each incident group by examining values of the nodal or "break" points
(Figure 2):

Hg = 1+ mc2(1/Eg - I/Eg'+l)

My =1+ mc2(1/Eg+1 - 1/Eg,+1) )
My = 1+ mcz(l/Eg - l/Eg.)

Mg = 1+ mc2(1/Eg+l - 1/Eg,) .

Since upscatter is precluded, the test for admissibility of a possible
mode (g +* g') is that Y3 > -1 . 1In this manner computation is performed
and storage allocated only for non-vacuous scattering modes. Within a
particular mode the p-range is redefined for each segment:

T L [N

Un =

)
L ’ -1 < U: < +1 B (5)

l'!n - un—l

where “n and un—l (pn > un-l) are the nodes or end points of that segment.

If, from Eq. 4, y; > U2 , GAMMER reorders the values to preserve positive
segment lengths. All Iunl > 1 are translated to the appropriate
boundary, *1 . Then, partial-range coefficients are constructed by taking
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ol U ' %
Y- j TR Ppu) dan . (6)
Ha-1 ’

Ag many as three distinct series - one for each smooth positive segment
f; & () - are required to represent fully a single transfer mode. The

flux~weighted angular transfer density is usually defined as

' E E E
£878 () = J & ag J & 4E o (B5E',u) ¢(E) / J 8 48 ®(E) . (7)

Eg+1 Eg+l

Integration over outscattered energy E' yields

E . . (W E
g ! d
£878 (u) = [ high™ gp TE o(E) / [ 5 dE o®) , (8)
E1ow () Botr1
where Ehigh is the maximum energy in group g from which a photon can be
scattered through the polar cosine M into group g'; similarly, Elow is

the minimum incident energy in g permitting M and g'. This integral
can be expressed analytically for two frequently-used spectral weighting
functions ®(E).

Letting'B(E) =1+ (@-w E/me? , Wwe have:

. 878’ - T rimc? 1-u2-1/28 B(Ehigh)
(). Flat flux: £578 (u) = 7 Srrs +1)[ln g + ]B(E ) (9
& B low
| ' 2 2 B(E, . )
(b). 1/E flux: £5°8 (u) = H(%—;E_'T [(l+u2)ln ‘B‘é'l“*'%* 1/262] highy, o
g gtl B(E, .

A
Now, un and un—l are known explicitly, as is fg+g (1), which is smooth
g

over U 4 <M< Mo therefore, the fﬁ can be obtained directly from

'8
L]
integration of Eq. 6 by Gaussian quadrature, eliminating the double
integral of Eq. 7 . Further, by representing Eq. 6 as

A U | — *
878 - In £878 " (y) P(u) du (11)
un-—l
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' *
878 o [reu)
g+gl n90 — % n
with £ = : and P(W ) = . R (12)
gg' P
fa,L P

computation for all values of 2, 0 < & < L , within an individual segment
is greatly compacted and simplified. Next, downscatter probabilities
P(g>g') are determined and normalized so that

1 [} l _): 1 4
P(grg') = J+ 878 (uy dau / I+ £878 () au . (13)
-1 g' /-1

Hence, z P(g>g') =1 . This in turn permits normalization of the angu-
g'

lar density shape functions:

*+ grg'
I £ (u) du=1. (14)
-1

Scattering magnitudes have now been externalized to the downscatter proba-
bility table and, ultimactely, to the atomic number densities in mixed
material media. In short, we have posited spatial separability as a
characteristic of the collision kernel. With Klein-Nishina (free electron)
scattering, possible material-dependent corrections due to coherent-inco-
herent (bound electron) effects are ignored®; the electron density N (xr)
rests as the sole measure or index of spatial (viz. "material'’) dependence,
thus rendering the collision kernel spatrially separable. Note that the
scattering tableau - that is, the nodal points, downscatter probabilities,
and coefficients, which determine angular density shapes -~ becomes inde-
pendent of element or isotope ; as such, calculation and storage need be
performed only once, regardless of the total number of macterials and
mixtures present,

GAMMER then computes values of the microscopic Compton, photoelec—~
tric, and pair production cross sections in each energy group for each
element specified, the latter two quantities being group-averaged from
ENDF File 23 point data. Thus for N elements'and G groups, this entails
evaluation of 3*N*G entries in addition to the basic Compton tableau.
Typically, low-order P; or P, partial-range expansions yield excellent
agreement with exact amplitudes (Figure 3). A summary of SMUG and GAMMER
punched output formats appears in Table 1. -

Parallel runs were made on the University of Virginia CDC CYBER 172
with GAMMER and SMUG to generate l6-group (Table 2) photon cross sections
for a single element. Surprisingly, GAMMER required only 9 CPU seconds
for this task, as compared to 91 seconds for SMUG; for three elements,
GAMMER ran in 21 seconds, since the Compton tableau did not have to be
repeated, while SMUG tripled in time. Apparently then, for this group
structure, GAMMER computes the Compton tableau in about three seconds,
while 6 seconds are needed for the tape reads and computation associated
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with each additional atomic element.
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1.09

Fig. 3. Exact Compton scattering
amplitude for (10-8 -+ 2-1.6 MeV)
transfer with percent relative
error of several low-order part-
ial range expansions, These are
given since the expansions them-
selves would not differ visibly
from the exact shape,
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THE MORSE CROSS SECTION MODULE

The familiar "Coveyou technique"®, first applied to 05R'?, was sub-

sequently adapted for selecting outscatter or post-collisional angles

in MORSE!!. A clever method using Gaussian quadrature is employed to
establish a set of discrete angles and weights [probabilities] amenable
to rapid Monte Carlo selection. In addition, D. C. Irving, et.al.l?
introduced a method to detect '"bad" or "impossible'" coefficients in
generated sets - '"bad" in the sense that they cannot represent any phys-
ically meaningful angular distribution £(u) 2 0, -1 2 u > +1. Rejection
tests are applied to eliminate these anomalies; but when coefficients are
thrown out, truncations of order less than the desired level are pro-
duced. This scheme was also incorporated into the MORSE cross-section
module. Thus, after reading ANISN or DTF-1V formatted data and setting
up storage location parameters, MORSE performs the above two processes.
Original input coefficients are themselves saved ane re-stored only if
the user requests point detectors to register next-flight flux or dose
rate estimates.

This entire module was rewritten to accommodate GAMMER-type input
and, in the process, greatly simplified and shortened. Data is read and
stored directly. Macroscopic cross sections are then constructed via
the usual mixing table, but manipulation is limited to element-dependent
entries ~ the entire Compton tableau remains intact - and preparation is
complete; i.e., no further handling is necessary.
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Table 1. Output Array for SMUG and GAMMER

SMUG: Standard ANISN format: G,, VWO., O_, C .
; t £’ "a g.8
o) , etc. for each group, first element.
g"l,g ’
Repeat for each element, Py through PL'
GAMMER: 1. Cumulative number of downscatters for
each incident group:

g'th entry = %[NDS(i)] sy G entries.
i=1
2. Four nodal values (pn’s) for each mode
(g+g'); 4%NGN entries, where NGN = total
number of modes--NGN = last entry in (1)
above.

3. Downscatter probabilities P(grg'); NGN
entries. -

g>g'
4. Normalized £7
3% NGN entries.

's: 3 values per mode,

—)vg'
5. Normalized f% 'ss 3%NGN entries.
6. Repeat until desired fL's; usually L = 1,2.

. Mi i fo 3
7. Microscopic Gc’ Gpe’ Gpp r each group;

first element, 3%G entries.

8. Repeat (7) for each successive element.

MORSE PHOTON TRANSPORT-THE SCATTERING KERNEL AND EXECUTION ROUTINES

In the execution phase, as particle histories are generated and
results scored, the kernels are utilized in two complementary ways:

1. To pick W at random from a particular distribution f (1), once
the mode (g*g') has been selected; gad

2. To compute the proper value of f (u), given a fixed scattering
cosine .

One disadvantage of the conventional method of selecting outscat-
tered angles is that, aside from computing and storing discrete angles and
weights, the continuous range of scattering angles is discretized, causing
angular distortion through ray effects during the first few collisions of
a particle's history.!
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Table 2, The 16
group energy

structure
- : By contrast, an ad hoc Monte
& Eg(MeV) Carlo rejection technique of reason-
1 6.05 ably high efficiency!® has been in-
9 5.95 corporated into the partial-range
3 5, modificatious (subroutine ANGLER) to
4 4. choose polar scattering cosines
5 3. directly from the appropriate partial
6 7. range expansion, thereby eliminating
7 1. ray effects.
8 .8 Several additional routines in-
9 .65 volved with angular scattering mech~
10 .59 anics, among them being COLISN,
11 '3 PTHETA, NSIGTA, RELCOL, and SGAM, were
12 4 modified. Otherwise, particle trans-
13 3 ’ port remains unaffected in all other
14 21 respects.
15 .12
16 .07
.01

MORSE PHOTON TRANSPORT-COMPARATIVE CALCULATIONS

Parallel multigroup Monte Carlo photon transport computations were
performed with MORSE, alternately using conventional and partial-range
cross sections, to compare the two methods in regard to computational
accuracy and efficiency. 1In each case a monodirectional 5.95-6.05 MeV
photon beam was directed perpendicularly onto a flat six-inch thick iron
slab surrounded by vacuum. Thirteen point detectors were positioned at
various angles from the incident beam direction to measure angular trans-
mission characteristics of the slab; all were located at a ten-foot dis-
tance from the point of intersection of the beam and slab.

Weight-adjusted photons were allowed to scatter until either escaping

the slab or reaching an 0.07 MeV energy cutoff. Insofar as transport is
concerned, the two runs differed solely in the handling of group-to-group
angular scattering probabilities, as treated by the two methods: a conven-
tional full-range Pj; expansion was employed on the one hand and a P,
partial-range expansion on the other. A comment in this regard may be
appropriate: although expansions to P;11 were requested in the conventional
run, unavoidable cross—sectional roundoff to five-digit accuracy resulted
in numerous "bad moments' being generated and rejected, particularly for
transfers originating in high-energy groups whose exact scattering ampli-
tudes exhibit limited angular support; hence the calculation of discrete
angles and probabilities for certain transfer modes employed less than the
full complement of twelve coefficients, as shown in Table 3.
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Table 3. Number of moments accepted fuor edch mode (g»g') in the
sixteen-group energy stiructure

Inscatter Group g

1 2 3 4 5 6 7 8 91011 12 13 14 15 16
1)1
2 |13

- 313 2 2

° 4 1 2 2 3 3

g 5 36 3 3 2 X = full complement

2 6 4 6 6 310 X

© 7 1 X 5 X10 9 4 3

85 8 3 3 31010 4 3 6

5 9 13 8 4 7 5 5 4 3 8

® 10 X X X X X X 3 3 7 2

3 11 X X 5 X X 55 6 X 3 6

3 12 5 5 X X 510 7 5 X 5 5 X
13 X 4 7 X X 5 X 7 8 7 X X 7
14 4 3 3 X X X 9 X X
15 3 X X
16 X X

A comparison of detector flux estimates and corresponding statistical
variances is presented in Table 4 for runs of 1000 particles by each
method. Several observations can be made on the basis of these sample
runs: ‘

Partial-range fluxes are clearly more forward~peaked than counterpart
conventional fluxes, scoring consistently 15-20 percent higher for narrow
angle directions, but uniformly lower at a: gles above 30°. This effect
distinguishes the ability of the partial-range method to retain full-range
moment accuracy to extremely high order® as compared with the dispersive
nature of full-range expansions. Variances are tighter at smaller angles
of interest with the new method; some conventional variances, particularly
those at large-angle detectors, may actually be greater than the values
indicated, since conventional ray effects would tend to be at least self-
consistent to an unwarranted extent.

Although nearly equal numbers of particles escaped the slab before
reaching the energy cutoff in the two cases (213 versus 210), there were
fewer total scatters with the new method (8930 vs. 9174). While photon
transmission may be affected to some small extent, judgment on this matter
would be premature due to the sample size.

In terms of computing efficiency, cost savings were effected both in
execution time and field length requirements. First, the calculation of
discrete angles and probabilities was bypassed by the new method, saving a
net 38 CPU seconds for one material medium. Moreover, the actual particle
transport phase ran about 15 percent more quickly with the new method: 517
versus 605 CPU seconds on the University of Virginia CDC CYBER 172,
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Table 4. A comparison of point flux estimates in photons/cm?-sec per
source photon/sec for conventional and partial-range calculations

Angle From Conventional Partial-Range
Incident Beam
(Degrees) Flux Variance Flux Variance
0 1.1022E~06 0.05145 1.3343E-06 0.03133
1/4 1.1773E~06 0.05154 1.3339E-06 0.03162
1/2 1.1613E-06 0.04722 1.3349E-06  0.03152
1 1.1723E-06 0.05874 1.3272E-06  0.03200
2 1.1616E-06 0.05846 1.3036E-06  0.03258
4 1.0792E-06 0.05152 1.2361E-06  0.03418
8 9.1795E~07 0.05280 1.0741E-06 0.03811
15 6.0761E~-07 0.06168 6.9759E-07  0.05203
30 2.3519E-07 0.09105 2.3658E-07 (0.08571
45 1.1594E-07 0.10315 8.8021E-08 0.12285
60 5.5098E-08 0.15362 3.8232E-08 0.18556
75 1.9377E-08 0.25782 1.1686E-08 0.35038
85 1.1792E-09 0.41122 8.9881E-10 0.67529

The partial-range method permits storage of Legendre coefficients
directly into blank common; they are not required to first compute and
store moments, then to be themselves re-stored in new locations when
point detectors are used, as in the conventional procedure. For these
runs, in which only one material medium appears, a blank common alloca-
tion of 5300 in the conventional treatment was reduced to 3400 for the
partial-range application. When multiple media appear, only electron
densities need be added. By contrast, MORSE conventionally stores a
complete downscatter (cross section) set for each separate material.
The storage advantage then becomes even greater for multi-media compu-

tations.

RESULTS AND CONCLUSIONS

In summary, the partial-range angular scattering technique has been
incorporated into the MORSE framework for photon transport, in effect
replacing or modifying all subroutines dealing with cross sections. A
multigroup photon cross section generating code, GAMMER, has been written
to supply convenient input to the transport code. The method is compu-
tationally accurate, to the extent that can be shown by these brief rums,
and it is computationally more efficient than the conventional MORSE.
Further investigation of resulting angular distributions is warranted,
however, particularly in deep-penetration situations with sharply aniso-
tropic scattering and complicated geometry, where retention of extremely
high-order moments may be desired.
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ABSTRACT

Recently, questions have arisen concerning the limits
of the range of values within which a cross~section self-
shielding factor (f-factor) is restricted. In this study,
best upper and lower bounds for the range of values of
an arbitrary f-factor have been derived analytically
starting from the definitions which form the basis for
the computer codes currently employing the self-shielding
method. A fundamental assumption used in the present
derivation is that the fluxes and cross-sections be elements
of a Hilbert Space. The strict upper and lower bounds
for the f~factors have been obtained by applying well-
known inequalities from the theory of functions. 1In
particular, it is shown that total and partial reaction
f-factors can exceed unity. The conditions leading to
such a situation are discussed from both a mathematical

and a physical point of view.

Due to its ease of application, it is planned to
implement the results of this study in a routine checking

procedure in codes employing the self-shielding method.
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I. INTRODUCTION

One of the most important methods for calculating effective
multigroup cross~sections is the shielding factor method. 1In this
method, the group cross-sections are obtained form the precalculated
self-shielding factors as a function of the temperature T and the

"total cross—-section per atom'" Og.

Questions have arisen concerning the limits of the range of
values within which a cross~section self-shielding factor (f-factor)
is restricted, and, in particular, whether values of f exceeding

unity are physically meaningful.

Clearly, the computed values of the f~factors depend rather
acutely on the computational models used to reconstruct the
cross~sections from the ENDF/B tapes, on the assumed behavior of the
neutron flux and on the boundaries of the chosen energy groups.
Thus, in principle, one can readily construct situations where,
indeed, some self-shielding factors can greatly exceed unity (e.g.,
by choosing a group boundary that '"cuts through' a resonance, or

one that is located in the wing of a resonance, etc.).

It was therefore the purpose of this study to investigate
analytically the possible ranges of values of an arbitrary self-
shielding factor. Best upper and lower bounds for these raﬁges
have been derived, starting from the definitions which form the
basis.for the computer codes currently employing the self-shielding
method. These strict upper and lower bounds have been obtained by
applying well-known inequalities from the theory of functions. These
bounds will depend, as could be expected, on the upper and/or lower
bounds of the fluxes and cross-sections considered within that
group. Our derivations, however, are independent of the computational

model employed in reconstructing the pointwise cross sections.
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The material presented in this study is structured as follows:
in the next chapter, we shall analyze the "current-weighted" "total
self-shielding factor, for both the resolved and unresolved energy
regions. This will then be followed by an analysis of the partial
reaction self-shielding factors. Some numerical results will be
presented nmext as illustrations of the practical consequences of our
investigation. Finally, some conclusions that may be drawn from

this work will be offered in the last chapter.

IT. BEST BOUNDS FOR THE TOTAL SELF~SHIELDING FACTOR ft(GO,T)

We recall the customary definition® ® of the total self-shielding
factor ft(oo,T), for one isotope, for energy group g, at temperaturc

T, in a mixture of dilution Tg:

<O% (00,

—————————eee e e e

<0§ (mQ O) >]

ft(UO’T) =
(L)

Here, <g%(oo,T))1 represents a special '"total" group-averaged
cross-section which is related to the "transport" cross-section
employed in diffuiion-theory type calculations. Moreover, as will
be seen shortly, the form of <o§(co,T))1 employed throughout the
resolved energy range differs from that employed in the unresolved
energy range. The investigation of the bounds for ft(Go,T) will
therefore have to be carried out separately, first for the

resolved energy region and then for the unresolved energy region.

II.A. Resolved Energy Region

According to the Bondarenko methodl—a, the definition <O%(Go,f»1

within this energy range is
a, (E,T)

<G% (0o, T = ./g‘ [Ut(E,T) + 0-0]2

1
C(E)dE
./F; [0 (E,T) + 04]2 )

C(E)dE

(2)
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reflecting the "current weighting' appropriate to its role in the transport

equation.

C(E);

ot(E,T):

0'0:

All of the quantities in Eq. (2) have their usual meaning,? i.e.

represents the broad energy behavior of the spectrum [e.g.,

1/E, fission spectrum, etc.]

is the energy-dependent total cross section at temperature

T for the isotope of interest

is the macroscopic total cross section per atom of the isotope
of interest (spatial and lattice effects are subsequently
deduced by incorporation of equivalence principles through

oy parameters).

The infinitely dilute group cross section (o%(w,0)>1 is readily seen

to be

<C5g(°°,0)>1 = .__l.__ ./Gt(E,O)C(E)dE (,3)
t Kg %

where the (group-dependent) constant Kg is defined as

K Ef C(E)dE (4)
8 24

In view of (2) and (3), the expression (1) for ft(co,T) becomes:

0. (E,T)
/ : C(E)dE
£ (0e,T) = ‘s o J2 [0, (E,T)+00]2
t b

(5)
fct(E,O)C(E)dE f 1 C(E)dE
. g [ot(E,T)+00]2
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A strict lower bound for ft(oo,T) will be derived next. For this

purpose, we introduce two auxiliary functions a;(E.T) and b;(E,T) defined

as <
a1(E,T = [0 (E,1CE)]? 6)
and
. _\em

B1 FE"B) (7

Ot(E’T) + 04

The case of finite dilution (i.e., og #¥ «) will be considered first.
We readily observe that, for E ¢ g, functions ai(E,T) and by (E.T) will

satisfy the inequalities

0<m; £ a)(E,T) £ M; { (8>
and
0<m2 < b, (E,T) < My { & (9)
where
m; = inf a;(E,T) (1
Eeg
M; = sup a;(E,T) (1)
Eeg
my; = inf by (E,T) (12)
Eeg
M, = sup b, (E,T) (13)
Eeg

We can therefore apply the Diaz-Goldman-Metcalf Inequalityl+ to the pair

of functions a; and bj, to obtain:

fo (E,T)C(E)dE
1 > 1

C(E)dE c: ——
f [o_(E,T)+00]? f O (E,T) 3 2 (1)
g | .

C(E)dE
L (E,T) +00
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where the caonstant C; is

- 1 MiM2\1/2 mimz\1/2

Next, defining the quantities

¢y = dinf \/C(E) (16)

Ecg
$2 = sup VC(E) (17)
Eeg
gy = inf o _(E,T)
Feg °© (18)
Zy = sup o (E,T) '
Ecg t (19)

we can easily show that

MM\ 1
( 1 2) /2 < A (20)
m,m,

1

where

P (00 * 21)1/2(21)1/“ (21)
T o, o + 0, 01
is a constant greater than unity.

It therefore follows that

c: £ K (22)

where

K %—— (A +%—> ‘ (23)
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Thus, in view of (22), the inequality (14) leads to:

1 . f o (E,T)C(E)dE
C(E)dE 2 "—1'{2_— "0’ (E,T) 2 (28)
./E: (E,T)+oa]2 ’ [ C(E)dE
gLt a,(E,T) + 0o

Using inequality (24) in (5) gives:

(E T)
Ry et EYdE
K ﬁ o (E,T)C(E)dE f[o (E,T)+0q J‘? C(E)
£, 00, 1) > K% fg o, (E,0)C(E)dE 5D ) 2 (25)
f 5, B D+00 C(E)dE

We now consider the pair of functions a,(E,T) and b,(E,T), defined
as

a2 8,1 = Vo (26)
Vo, (E, T

ba(E,T) = 275
ct(E,T)+-oo
Taking again into consideration that op # =, we can apply Schwartz'
Inequality“ to the pair as and by, to obtain
S 1 . 1
\F’EE TS 2 — K f OC(E,T) (28)
f & C(E)dE

C(E)dE j[ﬁt(E,T)'f'Uo]z
g
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Combining the inequalities (25) and (28) yields the fél]owing (strict)

lower bound for ft:

o, (E,T)C(E)IE
[ (00,T) 2 —— @ j‘: e ( (29)
g0 - 2 o (E,0)C(E)dE

K? L C

The strict upper bound for ft(oo,T) can be readily determined by

a straightforward application of Tschebycheff's Theorem' to the functions:

C(E), 0 (E,T) and [0 (E,T) + 001"’ (30)

Since ct(E,T) and [OT(E,T) + oo]—2 are always monotone in the opposite

sense for a fixed value of oj, we obtain the following best upper bound

for ft(oo,T):

Ot(E,T)C(E)dE

ft(()o,T) f_ :‘[g‘ (3])
4

Ot(E,O)C(E)dE

So far, we have assumed in our derivations that oy # =. However,

it is a simple matter to show that for the case of infinite dilution

f Ut(E,T)C(E)dE
g

f 0, (E,0)C(E)dE
g

Fe (32)

"by passing to the limit as oy - = directly in Eq. (5). We can therefore

conclude that for any value of op and T, ft(co,T) obeys the double inequality

fo (E,T)C(E)dE f o, (E,T)C(E)dE
r JEC g (33)

ft(OQ’T) _S
/ o, (E,0)C(E)dE
g

K2 / o, (E,0)C(E)dE
g

I A
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for any energy group g contained within the resolved energy region.

Several rather obvious conclusions concerning the behavior of ft(Go,T)

can be drawn from the double inequality (33). Thus, while for most

fot(E,T)C(E)dE
g <1,

/ o, (E,0)C(E)dE B (34)
g

practical cases

there are physical situations when the above ratio can be substantially

larger than unity. Such situations occur, for example, in the case of

narrow groups contained within the interference minima, for groups at
very low energies, or for groups whose boundaries cut through a resonance,
etc. It is therefore quite clear that in such cases the inequality (34)
is reversed, i.e., ft(oo,T) > 1, and this effect is more pronounced the
higher the temperature T in question. Notice also that since the upper
bound for ft(oo,T) in (33) does not depend on oy, even ft(m,T) (i.e., at
infinite diiution) would exceed unity for the aboye mentioned examples.
We would therefore like to point out that the practice of setting the
limiting value of f (0p,T) to unityl!s? is not justified, and could lead

to serious errors.

II.B. Unresolved Energy Region

The expression of the special "total" group cross section employed

in the unresolved region is:3 -

Et (E,00,T) C (E)dE
1
[g .

go + 0O (E,0¢,T) oo + 0, (E,00,T)
t1 to

<otg(co,T)>1 = (35)

f 1 C(E)dE.
g L 2

oo + 0. (E,00,T) Go + 0, (E,00,T)
£1 o
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where the quantities gt (E*,00,T) and Et (E*,0q,T) represent effective
1 0
self-shielded point cross-sections generated at discrete points E* in the

unresolved energy region, according to the well-known prescri;ﬂ:ions1--3

1 J/’EZ dE
Ex - By YE [Ot(E,E*,T) + 0¢)

1

i

o l(E*,OO,T) = 0o

(36)
1 .lrEz . dE
Er - By YEi [0 (E,E*T) + 0]’
and
1 Eo Gt(E,E*,T)
- dE

Es -~ E1 YE, ot(E,E*,T) + 0o

= (37)

EtO(E*,Uo,T)

1 J(Ez dE
E, - E; E

1 0 (E,E¥%,T) + 0o

We recalll 3 that E* is some energy point inthe range (E;,E;) which is
assumed to contain many narrow resonances, and the integrals of the form
1/(Ey - E1)§E2 g(E)dE appearing in (36) and (37) are treated within the
narrow resonaﬁce approximation formalism and evaluated by performing the

respective statistical averages over the reduced widths and spacings.

It can be readily seen from (36) and (37) that at infinite dilution

we have:

lim o, (E*,00,1) = Llim 0, (B*,00,T) = 0" (E#)

G- T t (38)
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wherec:(E*) represents the infinitely dilute effective total crosz-section
at the discrete energy point E*, Note the important fact, that ot(E*) is

independent of the temperature T. This result enables us to determine the
expression of the infinitely dilute total group cross-section from Eq. (35)

as:

@ Bemy, = & U/~otm(E)C(E)dE (39)
& Vg

Using Eqs. (1), (35) and (39) we can write the explicit expression for the

total self-shielding factor ft(oo,I) in the unresolved region as:

0, (E,0,,T) C(E)dE
t)
/g = .
Kg Ty + th(E,Go,T) Gy + GtO(E,UO ,T)
(GOsT) = © *
J oS ®me@a [ 1 C(E)E
g [ ]
& o, + G, (E,00,T) Go +G. (E,00,T)
1 £y
(40)
Based on Eq. (40), we can now determine the best lower and upper
bounds for ft(oo,T) along exactly the same lines as for the resolved
energy range. For this purpose, we need to define the quantities:
s = inf Uto(E,Ua,T) (41)
Eeg
Eeg
81 = inf tl(E’GO’T) (43)
Eeg
Sy E sup Otl(E’OO’T) (44)

Eeg
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and consider the functions

— 1
as(8,00,T) = [6, (B,00,mC(E)] 7

(45)
1
1 C(F) /o
b3(E,0,,T) = " . - (46)
Oo + 0, (E,00,T) o9 + 0_ (E,0p,T)
1 to
ay (E) =MC(E) .
(47)
3, (B,00,T) C(E) '
by (E,00,T) = - . - (48)
Og¢ + G’tl(E,Oo,T) Oo + O'to(E,O'o,T)

By repeating the sequence of manipulations (i.e., apply the Diaz-Goldman-
Metcalf, and H8lder's inequalities) in a manner analogous to that for

the resolved region calculations [cf. Eqs. (8-33)], with the pair of functions
(az, b3) playing the same role as previously played by (ay, bi), and the

pair (a4, by) playing the role of (az, b;), we can finally show that

o D o (E T)C(E)dE
1 -/g'GtI(E,OO,T)C(E)dE L tl( »T0 ) ( )
= — < £.(00,T) < - (49)
K YC(E)dE
2 -/g‘ct (E)C(E)dE ,/g.Gt (E)C(E)d

The quantity Kz in (49) is defined as

K2 = %(B + %)

(50)

with

92 81\ [(00 + S0 (o0 + $1) TV,
B =— [— (51)
$1 \s1 (00 + s9)(0g + 51)
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The double inequality (49) is the counterpart of (33), for energy groups
contained within the unresolved range. However, there are some rather
obvious differences between (49) and (33), perhaps the most important
being the fact that the upper bound ft(co,T) in (49) depends on op. For a
particular group g in the unresolved range, and at a fixed temperature T,
it can be readily shown that ft(co,T) attains its largest value for the

case of infinite dilution, when

_/g o, (E)C(E)dE

ﬁ o, " (E)C(E)dE

ft(w,T) =1 (52)

ITI. ANALYSIS OF THE PARTIAL REACTION
SELF~-SHIELDING FACTORS fx(UO,T)

We recalll™ 3 that the definition of the partial reaction self-
shielding factor fX(GO,T), for reaction x, energy group g, at temperature

T, and in a mixture of dilution oy is:

0, B(00,T)
fx(Go.T) T - (53)
0 8(x,0)

where oxg(co,T) represents the group-averaged cross-section for reaction

of type X.

The task of obtaining best bounds for the reaction self-shielding
factor is somewhat less straightforward than that for ft(co,T)- As will
be seen shortly, the complication arises from the well-known fact that
the sum of the partial reaction cross sections is equal to the total cross
section. The analysis of the reaction self-shielding factors f_(og,T) will
be carried out separately for the two energy regions (resolved and unresolved)
due to differences in the expressions.of the group-averaged cross-sections

used in these two regioms.
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I1IT.A. Resolved Resonance Region

According to the Bondarenko model for the energy-dependent flux! 3,

the expression for the group cross section for reaction of type x in this

energy region is

f crx(F,,'I‘)
0, (5. + gp C(AE

a B(g,,T) = (54)
X i T

& 0, (E,T) + oo

C(E)dE

where ox(E,T) is the Doppler-broadened smooth cross-section of ftype x
and the other quantities have the same meanine as before. Thus, in view
of (53) and (54), the explicit expression of fx( 0sT) for an energy

group contained within the resolved range becomes:

o (L, T
x(1 I)

e C(E)dE
K Ot(E,T) + Ty ( )

g 8
fx(Go,T) = L] — (55)

fgox(n,o)cas)dﬁ /’.._.*__L__—-u C(E)dE

(ft(ﬁ,'f) + Og

The qualitative behavior of fx(oo,T) can be studied by applying
1
ot(E,T) + op’

Tschebycheff's Theorem" to the functions C(E), UX(E,T),

for E € g, to obtain

Ok (E,T)

fot(E,T) + 0p C(E)dE
g 1

1 T{[o (E,T)C(E)dE
f C(E)dE gt *

ot(E,T) + Op

1\

(56)

g

x . 1 .
whenever oX(L.T) and ot(E,T) ¥ og are monotone in the same sense; the
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1
‘ o (E,T) + op
the opposite sense. Making use of this result and Eq. (55), we conclude

inequality in (56) reverses if ox(E,T) and are monotone in

that

fGX(E,T)C(E)dE
g

f o, (E,0)C(E)dE
g

£ (0,1 2=

(57a)

. N S
if OX(E,T) and Gt(E,T) . are monotone

in the same sense

or

: f o, (E,T)C(E)dE
g

b (OO:T) _<.. .
X j o, (E,0)C(E)dE
g (57b)

1
Ot(E,T) + Oy

if GX(E,T) and are monotone

in the opposite sense.

The equality in (57) is attained at infinite dilution, when, as can also

be seen directly from (55),

fo (E,T)C(E)dE
g X
f (OO’T) = 58
x fox(E,O)C(E)dE 58)
g .
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Relations (57) and (58) clearly outline the fact that the value of
a reaction self-shielding factor does not necessarily have to be less than
unity. Indeed, we can easily envisage situaitons when fx(oo,T) can
substantially exceed unity, especially if we happen to deal with some narrow

group contained within the wings of a giant resonance.
We next wish to derive an interesting and useful relationship showing

the interdependence among the self-shielding factors for the various

reaction cross—-sections x. For this purpose, we sum Eq. (55) over the

/‘ Ot(E,T)
s G dE
o Gt(L,I) + 0g

j{:(fx(oo,T)JQ'ox(E,o)c(B)dE) =K & e (59)

X 1
f = ) dE
A (Ft(E,T) + g

We can now proceed to derive strict lower and upper bounds for the expression

reactions X, to obtain

on the left-hand side of Eq. (59) by following essentially the same procedure
as described in section II.A. For the sake of brevity, we shall omit the

details, and give here the final result only:

[:g of Gt<E,T)C(E)dE < zx:(fx(GD,T) Q[GX(E,())C(E)(}E)

g
(60)
< [ o @mmec
. Ut(h,T)C(E)dE
where
Sl .1 - (61)
Kz = Z(D + D
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with
$2[ Z1 o9 + 2,7 Y/,
D = 5“ - e (62)
1L0) g + 0,
ITI.B. Unresolved Resonance Region
The expression of the group cross section for reactlon x, in the
unresolved region is3:
6 _(00,E,T)
- C(E)dE
3 +
o B0, T) = ,
f_ 1 C(B)dE (63)
R +
g Oto(oo E’ST) Gy

where oto(co,E*,T) is the same as in Eq. (37), and where the s:lf{-shielded
effective point reaction cross sectionlgx(co,E*,T) is generated at discrete
energy points E* employing well-known proceduresl_3 whose gianrting point

is the definition:

1 E2 5 (E,E%,T)
f X dE
_ E2 - E; YE; o _(E,E*,T) + oy
GX(GOsE*sT) = t
I E, 1 (64)
dE

E2 = Ev Jp. o (E,E*,T) + 0

We readily see that, at infinite dilution

(65)

p— o0
lim o (0o,T,E%) o, (E*)

00—)(”
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is independent of temperature1—3; therefore, the infinitely dilute group

cross section for reaction x becomes

1
0 8(»,0) = —-fo “(E)C(E)dE (66)
X K g X
g
The expression of the reaction self-shielding factor fx defined by (53) can
be now written explicitly for this energy region by means of (64) and (66)

as

EX(EWOO 9T)

/_. C(E)dE
+

A Oto(E’OO’T) Oo

g
f (0] = ®
( o] ’ )

I’

o “(E)C(E)dE 1 (67)
-/g * f C(E)dE
a

g (E,UO,T) + To
to

The behavior of fx(oo,T) in the unresolved region can once again be studied
by means of the same procedures used for the resolved region. Thus, we

can employ Tschebycheff's Theorem* to Eq. (67) to obtain

f G (GosE, T)C(E)dE
& (68)

f (OD9T) < [e.]
X f G, (E)C(E)dE
g

— 1 . .
whenever Gx and %f—f;—gg are monotone in the opposite sense. As before, the
to - — .
inequality in (68) is reversed for the rare situations when o and [ot + og] 1
0

are monotone in the same sense over the energy group g.

The behavior of the reaction self-shielding factor in the unresolved
region at infinite dilution can be obtained by passing directly to the

limit as og > » in Eq. (67); the result is simply

fx(°°,T) =1 (69)
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Finally, we shall give the anaiogue of the double inequality (60), for

energy groups within the unresolved region, i.e.

1 _ .
;{—E—-’gcto(oo,E,T)C(E)dE < g(fx(cvo,'r)jgox (E)c(E)dE)

ngto(oo,E,T)C(E)dE (70)
g

where

Ko = %(F i .ll‘ﬂ (71)

with

S oo + So\!
- ¢z(_g . 0 o) ly (72
$1\so Oy + sy
We wish to remark that the double inequality (70) was derived by making use

of the obvious relationship

;EX(OO,E>T) = gtO(OO’E’T) (73>

and by subsequently employing the Diaz~Goldman-Metcalf and Holder inequalities.
Moreover, all of the quantities in (70)—(73) retain their meaning as defined

in the previous sections of this study.
IV. PRACTICAL APPLICATIONS

In the preceeding chapters we have derived upper and lower bounds on

the "current-weighted total" self-shielding factors (Chapter II) and on the
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sum of the "flux-weighted'" reaction cross sections (Chapter TI1). Separate
inequalities have been presented for the resolved and unresolved resonance
ranges because of the difference in the methods used in the two ranges for
calculating group-averaged cross sections. In this chapter we will summarize
the important conclusions and give several examples to illustrate the practical

application of this work.

In the resolved resonance range, we have shown that the total f-factor
can exceed unity for some physical situations. These situations include
groups in the wings of a broad resonance, within the interference minima and
at very low energies. As will be seen in the examples of the next section,

this effect is more pronounced at higher temperatures.

In the unresolved range, however, we have shown that unity is indeed
an upper bound on the total f-factor, although not necessarily the least
upper bound. The physical reason for this is that any group in this range
must span many resonances, and Doppler broadening does not significantly
change the area under a resonance. Another important difference in these
two regions is that the upper bound on the resolved range is not dependent
on Op, Whereas it is in the unresolved range. As with the total f-factor,
we saw that the upper bound for the sum of the reaction cross sections was
not dependent on ogp in the rescolved range, but was dependent on og in the

unresolved range.

We shall next present a few numerical examples of total f-factors calcu-
lated with the ORNL version of the MINX3 code. The official preliminary
ENDF/B-V data files were the source of data for 2%0Pu and Na, while ENDF/B-IV

was used for 239pu.

For 240py, the following table gives ft for various temperatures, at

og = 10% b, in a group whose energy range is 1.13 eV to 2.38 eV.

(Eg. 31)

Temperature (°K) ft(co = lOs,T) Upper bound
300 .990 1.058
900 1.119 1.233

2100 1.424 1.670
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As we can see in Reference 5, this group lies in the upper wing of a
broad resonance at 1.06 eV. As the temperature is raised, Doppler broadening
lowers the peak of the resonance, but raises the wings, thus increasing the

cross section over most of the group.

If one processes cross sections at temperatures found in CTR work, this
effect is even more evident. The following table gives ft at temperatures
of 300, 900, 2100 and 108 °k, op = 100 b for 239py, Note the increase in

going to very high temperatures.

Energy Range T = 300 °K T = 900 °k T = 2100 °K T = 10° °K
(eVv) tipper Bound Upper Bound Upper Bound Upper Bound
Ft (Eq. 31) ft (Eq. 31) ft (Eq. 31) ft (Eq. 31)
5.04~-6.48 1.005 1.005 1.007° 1.007 1.009 1.009 4,571 4,656
3.93-5.04 1.002 1.003 1.004 1.004 1.006 1.006 2,792 2,825
3.06-3.93 1.007 1.007 1.009 1.010 1,013 1.013 1.821 1.825

The final example shows the effect of Doppler broadening on a group at
very low energies. The material is Na, the energy group éxtends from 10 ° eV
to 0.414 eV and og = 103 b. The temperature dependence of ft is illustrated
in the following table.

Temperature (°K) ft(co = lOa,T) Upper bound (Eq. 31)

300 1.017 1.018
900 1.046 1.046
2100 1.099 1.100

All of these f-factors are larger than unity, but are still below the

computed upper bound.

The inequalities satisfied by the total f-factors [equations (33) and (49)]
and by the sum of the reaction cross sections]}quations (60) and (70)] are
being programmed into a set of routines to be used in conjunction with the
MINX and NJOY codes at ORNL, providing, thus, the capability of automatically
checking the "reasonability" of these f-factors. The unphysical f-factors, if
any, will henceforth be flagged based on the above mentioned analytical

constraints rather than on intuitive reasoning.
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APPENDIX A
Calculation of ¢1/¢,

The ratio ¢;/¢2, used in evaluating the lower bound on the f-factors,
can be calculated explicitly for each of the four analytical weight functions
allowed in MINX. The following definitions apply to the calculation of

this ratio for energy group g.

C(E) = Weighting function
B} = minVé(E) over group §
$2 = maxVé(E) over group g
Eg = Lower energy boundary of group g
Eg+l = Upper energy boundary of group g
I. C(E) = constant
b1
Obviously, — = 1 (A-1)

¢2

IT. C(E) = 1/E
1
” =(fg_) & (A-2)
P2 Eg+l ‘

ITI. C(E) = Maxwellian + 1/E + fission spectrum

Region 1: Ci(E) = SlEe_E/kT for E<E; S; = El'ZeE’/kT
Region 2: C2(E) = 1/E for EXKE:2
Region 3: C3(E) = SZ;EI/ZE.—E'/6 for E>E, 8g = Eza/zeEz/e

Region 1: The Maxwellian peaks at Emax = kT, so that there

are three cases to consider.

E ~ E
1
L, E \,, -8Li _8 (A~3)
For Eg+1 < kT, = ( ) /2 e 2kT

2 Eg+1
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(bl E l/ - g____.g'!-_l
For E_ > k7, — = <~8ﬂ> ? o 2KI (A-4)
b2 Ey

2

¢1 <e)1/2 Y/, =E /2kT
For E < kT, E ,, > k7, — =| — min{E e B
- +1 = ’ :

& gl KT &

(A-5)
1/, —Eg+l/2kT£

Eg+1 e

Now, suppose the energy group in question spans the boundary at E,,
with Eg > kT and Eg+1 < Ey. Other possible ways of spanning this boundary
exist, of course, and must be accounted for, but this is the most likely

situation. In this case,

d)l _1/ E /Zk'f
— = (s1EE )7 /2 8 (-6
s g 8
¢ E \/,
Region 2: — = [—&. (A=7)
2 Eg+l
Region 3: This function peaks at E = Q'
max 2
DA " E
For 8y, ¢ § — =(E ) o (A-8)
2 g+l

20 (A-9)
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8
For Eg i E,, Eg+l z E,, Eg+l i 2,
_1
¢ Ez /2
$2 1 1 1, -E_,./26
=" /2 /2 [y g+l
max Eg »S2 Eg+1 e

IV. C(E) = CTR-CRBR combined weight function
Region 1: C;(E) = SlEeuE/kT
Region 2: C,(E) = 1/E
1 -
Region 3: C3(E) = S3E /2e E/0
Region 4: C4(E) = S4/E
. . 5 .Y,
Region 5: Cs5(E) = Ssexp -5 (E
f
Region 6: Cg(E) = Sg/E

The normalization constants are

Sy = El—zeEI/kT

3
S,E; /2e E3/0

]

Sy

Sg SsEsexp[—'éi (Es

1” 1’ 2
/o _g /d)]
£ P

for
for
for
for

for

_ 1/22
Ep )

-3
EZ /ZeEZ/e

exp[i
B
f

Sy

SS=EQ

(Ey

(A-11)

I<E;

E;<E<E,
E2<E<Ej
E3<E<E,
E4<E<Es

E>Es

s g M2y
P

Regions 1, These three regions are identical to the weight

2 and 3:

Region 4:

function described in section III above, and
equations A-3 through A-11 can be used. The
boundary at E3 is evaluated next.

$1 ( Sy '/ E /28
For Ej < B3, Eyy > o, — = 5 e (A-12)
b \SsE Eon ’
g g
E 1
b1 (& )/ (A-13)
P2 E

g+l
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Region 6:
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This function peaks at E

AR -
p’ €XP 190

For E <
gtl — b2

!
TN
=z

oQ
—
~
N

o1
3 < D > ——
For Bg = Bp» Bgip 2 By o,

< T > E
FOI’_Eg_Eu, Eg+1_‘ [F9

B <Su/Eu>l/2

min (exp

y&Xp|l-

¢
For E < Es5, E > Eg, —
g — > g+l—' 5 sz

E \!/

LA T S

(A-17)



