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Picosecond Dynamics of Reactions in the Liquid Phase: Studies of
Iodine Photodissociation and Development of New Laser Techniques

Mark Alan Berg
Abstract

Iodine photodissociation and recombination was studied:é"a¢g?del
for processes common to chemical reaction in the liquid phase. |
Picosecond transient absorption measurements from 1000-295 nm were used
to monitor the dynamics in a variety of solvents. Most of the atoms
which undergo geminate recombination were found to do so in €15 pe, in
agreement with the results of existing molecular dynamics simulations.
Vibrational relaxation times vary from ~!5 ps near the middle of tre
ground state well to ~150 ps for complete relaxation to v=0. The
prediction of strong resonant vibrationsal energy transfer to chlorinated
sethane solvents was not supported, but some evidence for this cechanism
was found for alkane solvents. Current theory is unable to explain the
large variation (65-2700 ps) of the excited A'-state lifetime in various
solvents.

A 10-Hz amplified, synchronously-pumped dye laser used to perfora
these axperiments is described and characterized. Stimulated electronic
Raman scattering was used to shift the ssplified pulses to the
vibratioual iafrared. Pulses were shifted to 3040~1950 ca™l with a
maxiwem of L1 wi/pulse. The same techaique was also weed to shift hoth
broad bandwidth sad marrow bemdwidth pulees with a mech Wreader tuning
range of 3430900 ca”l and wp te 120 wi/pulse. Differeace frequeacy
uizing of a picosecond pules with a sanssecend dye laser puloe wer weed



to produce picosecond pulses in the far-infrared (20-200 cn'l). Quantum
efficiencies of 0.1-0.3% were observed over the entire frequency
range. Festures unexplainable with simple non-linear optical theory

were observed, in particular large pulse~to-pulse energy fluctuations.
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INTRODUCTION

The attempt to understand the elementary processes a molecule
undergoes during a chemical reaction lies at the heart of physical
chemistry. Reactions in the liquid phase are less well understood than
gas-phase reactions, because of the greater conceptual problems of
dealing with many—body dynamics, and because of the technical difficulty
in vorking on very fast timescales. Here a very simple model reaction,
iodine photodissociation and recombination, has bsen investigated and a
fairly detailed understanding of the reaction pathway developed. The
results also provide one of the few experimental tests for theories of
liquid-phase reaction dynamics. These experiments were possible largely
due to the development of a source of high quality picosecond light
pulses. Work was also done on techniques to extend this source to the
vibrational infrared and far-infrared portions of the spectrum. It is
hoped that these techniques will aid not only in studying liquid-phase
dynamics, but also in sany other areas of both chemistry and physics.

In the study of_ liquid-phase reaction dynamics, progress is tightly
linked to technical developments, specifically the generation of high- »
quality, picosecond laser pulses. Ideally the pulses should not only be
shorter than the phenomena of imterest, but also be narrow and tunable
in frequency, high im emergy, stable pulsa-to-pulse, and reliable.
Currently the systeam best meetiag these criteria is se smplified
synchrononsiy-punped dye laser. Altheugh the basic schesn of
smplification has alvsady been published, these systems sre mew sasugh
that the deteails of deaign aad eperation meeded for eptimal perfermsnce
are set firnly established. PFer this ressen, the system weed for these
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experiments is described and characterized in some detail in Chapter 1.
The experiments on iodine photodissociation are described in
Chapter 2. These consist of time-resolved absorption measurements from

1000-295 nm following photodissociation in a number of different
solvents. The experiments provide information on solvent-~induced
predissociation, geminate recombination, vibrational relaxation, and
electronic relaxation. This systen iz the only liquid-phase reaction
for which the relationship of these processes has been determined.
Furthermore, experimental data on any of the processes individually is
scant. Thus, these experiments provide a rare opportunity to test
theories of liquid-phase dynamics. The comparison of the data to these
theories is éon:ained in Section E of Chapter 2.

Although observations at visible wavelengths have provided a large
amount of information on iodine photodissociation, a great deal more
information on this and many other problems is potentially available in
other regions of the spectrum. However, the sources of picosecond and
even nanosecond light pulses are much scarcer outside the visible
region. For this reason, two methods of converting visible pulses to
other spectral regions were developed. Chapter 3 discusses stimulated
electronic Raman scattering in cesium vapor, which was used to shift
picosecond, narrow-bandwidth nanocsecond, and broad-bandwidth nanosecond
pulses into the vibrational infrared. The nanosecond shifting was
distinquished by an exceptionally wide tuaing range (2040-1950 e-l) and
by its use of pump pulses in the red, which 1s the frequency region most
easlly gemerated. Picosecond pulses were also shifted, Wt over a such
natzover frequency range. Absorption by cesiwa dimers and two-photon

ionization by atous end dimers are swggested as the major factors
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1limiting performance.

Chapter 4 discusses the generation of far-infrared (FIR, 20-
200 c-’l) picosecond pulses by difference frequency mixing of a
picosecond and a nanosecond light pulse. Simple theory predicts nearly
100Z conversion to the FIR at the intensities used. In practice,
typical counversions of 0.1-0.32 were observed. The c&nverlion
efficiency shows surprisingly little variation with the frequency
generated. The FIR also had large pulse-to-pulse energy fluctuations,
which are contrary to simple theory. Despite these limitations, the
lack of fast pulsad sources in this spectral region makes these results
quite interesting.

The material in Chapter 1 is not available in the liturature,
vhereas accounts of the experiments described in Chapters 2-4 have been

1:‘ub11.shecl.1.5
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CHAPTER 1

DESIGN AND CHARACTERIZATION OF AN AMPLIFIED

SYNCHRONOUSLY-PUMPED DYE LASER

A. Introduction

For most picosecond experiments, it is desirable to have a laser
which not only produces short pulses, but vhich is also tunable, stable
pulse-to-pulse, has a high repetition rate and is easy to operate. For
many experiments, high peak power is also needed to produce non-linear
optical effects and to produce & high concentration i transient
spacies. A synchronously-pumped dye laser meets all these criteria
except high power. Pulses of 1-2 ps csn be routinely generated at
80 MHz and are easily tured through the yellow to near=-infrared portions
of the spectrum. However, the energy is typically only
1.0-0.1 nJ/pulse, and so it is desirshle to amplify the pulses. The
amplification of 106-107 requirad for meny applications is very high
compared to that of typical laser amplifiers. The design of an
awplifier with very high gainm which also preserves the deeirable
properties of the dye laser presents waique difficulties.

The feasibility of sech an smplifier was first demomstrated by
Nigus, et al.l and deplicated with ainor varistioss by othn.z The
design deucrided here 1is besed ou a slightly different system daveloped
by Fach, et al.3*! Sizce these systens have ealy been 1a wes for o
shurt time, the details of derign needed for eptiral perforuence scd &



thorough charnctcfiiatio- of their operation is not available in the
literature. This chapter includes such inforsation for the laser systea
used in the experiments described in the remainder of this thesis.

The system is centered around a syncronously-pumped dye laser
(Fig. 1). The dye laser is pumped by ~1(0 ps pulses from a mode-locked
Ar? laser. When the cavity length of the dye laser is precisely matched
to that of the Ar’ laser, 1-2 ps pulses are produced at 82 MHz, The
theory and operation of synchronously-pumped dye lasers has been well

ds'13 and the entir¢ system is commercially available. The

documente
only unusual feature of this application is that high power from the dye
laser is not needed. This allows the laser to be run near threshold, so
that short pulses are easily obtained.

An amplified, Q-switched Nd:YAG laser provides the power for the
amplifier. The YAG laser produces 250 mJ of 532 nm light in a 10-ns
pulse. A Molectron MY-34 laser is used, because of its nearly gaussian
beam profile, which is transfered to the amplified pulse. The 10-Hz
repetition zate of this laser determines the repetition rate of the
entire amplifier.

The amplifier itself consists of three similiar stages (Fig. 1).

As in Koch, et al.'s design, each stage is longitudinally pumped, that
is the pump beam is parallel or nearly parallel to the amplified

3,4 Other design have used transverse pumping, in which the pump

1,2

beam.
beam is perpendicular to the amplified beam. In the present system,
dickroic mirrors are used to collinearly combiane and later sepearate the
YAG snd the picosacond pulses. The third cell is differemt from the

first two in that the YAC aad dye pulses travel in opposite divections.

Between each pair of ssplification cells, the pieoocgn-d pulse is



focused into a jet containing a dye which strongly absorbs at the
vgnlcngth being amplified. Thase jets prevent fluorescence from omne
ampiification cell from being amplified in the next cell. The
picosecond pulse has sufficient intensity ro saturate the dye's
absorption, allowing most of the pi;ocecond pulse to be transmitted. By
absorbing the leading edge of the picosecond pulse, these saturable
absorbers also shorten the pulse and thereby counteract lengthening
effects in the amplification cells.

This chapter begins with a general desciption of the theory of dye
amplifiers needed to understand the design of the amplifier
(Section B). A more couplete and quantitative discussion of the theory
of the amplifier's operation can be found in the thesis of A. L.
Barris.“ Section C is a detailed desciption of the amplifier

construction and design. The characterization of the final amplified

pulse is contained in Section D.

B. Amplifier Theory

Because of the large difference in the widths of the YAG pulse
{10 ne) und the picosecond pulse {1 ps), the pumping of the
amplificatioca dye and the extraction of the stored energy by the
picosecond pulse cam be trsated seperately. In the puaping process, the
YAG pulse excites the dye molecules over a 1(-ns period. The YAC pulse
1s imtense emough to stromgly saturate the dys absorptioan, therdy
stebilizing the amplifier sgaimst fluctwatiome im the YAC esergy. The
fluorescence lifatime of the dyes norsally wsed ars ~3 a8, so the dye



could in primciple store s mejor fraction of the energy in the YAG
pulse.

In practice the amount of stored energy, and therefore the gain, is
limised by amplified spontaneous emmision (ASE).l> 4s the gain of an
amplifier is increased, eventually the spontsneous emmision
{fluorescence) from dye molecules at one end of the amplifier is
amplified enough to seriously deplete the excited dye population. The
amount of energy which can be stored is maximized by optimizing the cell
length, the cell diameter, and the dye concentrat:lon.“ Still, for
practical parameters, an amplification of 106—‘107 cannot be obtained in
2 single cell. Multiple cells are necessary, and the ASE must be
stopped from travelling between cells.

-Several schemes have been used to block ASE between the amplifier
cells, while allowing the picosecond pulse to pass. A recent commercial
auplifier uses spatial filtering, which passes the picosecond pulse,
while reducing the more highly divergent fluorecence. The major problem
with this technique is that it does not shorten the picosecond pulse to
compensate the broadening which occurs in the amplifier. Absorbing
glass filters have also been used to block ASE.1 The picosecond pulse
bleaches the absorption and pssses through. The absorption of the
leading edge of the pulse helps to shorten it. Unfortunateiy the
absortion of the glass only recovers slowly, so ASE is transmitted for s
significant time after the picosecond pulse passes. Furthersors, the
glass is susceptible to permanent damege from the high intensities
used. The prasant system uses a jet of a dye solutiom as a saturable
nbnorber.l" The pulse shortening effect is still obtaimed, but dyes
with relsxation times of 30 ps arte available. Furthermore, a liquid



cannot suffer permenent optical damege. The msjor drawback of the
saturable absorber jet is that complete transmission csanot be obtained

in practici. The dye can be readily bleached from 10.‘

to 202
transmission, but for unknown reasons, higher transmission is not
obtainable. This fact has a profound effect on the design of the
amplifier as will dbe discussed further on.

The other major consideration in the amplifier design is the
difference betwsen the small signal and large signal regimes. 1In the
small signal regime, the signal (here the picosecond pulse) is small
enough that the fraction of dye molecules de-excifcd is low. Thkis is
similiar to the Beer's law limit in absorption. In this limit
amplification 1is exponential with distance, and the gain can be very
high (105-106) in a typical cell. The amplification is also linear with
the signal intensity so thers is no change in the pulse shape.
Unfortunately, the fraction of the energy stored in the dye which is
transfered to the picosecond pulse is small. Furthermore, the gain is
expcaentially dependent on the excited d;. population and therfore
highly dependent on the YAG pulse energy. This 1ntrodncct a significant
source of pulse-to-pulse instability.

The other extreme is the large signal or saturated regime. Here a
significant fraction of the dye population is de-excited by the
picosecond pulse. The gain is reduced and becomas non-linear with the
signal intensity. The pulss is reshaped, since the leading edge
experiences a high gain typical of the small signal limic, while the
pesk expariences a lover gain. The pulse brosdenisg dwe to this effect
is reduced by the sharpening of the leading edge of the rulse in the
saturable sbeorber. The trailiag sdge of the pules is set as streagly
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broadensd becsuse the excited state population is Jepleted by the main
peak of the pulse.

The advantage of the saturated regime is that the dye's stored
energy can Ve efficiently extracted. The sub~linear dependence of the
output snergy on the input energy also stabilizes the output energy.
Each stage in the current amplifier is saturated to some degree. A
balance must be found in which the amplifier is sufficiently saturated
for efficiency and stability, but not saturated enough to broaden the
pulse excessively.

The large saturable absorber losses and the properties of large and
small signal amplification dictate the overall design of the
amplifier. Because of the saturable absorber losses, most of the final
energy of the pulse must be deposited in the final stage. Consequently
necily all of the pump energy must go into the last cell; in the present
case 90X of the YAG pulse pumps the third cell. To acheive sufficently
saturated operation for efficiently energy extraction from the last
stage, a fairly large input pulse is needed. The first two cells
function primarily as preamplifiers to generate this pulse.

The first stage is primarily in the small signal limit, giving it a
very high gain. This gain is needed to reach an intensity which can
saturate the first saturable absorber. This stage is not efficient, but
efficiency is unimportant since so little of the pump energy is invested
here. The second stage is more strongly saturated than the first, so
its gain is lower. The second stage is sufficiently saturated that the
losses in the first saturable absorber are unimportant. If the input
pulse to the second stage were increased by a factor of five by

elininating the satursble absorber lossas, the output emergy would only
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increase slightly. This stage produces a pulse with sufficient energy
to efficiently extract energy from the last cell.

These (¢ nsiderations show why the asplifier cannot be scaled up by
adding another saturable absorber jet and a fourth amplifier cell at the
output. The high losses in the additional saturable sbsorber would mean
that most of the pump energy devoted to the third cell would have been
wasted. Designs which incorporate four amplifier cells essentislly have
an extra preamplifier on the input to assist in getting enough intensity
to saturate the first saturable ablorl:er.2 Other, less effective
methods are used to isolate the ASE from this extra cell.

The other major design choice was the use of longitudinal pumping
for all three cells. Systems have been successfully built which

1,2 The large amount of energy

transversly pump the first cell.
deposited in the last cell requires the pumping of a large volume which
is best done longitudinally. In the present design, the first two cells
are longituvdinally pumped for several reasons. First, longitudinal
pumping produces a more uniform beam pcofile, particularly when the pump
beam has a good profile. Secondly, transverse pumping requires the dye
concentration to be set ao as to match the pump absorption depth to the
pump diameter. Longitudinal pumping allows the dye concentration to be
set independently to optimize the stored energy. 4lso, longitudinal
pusping can use longer cells and therefore larger besm diameters. The
snall beams used in transverse pumping, as well as the need to work at
the very edge of the dye cell, wakes cell damsge a greatur probles.
These factors also make allignaent more difficult with tramsverse
puaping.

The besic theory of dye amplification combised with practical
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cousiderations has determined the general design of an efficient, high-
gain amplifier. In the following section, the specific design and

operating parsmeters of the system constructed are described.

C. Detailed Design and Operating Parameters

A modelocked Spectra-Physics 171-07 Ar? laser was used to pump the
dye laser. This model is capable of producing 7 W of CW power at
5145 A, which is much more tt;an was actually needed. The standard
modelocking crystal and mount were used, but seperate electronic
components were purchased to reduce cost and improve quality. A highly
stable modelocking frequency near 40.8 MHz was generated by a PTS 160
frequency lynthu:lur.s An ENI 300L 40-dB RF power amplifier in
conjunction with a 20-dB attenuator produced sufficient RF power for
modelocking. Normally 800 mW of RF was applied to the prism. Although
the exact power level is mnot critical, 800 mW gives better results than
the 200-400 mW used in some commercial systems. A Bird Model 43
directional power meter was found to be very useful in finding the
resonant frequency of the crystal. Normally the minimum reflected
power, which occurs at resonance, was about 20 sW. The modelocking
crystal was mounted in a temperature-controlled oven maintained several
degrees above room temperature.

The unusual freaturs of the Ar' laser's operation is that it was
run at a relatively low power of 350-400 =W, instead of the more typical
1 W. Under these conditioms, it wes found that the pulses were shortest
with the high reflectivity output mirror mormally weed for CW
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operation. At energies near 1 W, a lower reflectivity mirror is
norsslly used. When operating at low powers and with the low
reflectivity mirror, it appears that the intracavity pulse is not
intense snough to deplete the gain . Gain depletion is frequently an
important pulse shortening mechanism in modelocked lasers.

Pulsewidth and stability were also dependent on proper adjuatment
of the cavity length. The frequency was always set to the modelocking
prisa's resonance and the length adjusted to match it. When the cavity
vas too short, & satellite pulse trailing the main pulse by ~200 ps was
easily detectable with a fast photodiode and sampling scope. When the
cavizy was too long, there was only a broadening of the pulss, which was
not alwvays detectable with the fast photodiode. However, if the cavity
was shortened, the average pover decreased slowly, indiceting more
effective modulation. The cavity was normally shortened until just
before the point at which a satellite pulse formed and the power jumped
upe A pulse width of 110-120 ps was typically found on the sampling
scope/photodiode combination. Since this system has a response time of
~60 ps, the true pulse width is probably <100 ps.

Adjustment of the cavity length as described not only optimizes the
pulse width, but also improves the stability of the laser. Typically
the noise was <3% peak-to-peak. Sowe 360-Hz ripple from the power
supply was noticadle, particularly at very low powers.

The dye laser used wes ¢ standard Coherent folded cavity laser.
Ounly Ihodemine 6C was weed in this lsser. The laser could be tuned from
572=605 ma, with a pask at 574 na. This 1s blue shifted from the sormal
CVW tuaiag curve. MNoat oftem the laser was operated at 590 am, which hae
oaly 1/2-1/3 the meximum pover. The eutput power wae typically
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15-20 aV¥; operstion below 10 mW becomes very unstable. At these low
powers, the dye laser cavity length could be adjusted to just eliminate
satellite pulses, while maintaining a narrow, smooth autocorrelation
without evidence of a coherence spike. The full width at half maximum
of 2,0-2,5 ps implied s pulse width of about 1.5 ps. A two-plate
birefringent filter gave the best spectrum as is discussed in the next
section.

The Q=-switched Nd:YAG laser which pumped the amplifier was a
Molectron MY-34 and was operated in an entirely standard fashion. Thé
pulse energy was 250 mJ at 532 na. The oscillator gain was adjusted to
give a symmetrical three-peaked temporal shape. The width of the main
peak was 8~10 ns. The timing of the YAG pulse was synchronized to the
picosecond pulse train to better than 1 ns by external electronics which

14 The synchronization can

are described in the thesis of A. L. Harris.
be destroyed if the Q-switch permits some lasing before it is opened.
This problem seem to have been eliminated with the introduction of
humidity insensive polarizers in the oscillaior.

The amplifier itself consisted of three stages. The first two
stagci had a common dye circulation system, vﬁile the third cell had a
seperate circulator. The circulation systems were constructed so that
the dye solution only came into contact with highly inert materials:
stainless steel, glass, teflon, polyethylene, and polypropylene. This
prevents corrosion, reduces dye dagredation, and prevents contamination
from old dyes adsorbed into the materials. Each system consisted of a
pump, & reservoir and a filter. Centrifugal pusps worked best as they
provide a high flow zate. The total volume of sach dye systeam was ~2

l1iters.
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The three dye cells were all nearly identical. The middle of sach
cell was glass to allow visual overlap of the beams and to momitor the -
dyel fluorescence. The 2"~diameter, anti-refection coated windows were
held in stainless steel end caps. The dye solution flowed in across the
face of each window to help prevent deposits of degraded dye on the
windows. The flow exited at the top center of the cell tc 2id in
removing air bubbles. The windows were tilted at 20° from the normal to
prevent reflection along the beam path. Each cell had a clear diameter
of 1. The first two cells were 10 cm long and the third was 20 cm
long. Originally all three cells were 10 cm, but the third cell was
lengthened to try to increase the stored energy. The improvement was
slight.

Ten percent of the YAG beanm was ipl:l.t off from the main beam by an
uncoated glass surface at 45° to the beam (Fig. 1l). This beam was
reduced and re-collimated by a telescops to a 2-mm diameter and split by
a dielectric beamsplitter. Forty percent (10 mJ) pumped the first cell;
sixty percent (27 mJ) pumped the second cell. The remaining 90%

(225 »J) was used at its f+ll1 6-am diaweter to pump the third cell. The
YAG polarization was vertical to the table and parallel to the dye laser
polarization. The gain is dramatically reduced for perpendicular
polarization.

The third cell was pumped opposite to the direction of the dye bean
for two reasons. Most importantly residual 532 sm light was praventad
from contamimating the output bsam. Also, wore esergy was deposited at
the cutput and of the cell, whers it can be sffectivel; extracted. The
small tining change iatroduced by this arrsagement dees not ecem to be

importeat.
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The dye concentration for each of the cells was set to absord 90-
952 of the YAG beam. In the third cell this can simply be set by adding
dye until the power does not'in'crmc-' Greater care must be used in
adjusting the dye concentration in the first two cells. If the
concentration is too high, the ASE gain becomes too large. Even though
little ASE is seen without the picosecond pulse, when the picosecond
pulse is present, a significant ssount of ASE developes before the
saturable absorbers relax. This problem can be detected by monitoring
the spectrum of the amplifier output. As the dye concentration of the
first two cells is raised too high, a broad spectral component due to
the ASE is formed. This problem can also lead to vc:;y high (O2 wl), bt;t
spurious, measurements of the output energy.

The tuning ranges for the amplification dyes are relatively narrow
(Fig. 2). The ranges are also peakad at fairly short wavelengths, as is
typical of high intensity pumping. The choice of water or methanol as a
solvent introduces significant shifts in the tuning range, which are
helpful in covering the entire wavelength range. Msthanol generally
produces higher energies, but water produces a better beam profile. The
turbulence of the dye solution flowing through the third cell causes a
spackled beam profile, and this effect is stronger with methanol. A
batter beam profile results in blttll; focussing, which compensates for
lower snergy in some applications (Chapt. III). The turbulence is
difficult to remove, because a good dye flow was needed to praveat even
more severe distortions of the beam from thermal inhomogeneities in the
dye soluti.n.

A final problem related to the smplificatiom dye ia photochemical
decomposition from the YAC bean. This problem is coapounded by the



17

relatively smell amount of dye which is in the system, due to the low
concentrations used. Even with stable dyes, the dye must be changed
every day or two. The decowposition rates observed are such higher than
liturature uluu16 and may result from solvent imspurities.
Unfortunately, the volume of solv'iut mlcdcd prohibits the use of higher
quality solvents. Kiton Red 620 is the most stable dye, while Rhodamine
640 1s 9 times less stable. Rhodamine 6G is intersediate in

stability. In aqueous solution, the addition of soaps is frequently

17 However at the low concentrations

recommended to prevent aggregation.
used here, soap has no affect on the dye efficiency, but it stongly
teduces the dye lifetime. The addition of a triplet quencher (COT) and
the removal of oxygen do not have any effect on the dye lifetime.

In contrast, the saturable absorber dyes are stable over years of
use. Both Malachite Green and the very similar Crystal Violat have been
used with marginally better results with Crystal Violet. Since Crystal
Violet also abiorbes more stongly in the spectral region of interest, it
was used most of the time. Both dyes have a relaxstion time 2f ~30 ps
in ethylene gylcol.m Less viscous solvente give a faster relaxation
tiu.“ vut at the expense of less stable Jets. The dyes were sade into
highly concentrated sslutions in ethylene glycol and uscd in a standard,
Brewstar angled jet designed of the type used in dye lasers. At low
signal levels, sm absorption of ~10™* was measured. At high
iatensities, the transaisioa satirated at omly 15-25X. Calculatioas
suggest that the trassitien should be sasily saturated to mear 100%
transaission at the intensities weed.

1a the secend saturable abeerder, the intensity at the fecus of the
ulmuwwummmmiﬂthju. The
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breakdown occurs in pure ethylene glycol, with insignificant changes
with t?c addition of the dye. Breakdown is characterized by sparking in
the jcé, a sharp decrease in transmission, and degredation of the beam
quality. The jet was normally positioned in front of the focus, just
before the point at which breakdown occurs.

The input to the first cell was a pulse of approximately 0.2 mJ in
a 2-ma bean. It was amplified by a factor of 7500 to give a 1.5 uJ
pulse. Only the center of the beam was well amplified, so the beam
dismeter was slightly reduced. The beam was re-expanded by the 20 mm:
50 sm telescope around the first saturable absorber jet. The ~80Z loss
in this jet brought the pulse energy down to 0.2 uJ as it entered the
second cell, There it was gaplified to ~50 pJ. The 25 mm: 80 mm
telescope on the second saturable absorber jet expanded the beam to 6 mm
in the thirzd cell. Losses in the jet reduce the energy to ~10 uJ
entering the third cell, where it was amplified to a final energy near

1 o (Fig. 2).

De. Characterization

The output of the awplifier is a 6-mm diameter beam consisting of a
single picosscond pulse every 0.1 second. The beam is round and uniforam
ia iatemsity, except for the solveat dependent speckle mentioned in the
previous section. The spatial speckle is random from pulse-to-pulse end
praswaably causes some fuzzimess whea the beam 1z focwsed. ‘Thlo effect
is difficult to ebsarve, hewever, decawse the bosm commot be focused in
air without cawsing dielectric braskdown. The breskdewm cawses a faint
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spark at the focus and severly degrades the beam profile. Even
unfocused the beam can cause serious damage, such as a persanent
darkening of ordinary BK-7 optical glass. The damsge mechanism may
involve a two—photon absorption, since silicza, which is transparent at
the two-photon energy, is not darkened.

In normal operation there is very little energy in the beam aside -
from the picosecond pulse. Unamplified dye laser pulses are so strongly
absorbed in th~ amplifier that they cannot be deterted at the output.
The nanosecond ASE from the third cell is inteuase, but it diverges so
strongly that it is easy to seperate from the collimated picosecond
pulse. ASE originating from the first or second cells cun he well
collimated, but such ASE is very dim or non-existant in normal
.operati.on- More insidious is ASE formed during the time the saturable
absorbers are bleached, since it does not occur when the picosecond
pulse is not present. As discussed in the previous section, this ASE
can be detected spectrally and elliminated by rsducing *he dye
concentration i the first two calls.

The pulse energy obtainabie at various wavelengths is summsrized in
Figure 2. Tuning further to the blue is limited by the avails3ility of
dichroic mirrors capable of sep.ating the dye laser wavelength from the
YAG wavelength. Further tuning to the red should be possible with
appropriate dyes. The energiles given were routinely obtained during
experinsats where careful attestiom wes paid to the <'lee energy. When
less tise was spent oa pulse energy, routine emergies fell below 1 al.
The anergy is semsitive the relative tining of the YAC puled: sad the
picosecond pulse. Adjustmsat of the tiniag to withia 1 me i3 suffici;at
to bri~g the amplified pulse emergy te withia 10X of it seximwa. The
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optimal timing for the picosecond pulse is 1-2 ms sfter the pesk of the
YAGC pulse, depending on the dye, since the dye integrates ths YAC energy
for some time period.

The stability of the system is ganerally good. The pulse-to-pulse
energy stability was normally 1102 rms. The synchronously-pumped dye
laser normally operates for months with only minor adjustment. The
amplifier itself must be alligned daily and sometimes during the day.
It seem that the major source of mis—allignment is the YAG laser, which
often needs small adjustments during the day.

Two important properties of a laser pulse are the pulse width and
the spectral width. Ideally the spectral with should be the minimum
width consistant with the pulse width; the pulse is then callcd
"bandwidth limited”. The pulse width is normally derived from an
autocorrelation uuurcmnt.zo’u Ideally the Zull width at half
maxinum (FWHM) of the autocorrelation can bs related to the FWHM of the

21 For

pulse by a numerical factor which depends on the pulse shape.
example, for a gaussian pulse the autocorrelation should be a factor of
21/2 broader than the pulse itszelf. For each pulse shape there is also a
minimum product of the pulse FWHM and the spectral FWHM (the bandwidth
product). Unfortunately, one pulse shape is sometimes assumed in
calculating the pulse width and another in calculating the bandwidth
product. It is more practical to calculate the bandwidth product as the
product of the autocorrelation FWHM and the spectral FWHM. This product
is 0.62 for a bandwidth limited gaussian and can be as small as 0.1 for
other pulse shapes.

An sdditiomal cosplication {s the occurance of a “coherance spike”
on the sutocorrelation when the pulse is not bandwidth lisited. In this
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case the width of the swtocorrelation st 1/4 of meximua is spproximately
related to the pulse width, while the width at 3/4 of msximem is
spproximately related :o the coherence time. It has been suggested that
sutocorrelation measurements often suffer from this problea, even when a
coherence spike is not resdily :uolublc.n’za

The spectrum of the amplified pulse is strongly dependent on the
bandwidth of the tuning element in the dye laser. PFigure 3 shows
spectra of the amplified pulse with a one-plate birefringent filter in
the dye laser. The average spectrum is broad, but smooth. Examination
of spectra of individual pulses shows severe modulation, which is random
shot-to~shot. This feature is most likely originallyl present in the
pulse from the dye laser and 1-'p11el that the pulse is not bandwidth
limized. In fact, the product of the autocorrelation FWHM and the
average spectrum FWHM is l.1, whereas it should be <0.62. However, the
product of autocorrelation width at 1/4 maximum and the .average width of
the spectral modulation is 0.66, a reasonable value. Similiarly, the
product of the autocorrelation width at 3/4 width with the average
spectral width is 0.40, another reasonsble value. Thus it appears that
the pulse envelope is about 1.6 ps ll' meadured by the 3/4é-maximum width
of the autocorrelation, and that this width corresponds to the width of
the modulation of the spectrum. However, the pulse has severe noise
with a time scale of 0.5 ps as msasured by the 3/é-maximum width of the
autocorrelation, and this noise determines the overall spectral width.
When the cavity length of the dye laser is misadjusted, the spectrum can
also show strong, periodic modulations which have beea attributed to
stalom ottcctl.‘ These are also imdications of peor pulse quality.

The situation is much differsnt whea a two-plate birefriagent
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filter, whick has 2 marrower bandwidth, is wsed in the dye laser. With
this filter, the single pulss spectrum is single pesksd over 30T of the
time (Fig. 4b). The product of the average width of siagle pulse
spactra and the sutocorrelation FWHM is 0.51, a number consistaat with a
bandwidth limited pulse. The average spactrua (Fig. 4a) is slightly
broader than the average width of the single pulse spectra because there
is some pulse-to-pulse shifting of the peak wavelength. Thus, the two-
plate filter produces a such more bandwidth limited pulse than the one-
plate filter.

Although the spectrum with the two-plate filter is generally well
behaved, there is some broadening during the amplification (Fig. 5). If
the YAG beam to the third cell is blocked, the spectrum in Figure 5b is
obtained. The spectrum is somewhat broader than the input spectrum, but
pulse shortening discussed below. With the amplifier in full operation
howaver, a shoulder developes on the long-wavelength side of the
spectrum (Fig. 5c). Single—-pulse spectra show that this shoulder often
forms a distinct second peak (Fig. 4b). These effects are
characteristic of self-phase modulation, which presumably occurs as the
high intensity amplified pulse travels through the third cell.zl' The
presence of modulation only on the long-wavelength side of the spectrum
indicates that it is caused by a slowly relaxing mechaism, most likely
the rotational reoriention of the dye solvent.

Two unusual spectral features are not charteristic of normal
operation, but may be seen when opsrating under unusual circumstances.
First, when the dye laser is oparated with the two-nlate filter on the
blus edge of the tuning curve, a spectrum with stromg, periodic
wodulation can be produced (Fig. 6). Even more peculiarly, the
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autocorrelation also developes stromg, periodic modulations. The second
spectral feature occurs when the dye laser cavity leagth is severly
misadjusted. A second distinct spectral pesk developes sad becomss
stronger as the aissatch incresses. Finally when sodelocking ceases,
only the second peak remains.

The amplified pulse autocorrelation with the two-plate filter is
shown in Figure 7. It has a FWHM of 1.49 ps indicating a pulse width of
1 ps, if 2 gaussian pulse shape is assumed. The autocorrelation is
actually narrower than the autocorrelation of the input pulse,
especially in the wings. The input pulse autocorrelation measures 1.25,
2.3, and 4.46 ps at the 3/4, 1/2, and 1/4 maximum respectively, while
the corresponding measurments for the amplified pulse are 1.0, 1.5, and
2.65 ps. Narrow wings in the autocorrelation suggest that the pulse is
bandwidth limited and that the FWHM of the autocorrelation is
meaningful. The narrowing with respect to the input pulse suggests
either that the pulse shape changes dramaticly during amplification
and/or that the amplified pulse is shorter and more bandwith limited
tﬁin the input pulse. The pulse shortening and re-shaping are
prl umably caused by clipping of the leading edge by the saturable
lbl?rbcrs and clipping of the falling edge from gain depletion, in
conjuuction with the pulse broadening effects of gain saturation. An
overall thortcniqg of the pulse is counsistant with the spectral
broadening diccusigd above. As the input pulse is broadened by
-ita?justing the cavity leagth af the dys laser, the amplifiad pulse

-nto£orrtlatieu broadems in rough proportion.
i
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Figure Captions

Fig. 1. Schematic diagram of the amplified, syncronously-pumped dye

laser.

Fig. 2. Aaplified pulse energy at various wavelengths for different
dye/solvent combinations. @ — methanol solutions, ‘- water

solutions. &) R 590, b) R 610, c¢) KR 620, d) R 640,

Fig. 3. Spectra of the amplified picosecond pulse using a one-plate
birefringent filter in the dye laser. Calibration lines are marked by
an X. The spectra are centered at 599 nm. a. average of ~100 pulses.

b. single pulse.

Fig. 4. Spectra of the saplified picosecond pulse using a two-plate
birefringent filter in the dye laser. The full widths at half maximum
are marked. Calibration lines are marked by an X. The spectra are

centered at 582 na. a. average of ~100 pulses. b. single pulse.

Fig. 5. Spectral broadening through the amplifier. Cslibration lines
are marked by an X. The spectra are centered at 582 nm. The full

widths at half saximum are marked. a. average spectrum after the dye

26

laser. b. average spectrum without pumping the third stage. c. average

spectrum after complete amplification.

Fig. 6. Spectrum of the synchronously-pusped dye laser at a wavelength

which displays wousual sodulatioa. A multi-pesked sutocorrelation was
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observed at the same time. The peak spacing is 10.7 c-'l. A two-plate

birefringent filter was used in the dye laser. The spectra is centered

at 572 nm. Calibration lines are marked by an X.

Fig. 7. Autocorrelation trace of the amplified pulse. The FWHM of
1.49 ps implies a pulse width of 1 ps assuming a Gaussiasn pulse shape.
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CEAPTER 11.

IODINE PNOTODISSOCIATION AND RECOMBINATION IN SOLUTION:
PICOSECOND DYNAMICS AND COMPARISON TO LIQUID-PHASE REACTION THEORY

A. TIntroduction

Elementary reactions in the liguid-phase are not only much faster
than gas-phase reactions, but also involve qualitatively new effects.
The best known of these is the "cage effect™ or more precisely geminate
reco-binatibn.l " Pragments from a molecular dissociation, which would
seperate in the gas phase, hit the surrounding solvent and rebound
toward each other. There is a high probability that the fragments in
the liquid will recombine instead of seperating. In additiom, -
vibrational relaxation, which must occur to complete a reaction, may be
affected by the correlated forces occuring in a liquid. These effects
are poorly understood, particularly for the excited vibrational levels,
which participate in chemical reactions. Finally, the rapid
perturbations in the liquid can cause rapid, non-radiative electronic
state changes, which can affect the reaction dynamics.

The iodine photodissociation/recombination reaction has sétvcd as a
primary model system for the study of such effects in liquid-phase
chemical reactions. Because it is a diatomic, the dynamics aie simpler
to trsat theoretically. Also, the spectroscopy is well understood.
Tortunately, dissociative transitions are easily rsachiad with available

lasers. MNowever, despite this apparent simplicity sad a lomg history of



.tuly.z dissgreesent sbout the timescales and importance of the most
basic steps in this resction has arisen. Conflicts in both
llt.tPICtltiOIs" and 1in experimental rccult-s'll have occured. A
series of picosscond absorption experiments were undertsken to help
clarify the situstion. It was found that geminate recombination occurs
at least sn order of magnitude faster than proposed by so-c.3’5
Furthermore, the relative roles of solvent-induced vibrational
relaxation, predissociation, and electronic relaxation are also
determined. The experiments were performed in a series of alkane and
chlorinated methane solvents to explore the range of possible behaviors
and to provide a means of testing predicted trends in solvent effects.
In particular, the prediction of an important role for reaonant
vibration-to-vibratlon energy transfer was tested and was found to be
unable to explain many of the results. Several theoretical approaches
to understanding the microscopic motions of reactive atoms and the
energy relaxation of the recoabined molecule were also evaluvated through
comparisons with the experimentally derived dynamics.

The first extensive studies of the iodine photodissociation
reaction were carried out by Noyes and coworkers, who studied the
quantum yield of unrecombined atoms with a scavenger technique and

14=19 More

interpreted the results with simple diffusion models.
recently, laser techniques have been used to study both the yield of
unrecombined atoms and the rate of non-geminate recombination over a
wide range of dcnlitlel.zo-23 These studies do not, however, provide
direct information about the dynamics of geminate recombination.

The first time-resolved seasurements of geminate iodine

racoabination were made by Chusng, Hoffsan and Eisenthel.? The iodine
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was primerily excited to the bound B state (Fig. 1) by a pulse of 5.2 ma
light, sad the subsequent resction was monitored by ssasuriag the
absorption at the sase wavelength. The B state was fownd to wadergo
rapid (<20 ps) solvent-induced predissociation. The predissociation may
occur to any of several dissociative states, but it has receatly been
argued that the a(l‘) state is probably respousible for most collision—
induced predissociation (Fig. 1).2‘ Following predissociation, the
molecular absorption was found to partially return in 140 ps in cc1, and
70 ps in hcxndccanc.zs These absorption recoveries were interpreted as
a direct measurement of the recombination of iodine atoms with their
original partner. Similar measurements in a series of n-alkane

26,27 and in liquid xenon28 have been interpreted in the same

solutions

vay.
Nesbitt and Hynes subsequently suggested that the recovery of the

green absorption might be due to slow vibrational relaxation rather than

3 They pointed out that the Franck-Condon

geuinate recombination.
factors for absorption at 532 na from the iodine molecule'’s X state are
strong only for the lowest vibrational levels. If vibrational
relaxation of the recombined iodine molecule were slow, the abnorption
recovery at 532 nm would also be slow, even if the recombination process
itself were fast. Calculations by Nesbitt and Hynes and others have
shown that relaxation times of 100 ps to 1l ns are plausiblc.a’zg-al
Molecular dynamics simulations have explicitly predicted that absorption
should first appear in the near infrared whan the molecule is highly
vibrationally excited and that it should shift smoothly to shorter
wavelengths as the molecule vibrationally relaxes (Fig. 1).3»10»31

Two nearly simultanecus experimental efforts to confirm the



predicted red absorptions have obtained conflictisg results. Bsdo et
al. observed tramsient absorptions from 595-540 mm in alkane and
haloalkane solwents which shifted to shorter wavelengths in an ~100 ps
period. 7-10 They concluded that the adsorptions were due to
vibrationally relaxing molecules and that geminate recombination is
faster than vibrational relaxation. Kslley et al. also observed
transient absorptions from 590 to 750 nm in alkane and chloroalkane

4,5 They assigned the

solvents, but found no spectral shift with time.
red absorption to recombined molecules trapped in the A or A’ states
(Fig. 1). Based on the lack of a spectral shift, they concluded that
vibrational relaxation is fast and that geminate recombination requires
~100 ps as originally proposed.

The present data taken in a number of inert solver’s extend from
295 nm to 1000 nm with higher tine resolution and signal-to-noise ratio
than previously available. These data resolve two components in the red
absorption, one of which will be assigned to vibrationally relaxing
X-state molecules and one to molecules trapped in the A' state. Newly
observed absorptions in the UV prsvide direct information on the
vibrational relaxation and predissociation rate of the initially
populated B state. Although the absorption decays in different classes
of solvent initially appear quite different, it will be shown that they
can all be explained in terams of a single model.

This model for the origin of various absorption components
clarifies the physice of the various reaction steps and for the first
time provides a firm experimental basis for a theoretical understanding
of the reaaction dynawmics. First, the reaction model implies that

geninate recombination is predominantly completed in <15 ps in &ll of



these solvents, and that slow vibratiosal and electronic ssergy
relaxation sccount for the subsequent slow (100 ps = 3 ns) traasient
recovery. Molecular dynamics simulations sre shown to be comsistent
with the existence of a rapid recosbination process, while kydrodynamic
sodels have little predictive value. Secondly, the evolution of the
vibrationally relaxing X-state population is extracted from the
absorption data with the use of calculated spectra from vibrationally
excited molecules. The suggested role of vibration-to-vibration energy
transfer to the solvent is not supported by the data in chlorinated
methane solvents, although this mechanism may play a role in the alkane
solvents. Finally, solvent variations in the iodine molecule’'s
electronic-state lifetimes are not accounted for by present theories.
The iatcr sections summarize the reaction model and make
quantitative comparisons with theories designed to account for the
dynamics of the individual reactions steps. Those sections are intended
to be self-contained so that readers less interested in experimental and
spectroscopic details may read further beginning at section III E. The
organization of the paper is as follows: section II discusses the
experimental methods, and sectiou III assigns the components of the
absorption data. Section IV compares the present results with the
sometimes contradictory earlier work. Finally, section V examines the
ability of available reaction models to account for the dynamics of the

reaction steps as observed in this work.



B. Experimentsl

The iodine resction was initiated with light at 590 nm, a
wavelength which gives 87Z excitation to the predissociative 3 state and
7% and 62, respectively to the directly dissociative llh and A states
(rig. l).32 At 590 nm, molecules are primarily excited from the w=1,2
levels of the X state to the v=12-14 levels of the B state (rig. 1).33
Light pulses at 590 nm were generated by the amplified synchronously-
punped dye laser described in Chapter I. The amplified pulse of 0.8 wJ
was approxisately one picosecond long and had shot-to-shot energy
fluctuations of +10Z rms.

The transient absorption apparatus used from 350-1000 nm is
diagrammed in Fig. 2. The amplified pulse was first split by a
beansplitter; 50% formed the excitation pulse and 50% was used to
generate a probe continuum. ' The excitation pulse passed through a
computer controlled delay line and through filters which blocked
interfering emission at long wavelengths from the last amplification
cell. The excitation polarization was controlledlwith a half-wave
plate.

A vhite light continuum, extending from 310 to >1000 nm, was
generated by focussing the probe beam with a 6~cm focal length lens into
a 5-cm cell of water. The continuum was recollimated and a bandpass
filter {4\ ~10 nm) selected a single probe wavelength. This light was
spatially filtered to improve its spatial quality and focussing
properties. Two uncoated silica flats each reflected 10X of this beam
to form the reference and sample probe beams. The iccona flat also

served to collinearly recombine the excitation and probe beams. A 20~ca
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focal length lems focussed both beams into the sample which was placed
16 cm behind the lens. The two beaws formed mearly identical 8300 wm
spots (502 transmission diametsr) in the sample.

For sbsorption mseasuresents at 295 nm s different arrasgesent was
used (not shown). The entirs laser pulse was reduced by s telescope to
& collimated 2-mm beam and passed through a l-ma KDP doubling crystal.
The beam was then re-expanded and the ~102 which had been converted to
295 nm was separated by a dichroic filter. The visible beam passed
through a variable delay line. After a small portion of the UV was
split off as a reference beam, the UV probe and visible excitation pulse
were collinearly recombined on a second d;chroic and focussed tl;tough
the sanple with the same geometry described above.

With either arrangement, the excitation pulse was blocked after the
sample with a combination of dielectric interference and absorbing glass
filters. Both the reference and the ulpli probe beams were measured by
identical l-cm diameter photodiodes (EG&S DT-110). ‘l'he current pulses
from the photodiodes were digitized in 10-bit current-integrating gated
A/D converters, which were interfaced to a sinicomputer. The reference
and sample signals vu"e ratioed to correct for .nhot-to-shot variations
in the probe intensity and then averaged. A l=ps time resolution in
this experiment is indicated by both autocorrelation measurements of the
initial laser pulse (see Chapter I) and by the fastest risetimes
observed in the experiment.

The absorption changes were often small because the excitation
density could not be further increased without generating a small smsount
of continvum in the sample, which interfered with msasuremsats at the

probe wavelengths. Thus, special care was meeded in these experiments
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to reduce woise. IExperiments were performsd with ome probe wavelength
at a time, becsuse the dynamic range of multichannel detectors restricts
the signal-to-noise attainable. Because of spectral fluctuations of the
probe continuua within the pass band of the wavelength selecting filter,
any optical element with a slope in its sbsorption had to be duplicated
in both the ssmple and reference beams. In particular, identical
samples and filters were placed in both beams. With proper precautions,
the ratio of samwple to reference intensities could be measured in a
single shot with a fractional error (s.d./mean) of as low as 2x1073.
Typical decay curves containing 200-300 delay points were scanned 4-5
times averaging 10-25 laser shots at each delay. The scans were then
averaged to give a total of 50-100 laser shots per delay point, which
reduced the noise to a few parts in 10". Thus even with transmission
changes of only 1%, signal-to-noise ratios of 30-100 could be achieved
in 1-2 hrs of data collection.

Data was taken for iodine solutions im CCl,, CHCl3, CHZCIZ, hexane,
nénane. hexadecane, and cyclohexane. Alkane and chloroalkane solvents
were chosen because of their low propensity for complex formation with
iodine wolecules or atoms, and the absence of contact charge-transfer
absorption from molecules in the spectral region exauined.35'4° All
solvents were Burdick and Jackson chromatography grade. Less pure
spectral grade solvents shovwed additional ultraviolet absorption
features attributed to iodine-impurity 1ntcract:l.onl.35 4l The iodine
crystals (Mallinckrodt analytical reagent grade, >99.82 12) were used as
received. ITodine concentrations were set to give an sbsorbance of
0.40:0.01 at 590 om in the 5 =m sample cell (~5 mM). Reducing the -

concentration by a factor of five caused no change in the decay curves
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in bexane and CCl. at either 635 na or 295 num. However, raisimg the
concentration by a factor of five did cause some changes at 295 nm.

These artifacts could have been caused by excited state qucmzh:l.n‘6

or by
the presence of di.url.‘z At the concentrations used, the excitation
density is low enough that the non-geminate recombination time can be
calculated to be >1 us.u which can be entirely neglected on the time
scale of these experiments.

The excitation intensity was relstively reproducible from day to
day; the saximum absorption change on identical curves run on different
dzys was reproducible t;o about £30%. Thus, absorbance changes at
different wavelengths _g’nd in different solvents may be roughly
compared. Exceptions ire the data at 295 ne which are estimated to be
uncertain by a factor of two relative to the continuum probe data
because of the different experimental setup. Several curves were also
taken with 3x and 5x lower excitation intensity to insure that no
intensity dependent effects were present.

Transient absorption curves were taken at 1000 nm, 860 nm, 710 nm,
635 nm, 500 nm, 350 nm, and 295 nm in mcst solvents. 1In additionm,
absorption measurements vere made at 370 nm, 400 nm, and 760 nm in CCl 4
and at 400 nm in hexane. Attempts were made tc collect data at 430 nm,
but the absorption changes were too small for meaningful results to be
obtained. Both perpendicular and parallel polarization seasuresents
were made for most wvavelength/solvent combinatioms. WMo polarization
effects vere seen. At some wavelengths, a nonlinear intaraction, which
occurred when pump and probe puises were temporally overlapped, caused
an artifact near zerc time when botk polarizations were parallel. The
artifact.was greatly reduced by using perpendicular polarizatioas.



C. Results

In this section, the results are discussed beginning with the
slowest transient absorption components and ending with the fastest.
The slow, intermediate, and fast transient components in each solvent
will be sssigned to the recombined molecule's A'~-state, X-state, and
B-state dynamics, respectively. In order to allow quantitative
investigation of the faster X-state and B-state dynamics, the slower
A'~-gtate component will be subtracted from the data. Finally, a
reaction model is suglarized, and an upper bound on the geminate
recoubination time is inferred.

The transient absorption carves in the chlorinated methanes, the
straight alkanes, and cyclohexane initially appear distinct, based on
their overall kinetic behavior. In the chlorinsted alkanes (Figs. 3-5),
the absorption decays extend beyond 900 ps and clearly have two
components, while in the alksnes (Figs. 6-8) the absorption decays are
complete within 200 ps and two components are not ss clesrly separated
at the red wavelengths. Cyclohexane differs from the straight alkanes
in that it has unusual double peaked absorption curves which are not
seen in the other solvents (Fig. 8). As will be seen, however, all
these differences can be explained in terms of a change in the relative

time scales of the decay processes.
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Slow Decays: A'-State Trapping

The first transient absorption festure to consider is a slowly
decaying component which appears £t red (635-1000 nm) and UV
(400-295 nm) wavelengths. In the chlorinated methane solvents, this
component 1s slow enough (>500 ps decay time) to be well-resolved from
other, faster decaying components (see e¢. g. Fig. 3). The decay time of
this component is the same in both the red and UV and is waveleagth
independent within each ragion. This indicates that the slowly decaying
absorption component is due to a single state or to a clondlﬁ coupled
set of states. In the alkane solvents, a slow UV decay co-poﬁcnt is
again well-resolved from an early time transient (see e.g. Fig 6), and
it has a spectrum similar to the slov UV component in the chlorinated
methane solvents. This absorption is assigned to the same state seen in
the chlorinated methanes, even though its decay time is much faster
{~65 ps decay time). A corresponding component with the same decay time
found in the UV also appears in the alkane red absorptions, although
this component is not as well separated from the early cosponents as it
is in the chlorinated methane solutions. The data thus indicate that
following photodissociation in all of these solvents, a state is
populated which absorbs at both red and UV wavelengths.

Kelley st al. have previously observed the long decay componant in
the red, although they could aot resolve it from the other absorption
components in the alkane lolutions."s Thay asaigned the absorption to
iodine molecules trapped in either the A or A' state (Fig. 1). These
are the ouly two excited states which correlate with two growund state
atoss and which are bousd by eignificaatly more them kT (1640 cu”)
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A state, 2500 cnrl A’ ctate).“-‘ﬁ This assignment is supported by the
identification of trapping to both the A and A' states following
photodissociation of iodine in Ilttic‘l-‘7 Since the same state appears
to be responsible for both the red and UV absorptiéna, the UV
absorptions can also be assigned to the A or A' state.

To more clearly 111us£tat¢ the points just discussed,
representative data is shown in Figs. 3-8, Figure 3 shows the long
A/A'~sta:e decay component in CCl, solution at red wavelengths, as well
as an early time (<200 ps) transient, which is discussed in the next
section. The red absorption behavicr is similar in other chlorinated
methane solvents as Fig. 4 shows for 635 nm absorption. Figure 5b
{1llustra:es the slow UV absorption component in CCl‘ solution. As
previously noted, this component has the same decay time as the long
componen: in the red absorption. In the chlorinated methsnes, the most
accurate A/A'-state lifetimes were obtained at 635 and 710 nm
(Table 1). It was assumed that the absorptions decay exponentially to
zero as found by Kealley et nl.‘ Within both the UV and red regions, the
A/A'-state absorption is strongest at short wavelengths and weaker at
long wavelengths. An experimental A/A'-state absorption spectrum in
CCl, wvas determined by fitting exponential curves to the long time
decays and extrapolating to zero tiae (see RMig. 11)."a

The UV absorption of the A/A' state in hexane appears as the longer
decay component at 295 na and 330 na in Fig. 6a. A small component at
400 na is discussed in Sec. IIIB. Similar absorptions were observed in
thke other alkane solvents. The corresponding red absorption componeat
in hexane is 1llustrated in PFig. 7. The red absotption dats show two

decay compoments, the loager of which matces the A/A'-state decay time
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found in the UV (solid curves at 710 and 860 nm). 3Since the early red
sbsorption recovers wore slowly at shorter wavelengths (Figs. 3,7, and
8), th; 65 ps A/A'-qr.ate decay is not ruolvgd at 635 nl: Because of
the difficulty of separating the red absorption components in the
slkanes, the 350 nm ablorﬁtionl give the best A/A'-state lifetimes in
thol? solvents (Tnbletl). As in the chlorinated methane solvents, the
A/A’—state absorption is wesker st longer wavelengths within both the
red and UV re;ions. The overall similarity of the behavior at different
wa_nleng.:h. ident{fies the longer absorption component in both the
alkanes and chlorinated methanes as arising from the sause source despite
the disparity in the lifetimas.

In addition to the transient UV absorption components, a long,
non-decaying UV absorption occurs in alkane solvents (Fig. 6b and
Table 2). This absorption offset probably results from solvent=-contact
charge-transfer transitions of free iodine atoms which have escaped
rccolbination.': ’ The charge-transfer absorpticn spsctrum is known and
is strongly solvent depondcni. The UV free atom offset should not be
substantial in chlorinated ssthane solvents axcept at 295 -.3, In
fact, long time offsets must be assumed at 295 mm ia the chlorfanated
methane solvents to match the A/A'-state lifetime fousd at other
wavelengths (Table 2).

At wvavelengthe sear the psak of the molecular grownd state
sbsorption (450-570 sm), thire is a mat abserption decresss (bleach)
followiag photodissociation, due to the less of growad state
molecules. In chlorisated sethesne solventn, Kolley ot al. showed that
the absorption recevery hes & cospendnt with the seme 1ifetine as the
A/A* state.® This sccure Secewse the A/A° state decays back Lo the



X state cauwsing a retura of the grownd state molecular absorption. 1Im
addition, a partial bleach remains at long times, bezause a fractiom of
the atons do mot geminately recomsbins. In the chlorinsted msthane
solutious, the rscovery extends beyond the delay tange used ia thiz
experiment (Fig. 9), sc that independent measurements of both the decay
time and the long time bleach are not possible. However, the data is
consistent with the 'AIA'-tatc 1ifetines determined at other
wavelengths, if a moderate long time offset is assused (Table 2). The
bleach cémponent due to trapping in the A/A' state is a large fraction
of'the total bleach implying that 50Z or more of the recombined
lolecﬁles are initially trapped in this excited electronic state. In
;fhe alkane solutions, the shorter time recovery component which obscures
a;he A/A'-state 635 nu absorption also obscures the bleach recovery from
A/A'-state decay (Fig. 10). However, the data in these solv>nts is
consistent with part of the recovery being due to A/A'-state decay. The
long time bleach due to escaped atome is easily measured in the alkanes
and i{s included in Table 2.
The question of whether the A state, A' state, or both is being
sonitored can now be adressed. If the rate of exchange between the
A and A’ states is fast in the 1liquid, nearly all the population would
reside in the lower A' state. On the other hand, 1if the exchange
between A and A' states is slow and their decay rates back to the
X state are not identical, a multi-exponential X-state recovery would be
expected. Since the UV absorption, red absorption, and green bleach all
show the same single exponential behavior, it appears that only one
excited trap state is important.

The identity of this state is indicated by an ultraviolet



absorption in gas-phase iodine which has recently besi assigned to the
D'+A" tramsitiom (FPig. 1).%7 The 1iquid phase D'<A’ spectrum com

be spproximated by sssuming that it has the sase gas-to-liqid shifc sad
brosdening ss the D'+X tramsition (Fig. 11).°0 In the UV, the sgreemest
between the predicted and experimental spectrs (Fig. 11) shows that the
long time sbsorption can be reasousbly sssigned to the D'<«A’ .
transition. The rad absorption must also originate from the A' state,
since only one trap state is isportant. Several final states with the
proper energy and ly-etgy for red absorptions from the A' state exist,
but it is not possible to decide which is the most 1-p0ttnnt.“ '
Abul-Haj and Kelley alsc conclude that the red absorptions are due to
the A' state using somewhat different arguncntl.6 Although this

assignment is not definitive, only the A' state will be referred to in

the following sections.

Intermediate Decays: X-State Vibrational Dynamics

In addition to the A'-state absorption, all the absorption curves
show other features occurring at earlier times. At the red wavelengths
(635-1000 nm), there is a component which both rises and decays quickly
at long wavelengths, but which becomes slower at shorter wavelengths
(Figs. 3 and 4). In the alkanes, this component is resolved at longer
wavelengths, but at 635 nm its recovery is slow enough that it is
difficult to distinguish from the A'~state absorption (Figs. 7, 8). The
wavelength dependence of the rise and decay times implies a time
dependent absorption spectrum which is initially peaked at lomg



wavelengthe, but shifts to shorter waveleagths with time.

Just such a shifting absorption spectrum has been predicted to
result from vibratiomslly excited solecules in the X state.3:%,10,31 By
a classical Franck-Condon argusent, the maximum absorptiom strangth
occurs for 2 wavelength correspondiag to a vertical tramsition between
classical turning points. Since the X-state absorption is dominated by
the Be¢X transition, the' wavelength of maximum absorption for a given
vibrational level can be related to the difference between the X and B
potential curves (Figs. 1, 16). Thus when atoms first recombine in the
X state and are highly vibrationally excited, their absorption will 1lie
at wavelengths >1 um. As they relax, the absorption nx:l.-un moves to
shorter and shorter wavelengths, until it matches the normsl ground
state absorption when the molecules are completely relaxed. Since this
is exactly the behavior experimentally observed, the early time
component of the red absorptions can be assigned to molecules which
initially recombine on the X state, but which are still vibrationally
excited.

These arguments also imply that there should be a branch of the
absorption spectrum of the vibrationally excited molecules on the short
wvavelength side of the ground state absorption lpet:t:r:ul.:‘u This
absorption arises from the vertical ttant_itions starting on the inner
turning point (Fig. 1) and will be weak since the molecule classically
spends less time at this turning point. A wesk absorption component
with the correct timescale is seen at 400 nm in CCl, and hexane
solutions (see e.g. Fig. 12). At the other UV wavelengths, absorption
from excited vibrational levels is masked by other, stronger

absorptions. Based on the classical Franck=Condon model and a knowledge
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of the potentisl curves, sa sbeorption at 400 mm arises primerily from
vibrationzl levels between the levels responsible for 635 ead 710 ma
absoTption sud would be expected to show a time behavior istermediate
betwsen the behavior at these two wavelengths. This is, im fect, the
case.

The effects of vibrational relaxation sre also ssen in the recovery
of absorption at 500 nm. The curves for the chlorinated sethane
solutions (Fig. 9) show s short time component which recovers just after
the vibrational component of the 635 nm gbsorption decays (Fig. &). In
previous work, this component has bsen interpreted sas a direct seasure
of the cage recombination time,2»4,26-28 However, the smooth
progression of tises for vi‘rational relaxation measured in the red to
the time measured in the green indicates that this component actually
represents the final stage of vibrational relaxation of thoae molecules
which originally recombined on the X state. In the alkane solvents
(Fig. 10), the A'-state electronic relaxation and the last stages of
X-state vibrational relaxation occur on such similsr timescales that
separate rccov‘ery components are not distinguishable.

It is now possible to understand the crigin of the unusual double
peaked absorption curves seen in cyclohexane (Fig. 8). At the longest
vavelaengths, the curves are similiar to those in linear alkanes, with a
slow component which has a decay time matching the A'-state lifetime
deduced from the UV data. BHowever, the vibrational component is slower
than in the linear alkanes. At 710 and 635 nm, the vibrational
relaxation component in cyclohexane is slow enough that it recovers more
slowly than the A'-state lifetime. This leads to duble peaked
absorption curves in which the first pssk results from the A'-state
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absorption sad the second pesk from sbeorption due to lower wvibratiossl
levels of the X state.

Rapid Decays: B-State Predissociation Dynamics

The rewaining features of the decay curves occur within the first
20 ps. First, although a large fraction of the bleach occurs with the
pulsewidth-limited risetime, the saximum bleach does not occur until
20-50 ps later (Figs. 9, 10). It has been previously hypothesized that
the bleach maximun is delayed because the initially populated B state
hes some absorption near 500m|.2 This residual absorption would not
disappear until the B state predissociates. The present data show that
the bleach rise occurs in two stages, as required by this hypothesis.

During the same time period, there is a very strong absorption from
400-350 nm (Figs. 5a, 6a). The absorption rises quickly at all
wavelengths, but the risetime is pulsewidth-limited only at 400 nm. 1In
CCl,, the absorptions at 400, 370 and 350 nm have progressively longer
rise and decay times; hexane shows a similiar shift between 350 and
400 nm. At 350 nm, the other solvents have a delay in saximun
absorption and a short decay component similar to that seem in CC14 and
in hexane. Based on the pulse-limited rise at 400 nm, this absorption
can be assigned to the firat state populated, the B state. The decay
time is then consistent with the predissociation timescale deduced from
the 500 na bleach recovery. The final state For che UV absorption would
be either the B or the E ntatc|51‘sz (rig. 1), both of which are at the

correct snergy and have the correct symmetry for an allowed transition




from the B state.

The wavelength depesdence of the UV absorptiom kinetics are
explaised by vibratiomal relaxstion within the B state. Usisg the same
Fraack=Condon argusents used to explain the sffects of X-state
vibrational relaxation, it can be seen that the absorption will be
shifted to longer wavelengths in higher B-state vibrational lecvels
{rig. 1). Thus, the initially populated vibrational levels (v~12-14)
will absorb strongly at 400 na, and the absorption will decline both
from predissociation and from relaxation to lower vibrational states.
The absorption at 350 nm is strongest for low lying vibrational 'statu,
however, so the absorption does not reach a maximum until there has been
some vibrational relaxation. The curves at 295 na also show a small
early component (Fig. 5, 6). Although in general it is similar to the
early absorption seen from 350-400 nm, it appears to be somewhat too
long (20-35 ps) to arise from the B state. At present the origin of
this absorption is still uncertain.

In chlorinated solvents, the red absbrptionl (635~1000 nm) also
show an early time (<20 ps) component. This coxponent is clearest in
the high resolution data in Fig. 15. This component bacomes stronger at
longer wavelengths, so it is undetectable at 635 nm, clearly resolvable
at 760 na, and dominant at 1000 nm. At 1000 nm, this c@ncnt is so
strong and the vibrational relaxation component so fast, that a faint,
but reproducible, shoulder on the CCI‘ data is the only clue that two
components exist. It is difficult to obtain precise information on this
absorption, because it 1s so strongly aixzed with the rise of the
wibrational and A'-state components. WHowever, its rapid rise and decay

suggeat that it arises from the B state.



Separation of Absorption Components

The slowly recovering absorption from A'-state molecules and
escaped atoms cowplicate quantitative analysis of the faster X~ and
B-state dynamics. For this reason, the slower contributions were
subtracted from the data. The A'-state decay times and absorption
magnitudes, as well as the offsets from escaped atoms are fixed by the
long time portions of the data (Tables 1 and 2). An exception occurs
with alkane solvents at 500 nm, and in some cases at 635 nm, where the
A'-state and X-state contributions are not well resolved. In these
cases, subtractions were not performed.

The primary complication to the subtraction was the assignment of a
risetine to the A'-state absorption. For simplicity, the rise was
assumed to be exponential, although it probably has a more complicated
functional forme The fast, smooth rising edge at 635 nm suggests an
A'-state rise time which is definitely slower than 8 ps, but which is
not much slower than 15 ps (Fig. 13). In addition, rise times as long
as 20 or 25 ps are too slow to mcet the beginning of the single
exponential portion of the A'-state absorptions at 350 nm (Figs. 13 and
14), 1In particular, the absence of a dip in the 350 nm absorptions as
the A' state rises indicates that this rise time cannot be such slower
than the decay time of the B-state absorption at 350 nm (10-15 ps).
Uling\ these considerations, an A'-state rise time of 10-12 ps was found
for ail solvents.

Once the risetime, t,, decay time, L) A'-state absorption
magnitude, A, and long time offset, C, have been determined, the

function:
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A exp(-t/ty) = (A + C) exp(-t/t,) + C m

which represents the A'-state and unrecombined atom coatribution to the
absorption was subtracted from the data. The curves in Figs. & and 7,
as well as curves b and a in'rigs. 13 and 14 respectively, are
representative of the A'-state component which was subtracted. Although
the results of the subtraction are somevhat sensitive in the first

10-15 ps to the sssumptions made, they seem to be & reasonable, first-
order separation of the decay components. Further details of this
subtraction are found in Appendix A.

Typical subtraction results at red wavelengths are shown in Fig. 15
for cc14 solutions. The overall wavelength dependence of the
vibrational absorption is clear, as well as the early time peak which
nay be due to absorption from the B state. Similar results (not shown)
isolate the B-~state component of the UV absorption. To quantify the
X-state vibrational and B-state predissociation dynamics, the delay from
zero time to the maximum and to the point where the absorption has
decayed to 1l/e of its maximum have been tabulated (Table 3). This
wethod of characterization is not unique and caution must be exercised

in comparing to other authors.23



Summary of the Model

A model which accounts for the absorption data can novw be
sumsarized. Initislly, iodine molecules are placed in vibrationally
excited levels of the B state (Fig. 1). There is an immediate drop in
the absorption at S00 nm, since the B state has a smaller absorption
cross section than the ground state at this wavelength (Figs. 9, 10).
At the same time there is the immediate appearance of a new absorption
band in the UV arising from the B state (Figs. 5, 6). As the B gtate
predissociates and vibrationally relaxes during the next 10-15 ps, the
absorption at 500 na decreases even further, while the B-gtate UV
absorption shifts to longer wavelengths and decays. Once the molecules
have dissociated, the solvent dynamics forces them on to one of three
routes: they may escape through the solvent to remain unrecombined,
they may recombine on an excited state potential and become trapped in
the A or A’ states, or they may recombine on the X state. Those which
have recombined on the X state vibrationally relax. Relaxation proceeds
quickly through the upper part of the well, but more slowly near the
bottom of the well, so that complete relaxation requires ~100 ps. As
the relaxation proceeds, the X-state absorption spectrum shifts from the
near IR toward the normal ground state sbsorption spectrum which peaks
at ~520 nm. As the vibrational relaxation 1s completed, a portion of
the ground state absorption at 500 nm recovers in ~100 pe
(Figs. 9, 10). A'-state molecules can then be seen by their absorptions
in both the red and UV portions of the spectrum (Figs. 3-8). In a time
which varies from 60-3000 ps, these atates decay back to the X state,
causing the decay of A'-state absorptioms and a retura of the ground
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state absorption at 500 nm. Those atoms which escape their original
partoer recombine on a microsecond time scale, and contribute to the
long time ultraviolet absorption and to the long time nbcqrptlon bleach
at 500 nm.

Mow that all the absorption features have been considered, it can
be seen that the cage recombination of the dissociated atoms must
proceed rapidly. As discussed in the last section, i{f there were a long
delay between the predissociation of the B state and recombination,
there would be a dip in the UV absorption between the time that the
B-state molecules had disappeared and the A'-state molecules had
reforsed (Figs. 13, 14). 1In addition, the rapid rise on the absorption
curves at 635 and 71d nm implies a rapid filling of the A'-state.
Although there may bes some contribution to the red rise from an early
transient, it seems unlikely that the A'-stsate rises much slower than
the red absorptions and that the additional transient adds on to give
such a smooth curve (see Fig. 13). Finally, if wmolecules were teformiﬁg
at the top of the X state over a long time period, it would not be
possible to see a rapid decay of the population in the higher 8).

Based on all these arguments, a limit of <15 ps can be placed on the
time in which the majority of cage recombination occurs. This is nearly
an order of magnitude faster than the time suggested by esarlier
experimental interpretltionlz"'zs-za and by some diffusional

thcories.z’sa'S‘



D. Comparison to Previous Results

Previous observations of the bleach recovery and the red
absorptions have disagreed with each other cn both the experimental
results and their intcrprctation.z"'10’26'28 The results presented
here for the A'-state lifetime in chlorinated methanes are in good
agreement with the results of Kelley et al.‘ Their initial tcgult- did
not detect the vibrational component in the red absorptions, probably
due to lower tiwe resolution and signal-to-noise. More recently
however, our reports of a vibrational co-ponentlz’13 have been confirmed
in that laborltory.6 In the alkanes, Kelley et al. reported A'=-state
lifetimes based on red decay curves in which the vibrational component
was not resolved and they mentioned difficulties with signal size in
these solvents. Thus, the somewhat shorter times reported here are
probably more accurate, since they were derived from high signal-to-
noise ultraviolet asbsorptions free from vibrational components.

The results of Bado et al. in the chlorinated -cthpn¢l7'8

, however,
are quite different than those reported here. Recent experiments by
Abul-Haj and Kelley indicate that these discrepencies are not due to the

6 The decay times of the red

different excitation wavelengths used.
absorptions, although longer than in the alkanes, are not as long as
reported here. Severzl factors in their expsrimental techanique could
have caused this discrepency. First, very concentrated iodine
solutions, near saturation, were used, and we have seen distortions of
UV absorption cwrves attributable to high I, concentratioms. Abul-Haj
and Xalley have also observid quenchiag of the A" state at high

concentration attributed to I;(A') I - I:.‘ In sddition, I, dimers



59

42 gqcondly, the lomg

and higher cosplexes form under these conditioms.
decay components sesn in some solvents would not cospletely relsx in the
time between pulses (4 ns) in Bado et al.’s experiments. PFinally, the
formution of 13 bas been observed at high sample concentrations within
tens of nanoseconds after photodissociation .5 and may csuse artifscts
when high pulse repet.cion rates are used.

In contrast to the data in chlorinated solvents, the more rapid
alkane data of Bado et 11.7'8 are not significantly different from these
presented here, if consideration 1is given to their lower time resolution
(~30 ps). We resolve two components in the red absorption, one due to
vibrationally relaxing X-state molecules, and the other due to A'-state
molecules, which would be unresolvable in Bado et al.'s experiment.
However, the vibrational component gives the overall curve a strongly
wavelength dependent character, which accounts for their interpretation
that the red absorption is entirely due to vibrationally relaxing
X-state molecules. Although we are in agreesent with the conclusions of
Bado et 11; on the importance of ground state vibrational relaxation,
their data sust be viewed with some reservation until the possible roles
of I:‘,. I:, and Iz-diuts in those experiments has bsen determined.

Chuang et al. reported a slight polarization anisotropy during the
rise of the 532 nm bleach in hexadecane, which was attributed to
rotational mrlont-tion.z We have not raproduced this result. A
rotational diffusiom model predicts a reorientation time of 2.7 pe/cP

56 the

for iodun.” Osing 2ero-frequency solveat viscosities,
veorientstion times should rasge from 0.8 ps im hexese te 8.2 ps in
hexadecane. HMotiom om the fasat end of this rasge weuld be uatesolved

with the praseat tise resolutiem, but mstion on the slew end sheuld be
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easily seen. Bowever, the relaxation times predicted in high wviscosity
solvents such as hexadecane may be too long. The rotation mey be
sensitive to the high frequency viscosity, which can be expected to be
lower than the bulk viscosity in long chain solvents. Thus it seems
most likely that the reorientation time for the iodine is only 1-2 ps
and that the polarization anisotropy cannot be seen with the current
tise resolution.

In several papers, attempts have been made to extract the quantum
yield of non-geminately recombining atoms by comparing the maximum of
the bleach in molecular aSsorptioﬁ in the green to the long time loss of
ab-orption.2’4’26 This procedure assumes that no moleculsr states are
absorbing when the bleach maximun i3 reached. With the present model
for the reaction kinetics, this assumption is not necessarily justified,
since at the bleach maximum molecules may be in the A or A' states, may
not have completely predissociated, or may have vibrationally relaxed
sufficiently to start reabsorbing. In addition, the strong solvent
variation of the peak bleach strength reported in one papar are in

disagreement with the values found h¢r¢.26
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Z. Cosparison with Theorstical Models

The pirsceeding sections have used the transient absorption data to
develop & derailed qualitative picture of the photodissociation/
zecombination reaction. Using this model, quantitative data can be
extracted on the elementary reaction stepa. These results can be
compared to existing theories for liquid-phase reiction dynamics and may
help direct future theoretical developments. First, the experimental
upper bound on the geminate recombination time is very useful in
assessing the large amount of theoretical work on this process. Second,
the time dependent absorption data on the vibrationally relaxing X-state
population provides quantitative information on vibrational relaxation
through a wide range of vibraticnal levels. On & rough level, solvent
comparisons of the absorption data itself give evidence on the likely
pathways for relaxation. For a more precise ciamination of vibrational
relaxation, an approximate derivation of the actual population
distribution from the absorption data is developed. Both the solvent
dependent relaxation rates and the population distribution are compared
with quantitative models of vibrational relaxation in this system.
Finally, the two electronic relaxation processes, A'-state relaxation
and B-state predissoclation, are examined and compared with the few

available theoretical models for electonic relaxation.



3

Recosbination Dynamics

The aspect of fodine photodissociation which has Teceived the most
theorstical attention is the geminate recombimation of dissociated
atoms. Two methods have bsen used: hydrodynamic models which use only
a fev equations to repressent the solvent's 1ntlucnce;2’27’53'5"57'62
and molecular dynamics simulations, which calculate the exact motions of
many solvent -olcculcl.63-65 It is interssting to ask whether the
conclusion that recombination occurs in <15 ps is consistent with
theoretical results and whether some theoretical approaches are more
useful in understanding this result.

Hydrodynauic models have been popular, partly because of their
computationsl ease and also because it is relatively easy to form
simple, physical interpretations of the results. However, there are
serious questions, both theoretical and practical, about the application
of these equations to the dissociation dynamics of small molecules such
as iodine. One objecéion is that the iodine mass is comparable to that
of the solvent, while Langevin and related equations require that the
solvent be light compared to the iodine.66 In addition, the
hydrodynamic equations only hold when the solute~-solvent force
correlation time is much shorter than the correlation time of the solute
velocity. This condition is violated during the initial high velocity
separation of the dissocisting atoms. Even the MIGLE method, which
attempts to reduce this problem, must introduce ad hoc “cage breakout”
assu-ptions.6° Thus hydrodynamic models cannot be applied to the early
portions of the dissociation process, but are usually applied to the

dynamics after the velocitiea have thersalized. Thus, the ssjor part of



the recombinstion process may occur before the hydrodynemic models
bacome spplicable.

Thers ars slso serious practical problems in wsing hydrodymamic
wodels to predict the time scale of geminate recombination. The results
are very sensitive to the initial coaditions, which are determined by
the complicated esrly time dynamics. In addition, the other parameters
commonly introduced, such as the solute atom diffusion constant and its
distance dependence, the resction diameter and the intrinsic reaction
rate constant, are not independently known or are poorly defined. A
wide range of recombination times can be obtained with reasonable
paraneters; estimates of the 502 recombination time have appeared from
1-150 ps.53'57 Thus, hydrodynaasic models do not provide a reliable
prediction of the recombination time scale.

Molecular dynamics simulations of the photodissociation process
provide a more promising approach to understanding geminzte
recombination. Although simulations to date have been limited to a
small number of solvent molecules and to short simulation times, useful
information has been obtained. The most striking conclusion is that
geminate recombination should occur rapidly. Bunker and Jacobsen found
that approximately 85X of the atons recombined within 4 ps in their
cilulations.63 In Murrell et al.'s work, 80X of all recombinations
occurred in <5 ps over the entire range of densities cxauined.6a
Similarly, Lipkus et al. found that on the X-state potential, 50X of all
recombinations were complete in <1 ps for all densities considered.ss
On the A-state potential, they found that the recombination lifetime was
~10 ps. Thus for recombination on both the X state and the A state,

partitioning between free atoms and recombined molecules occurred on a



63

tise scale of <10 ps. Is swpport of these sisulatioms, the quantea
yislds of escaped stoms as s fwaction of density calculated from these
simuletions agree well with experimental uuurmt-.“"s
These results indicate that the msjor portion of the recombinatiom
occurs on a short enough time scale that the use of hydrodynrmic models
is suspect. In addition, moleculsr dynamics, in countrast to
hydrodynamics, sakes a2 reasonably definitive prediction that
recombination should occur in <10 ps. One reservation to these
conclusions is that the role of multiple potential surfaces has not been
included in the simulations. A recent model has found that the presence
of multiple potential surfsces in iodine may slow the recombination rate
by a factor of five, because the atoms may frequently recombine on one
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of the seven unbound potential surfaces. Even considering the

possible slowing effects of multiple surfaces however, the >100 ps
recombination times previously reported4’26'28 were hard to reconcile
with the molecular dynanics results, while the time of <15ps deduced
from the current measurements indicates that the molecular dynamics

results are gquite reasonable.

Vibrational Relaxsztion: Classical Analysis and the Relaxation Mechanism

Vibrational relaxation in liquids is poorly understood, especially
between excited vibrational levels. The time dependent absorption
spectrum of vibrationally excited iodine molecules is a rare source of
information on this probles. In this section, a simple clessical model

of absorption from excited vibratiomcl levels is used to compare



vibrationsl relaxation ia differeat solvents. The resulte cast doubt oa
the theoretical predictiom that vidratiom=to-vibratios (¥-V) traasfer to
the solvent domimates relaxation in the lower portion of the X-state
well. It is suggested that vibration~to-rotation (V-R) mechanisws
should be included or that vibration-to-trsnslation (V-T) transfer has
been underestimated. The following section discusses corrections to the
classical model and perforss a more precise analysis of vibrational
relaxation in CCl; solution.

In a classical Franck-Condon picture, only vertical tranaitions
between turning points are allowed (Fig. 1). Since the B+X tranmsition
dominates iodine's visible absorption, the difference potential as a
function of X-state vibrational energy can be used to associate an
X-state vibrational energy with each absorption wavelength (Fig. 16).
Using this classical approximation, Fig. 17 shows the vibrational
dynamics derived from the absorption component due to vibrationally
excited molecules. 1In all of the solvents studied, the vibrational
relaxation time is substantial; 50-200 ps are required to reach the
ground vibrational level. Relaxation through the upper half of the
potential, however, is fairly rapid with the peak absorption from levels
with ~6000 CI-I of vibrational energy appearing in 10~15 ps and decaying
to l/e of their peak value by 20-30 ps after photodissociation. Among
the chlorinated solvents, the absorption at 710 nm (v~9, svibaasoo cn.l)
peaks and decrys most slowly in CCl;, somevhat faster in 68013, and is
alwmost a factor of three faster in cuzclz. In the alkane solvents, the
three linear alkanes show virtually identical relaxation rates, while
cyclohexane is substsntially slower.

Nesbitt and Hynes have calculated the relaxation rate for iodine io
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CCl, wsing a classical trajectory simulation sad asswmisg wncorrelated
Maary collisions with the solvent.? They found that V-T tramefer is
relatively rapid in the upper part of the potential, but that relaxation
to the ground vibrational level takes more than one nanzosecond if the
solvent has no internal vibrations. Brooks, Balk, and Adelman reach a
siniliar conclusion using an MTGLE -tule]..29 When near-resonant
vibration=to-vibration (V-V) energy transfer to the 217 cn-l mode of
CCl, was included, Nesbitt and Hynes showed that the relaxation in lower
levels proceeded wmore rapidly, with ground state recovery in ~100 ps.
Using molecular dynamics simulations, Bado et al. have also predicted a
strong dependence of the vibrational relaxation rate on near-resonant
energy transfer to the vibrational modes of the solvcnt.31
The present measurenments in chlorinated solvents do not behave
according to sim;le V-V energy transfer predictions. The lowest
frequency modes in CCl,, CHCl,, and CH,Cl, are 217 cn-l. 261 c-l. and
282 cm-l rclpcctively.68 The iodine molecular vibrational frequency is
213 cn'l in the ground vibrational level and decreasss to 170 cnrl at
6000 cu~! above the ground 1ev¢1.69 Thus the energy gaps for V-V
transfer in the lower half of the well are 4=47 cn'l in CCI‘, 48-91 ca~!

1

in CHCly, and 69-112 ca” " in CH,Cl,. These changes between the solvents
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are large compared to the 20-25 cn'l resonant transfer width. Thus

the V=V relaxation times would be expected to increase in the orde.
CBZCIZ)CHC13>CCI‘. A calculation of resonant energy transfer utum
using the exprassion which Nesbitt and Hynes applied to ct:l.p3 confirms
that the expeacted V-V rates should be 3=4 times slower in CIC13 and 8-10
times slower in CH,Cl; through the entire lower half of the X-state

potential. In contrast with this prediction, the vibrational relaxatiom



tise is actuslily slowest im CCl;, slightly faster in CHCl; and
drsmatically faster in CH,CI, (Fig. 17). This suggeste either that V-¥
transfer is not important in any of the chlorinated methane solvents or
at least that other mechanisss dominate the rates in CHCl; and CH,Cl,.
One alternative mechanism is vibration~to-rotation (V-R)

transfer. In the gas phase, V-R transfer is greatly enhanced in small
hydrogen containing molecules, because of their low moment of inertia.
In fact, the self-relaxation in gas-phase CEZCIZ has been found to be

dominated by V-R tranlfer.71

Moore has proposed a simple model which
treats V=R transfer in the sane manner as V-T transfer, except the
rotational velocity of the hydrogen atom is substituted for the
translational velocity of the entire -olicule.71 The relevent parameter
in this model is an effective rotational mass, defined as the lowest
moment of inertia divided by the longest moment arm squared. As with
V=T transfer, “"lighter” molecules increace the relaxation rate. In the
present case, the rotational masses are 142, 60, and 8.5 amu in CCl,,
CHCl4, and CHZCIZ respectively.72’73 -The low rotational mass compared
to the total mass for CHC13 and particularly for CHZCIZ suggests that
V=R transfer is more effective than V-T transfer. Furthermore, the
trend in the rotational masses matches the trend in relaxation rates.
These facts indicate that transfer of vibrational energy to rotation-
like motion of the solvent may determine the iodine relaxation rates in
these systems.

Also, the role of V=T transfer in lower vidbrational levels should
not be entirely rejected on the basis of theoretical wodeling. The
abllity to predict liquid-phase vibrational relaxstioa rates, especially

batween excited vibrational levels, is vo: well established. In



sddiction, models of V-T tramsfer are extresmely sensitive to the
interaction potsatials un-.d."

In coantrast with the results in chlorinated methane solvents, the
vibrationsl relaxation rate in alkane solvents behaves more mearly as
expected for V-V transfer. As Bado et szl. have pointed out, the ring
structure in cyclohexane substantially reduces the density of low
frequency torsional and vibrational modes in comparison with the linear
alkancl.7 With fewer low frequency modes in proximity to the iodine
vibrationsl frequency, the vibrational relaxation in the lower part of
the well should be slower in cyclohexane than in noraal hexane. This is
the observed behavior. In the straight chain alkanes, the relaxation
rate does not vary with the length of the alkane chain. This may occur
because the number of low frequency modes which can effectively interact
with the iodine does not changi with chain length, since the number of
low frequency modes per unit volume is approximately constant.

The contrasting results for vibrational relaxation rates in these
different solvents demonstrate that the role of V-V transfer is not yet
understood. Studies in simpler solvents such as Xe and CO, should help
to clarify the role of V=T and V-R transfer and thereby contribute to an
understanding of V-V transfer. The bleach recovery in fluid Xe has been
previously oblervtd,zs but preliminary measurements in this laboratory
show different dynamics. More work is necessary to understand

vibrational relaxation dynamics in this simple solvent.
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C. Vibrationsl Relaxation: Quantum Spectral Analysis

So far the vibrational absorptions have been discussed assuming
that the absorption at a given wavelength can be directly associated
with the population at a particular level of vibrational excitation.
This assumption is based on a crude, classical Franck-Condon model and
oversimplifies the true qusntum mechanical spectrum. In order to assess
the importance of quantum effects, a calculation of the absorption
strength for a given wavelength versus the amount of vibrational energy
in the X state was performed. Franck-Condon factors and R—céntroids
were calculated for the B+«X, lnu+x, and A<X transitions. A continuous
spectrum was obtained for each X-state vibrational level by assuming

1 gaugsian line in the

that each transition was broadened to a 200 cm”
liquid phase. Broadening of this masgnitude is consistent with the
absence of vibrational structure in the visibdle absorption spectrum.

The final results are only weakly sensitive to the extent or the form of
the broadening function. The strong R-centroid dependence of the BeX

75 Further details on the calculation

transition moment was included.
are given in Appendix B. Figure 18 shows examples of the results.

The quantua mechanical transition strengths have several features
in common at all wavelengths. The transition strengths all have a
strong peak which lies slightly higher in vibrctional energy than the
classical prediction, because the main peak of the wibrational
wvavefunction lies inside the classical turning point. On the high
vibrational energy side of this peak there is a long, slowly decaying

tail, due to overlap of the ocscillatory portions of the wavefunctions.

Because of this tail, the absorption at a given wavelength should start
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to rise before the population has relaxed as far as the point of
clacsical absorption. By the same reasoning, the absorption bleach will
begin to recover before the population reaches the bottom of the
potential weli. In countrast, the transition strength drops sharply on
the low vibrational energy side of the main peak, due to the rapid drop
in the wavefunction outside the classically allowed region. This
implies that the absorption decay at each wavelength is a2 reasonably
accurate indication of the population which has relaxed .below the
classical absorption point. Finally, the width of the main peak in the
transition strengths broadens as the wavelength of the transition
increases.

Incorporating the .more accurate quantum transition strengths into
the analysis of the vibrational absorptions can be done as follows. The

spectrum at each time can be represented as:
-
A(A,t) = Io dE S(A,E) P(E,t) (2)

where A(A,t) is the absorption data at a given wavelength, A, and delay
time, t; P(E, t) is the population as a function of vibrational energy,
E; and S(A, E) is the transition strength. Exactly inverting this
expression to find P from S and A is difficult when P and S are
arbitrary functions and A is only sampled at a few values of 2.
However, consideration of the actual characteristics of P and S allows
an approximate inversion of this formula which includes the major
corrections from the quantum calculatiom.

The energy scale is first broken iato segments, sach of which
isolates the transitiom stremgth peak for ome waveleagth. Ia cc1,
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enough wavelengths were measured that these regions cover the energy
tegion from 0-8000 ol Mext, at each probe wavelength the function S
is approximated by a function $' which is constant over each energy
region (Fig. 18). If the anslysis is restricted to times when all the
population has relaxed below 8000 c-l, S' can be set equal to zero

above 8000 ecm~l. Equation 2 now gives

n Ej
AQd ) ~ ] EHeY [~ 4 P(E,t) 3)
=1 Ey-1
or
n
Ay(e) ~ T 83y By(B) (4)
i=1

where slj is the value of S' at wavelength A in energy region j, EJ is
the upper edge of energy region j (Eo-o). and:
Fy
Py(t) = IE dE P(E,t)
§=1
If the energy reglons are well chosen, S' duplicatas the important
features of S, and this spproximation can be expected to be a good
one. If at each time A is known at n values of A, and n energy regions
are selected, the problem reduces to a set of n equations in n
variables, which can be solved by standard matrix techniques (Eq. &).
Several factors which are important in obtaining a good imversion are
discussed in detail im Appendix C.
Figure 19 shovs the resslts of applyisg this procedure to the CCL,
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data. The average population density for esch eanergy region is plotted
at the center of that region. Prior to 50 ps, reliable rssults cannot
be obtained, partly because sose of the population has not relaxed below
8000 cal, and partly because of interference from other esrly time
absorptions. From 50-200 ps, the total population resains constant to
within 10Z even though there is no explicit constraint on the population
from one time point to the next. It is encouraging that this simple
inversion produces Treasonable results and particularly that it conserves
total population. Its success indicates that the sssignacat of the
early absorption features to vibrational relaxation in the X state is
quantitatively consistent with the absorption data at a'.1l wavelengths.
Nesbitt and Hynes have calculated the time-dependent I, vibrational
population distribution using s binary collision -odel.3 From the
calculated distridbution, they depredicted the recovery of the ground
state absorption, which can be compared directly t- the experimental
results at 500 nm (Fig. 15). The calculated recc sery has the correct
qualitative features, but is faster than the actual decay. A more
complete comparison can be wmade by directly comparing their population
distribution (Ref. &, Fig. 10) and the experimentally derived
distridbution (Fig. 19). The experimental distribution at 50 ps has
relaxed further than the calculated distribution. This indicates that
relaxation 13 fastar than predicted through the upper part of the
wells. Om the other hand, the experisental distribution still has a
sigaificant warelaxed tail at 1350 ps whem the model system is completely
relazed. Thus relazation of the las:t ~2000 ca”) proceeds more slowly
thaa preiicted. These discrapamcies indicate a wasker depsndeance of
relazation rate om vibratiemal level amd less of a “bettlemeck™ affect
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than that found in ¥esbitt and Hynes's model. This bottleneck arose
because V=T transfer was predicted to slow below v~60, while V-V
transfer was not predicted to become efficient until below v~40 (Ref. 3,
Fig. 9). The disagreement of the calculated and experimental
distributions suggests that the relative roles of V-T and V-V transfer
at various levels of vibrational energy are not yet understood.

In order to assess the importance of different quantum corrections
to the transition strengths, the population distribution at 50 ps was
also calculated with the classical model and with a model incorporating
the quantum mechanical pealk shifts and broadening, but without the high
energy tail (Fig. 20). Although the classical model correctly gives the
general features of the population distribution, a more sophisticated
treatment is needed for even semi-quantitativly correct results. In
particular, ignoring the high vibrational energy tail in the transition
strengths causes an overestimation of the population at lower

vibrational levels.

Lifetime of the A' State

The lifetime of the A' state varies dramatically in the solvents
studied, from 500-2700 ps in chlorinated solvents to 65 ps in alkane
solvents. In models of the A'-state lifetime, it has been generally
assumed that the molecule wust be activated high in the well to a region
near the curve crossing with the X state im order to relax. Thus,
changes in the A'-state lifetime may result froam either chasges in the
height of the crossiag poiat or froa chesges im sctivatiom rate. Eelley
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et al. proposed that the A'-state well depth varies as a result of
changes in the molecular solvation energy as compared to i:he atomic
solvation cmrgy.‘ They further proposed that the solvation energy is
largely due to charge-transfer interactions, and that the well depth can
be related to the 7 mization potential of the solvent. As a result the
A'-state lifetime should be related to‘tho ionization potential of the
solvent, and in fact the A'-state lifetimes are roughly ordered
according to the ionization potentials. One difficulty with this
proposal is that although charge-transfer transition wavelengths have
been related to the solvent ionization potential, this relationship is
based on the energy of the upper ion-pair state. The connection between
solvent ionization potential and the lower—state solvation energy is not
clur.:‘5 It is even less clear how the difference between molecular and
atomic solvation energies is affected by the solvent's ionization
potential. As a test of the model it can be assumed that the activation
energy (well depth) depends linearly on the solvent ionization potential
and. that the rate follows an Arrhenius law. With these assumptions, the
log of the lifetimes should be linearly related to the solvent
ionization potential. PFigure 21 shows that the correlation is poor, so
that the solvent ionization potential does not appear to be the most
important paraseter in determining the ‘A'-statc lifetime.

Dawes and Scutssz have prozosed that the electronic state curve
crossing rate and the diffusive motion up the well to the crossing
region are solvent dependent. Using a simple model for beth the
diffusive motion and the curve crossiang, they cosclude that the rate is
cransport limited. Thus the lifetims sheuld decrsase ia lower viscosity
solvents. The wodel predicte A'-state lifetimes which are ssch lemger
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thaa the r~parimentsl results. If it is sseumed that our sssignment is
iscorrsct eand that the A state is actually being observed, the predicted
tissscale is more reasomable (Fig. 22). 3till, the simclation results
do mot fit well. An approximate, anslyticsl model predicts the general
tread for the chlorinated solvents, but this agreement is hard to
interpret, since the analytical model is justified based on its ability
to match the simulation results. An sven larger problem is the fact
that the lifeti;cl in the alkane solutions are all approximately the
same, even though the viscosity chgnges by a factor of ten. Dawes and
Sceats have prsposed that the frequency dependence of the viscosity may
be important and that the high frequency viscosity would be similiar in
all the alkanes-62 In any case it is clear that the zero frequency
shear viscosity does not correlate with fhe A'-gtate lifetime. At this
stage, it appears that none o the essential features which determine

the A'-state lifetime are well understood.

Predissociation

The early component of the UV absorptions (Fig. 5a. 6a) is due to
absorption from the excited B state. The absorption decay at any given
wavelength is due to both vibrational relaxation and predissociation.
The situation is coaplicated by the fact that the predissociastion rate
is likely to depend on the vibrstional 1¢v¢1.76'77 Thva it is not
possible to sccurately ssparate these two contributions to the decay.
However, a rough timescale of 10-15 ps for predissociation can be

obtained. There are 0o dramatic changes in different solvents.
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There is virtually mo theorstical work oa liquid-phase
predissocistion to copare to, but comparisons can be made to gas-phase
messurements.’7% For the vibratiomsl levels 1aittally excited 1a this
experiment, the probability of predissociatiom per gas—phas kimetic
collision is 0.8-0.2 for Xe, which is similiar ia size and mess to
cc1,.’® By comparfson, the liquid-phase lifetime of ~10 pe,
corresponding to ~100 "collisions” ,3 is suprisingly iong. The observed
lifetime may be explained by a large drop in the predissociation
probability for vibrational levels below v~7.76 It is clear that

further work is nessesary to understand this phenomenon.
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. Conclusieon

A detsiled picture of the steps involved in a simple
dissociation/recombination resction has been developed from picosecond
absorption studies extending from the near infrared into the UV. The
data present convincing evidence that the geminate recombination of
dissociated atoms is fast (<15 ps). This conclusion is consistent with
solecular dynamics simulations. In contrast it is argued that
hydrodynamic spproaches to geminate recombination involve questionable
theoretical assumptions and produce few useful predictions. Many
theories have predicted a long time tail in the recombination
probability. However, the current model is able to explain all the
available absorption data assuming that all the rccombination is
rapid. VWhile a long time tail in the recombination probability cannot
be rigorously excluded, there is no evidence to suggest that 1f one
exists, it accounts for more than a minor fraction of the total
reccmbination.

Vibrational and electronic rela:ation of the recombined molecule
have been found to be much slower than the initial recombination. The
evolution of the vibrationally excited population distribution has been
approximated using realistic, quantum mechanical spectra of
vibrationally excited molecules. Neither the population distribution
nor comparisons of vibrational relaxation rates in different solvents
provide evidence for resonant energy transfer to solvent wibrational
wmodes in chlorinated solvents, in contrast with predictions. On the

ather hund, resonant vibrational energy transfer may be more important
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in alksse solveats. Is sdditiom, the fow models availsble te describe
A'-state slectromic relaxstios ars waable to explain the 40-fold raage
of 1ifetimes observed in different solvests. o theories have yet
dlrc'ctiy adresssd the B-state electromic relaxation rate aad its
relative lack of solvent dependence.

In conclusion, this study has presented a detailed qualitative
picture of lodine photodissociation and has mede significant steps
toward a quantitative understanding of the reaction processes. Bowever,
the study of molecular dissociation and recombination in liquids 1s
still a fertile area for further theoretical and experimental work.
Large scale molecular dynamics simulations should help to give a better
understanding of the solvent's role in geminate recombination. Basic
developments are required in the theory of soivent-induced
predissociation and electronic curve crossing. The development of these
theories will benefit from new temperature and density dependent studies
on iodine photodissociation. Experimental work is also needed in simple
mono~ and di-atomic loiventa to understand the relative roles of V-~V and
V=T vibrational energy transfer. In addition, experiments with
excitation to the directly dissociative A state (~680 nm, see Fig. 1)
should allow direct observation of the geminate recombination event. It
may be hoped that the deeper understanding of the iodine
photodissociatior. reaction which will emerge from further work will
provide a basis for a general understanding of liquid-phase chemical

dynawics.



Appendix A. Sebtraction of the A'-State Absorption

Since the recombination dynsaics is completed rapidly after
predissociation (Sec. III E), the B-state decay tiss, and the A'-state
and escaped~atom rise times are very similar. Therefore, the offsets at
UV and green waveleagths, both due to atoms which do not recombine, were
assumed to form with the ssse rise time as the A'~state (see Eq. 1). In
addition, in order to gquantitatively assign the X-state vibrational
dynamics based on the green and red transient curves, it was helpful to
remove the B-state absorption which occurs at early time at 500 nm.
Assuming that the decay time of the B-state absorption at 500 nm is set
equal to the A'-state rise time, the B-state absorption was represented
by B exp(-t/t ). This term was subtracted from the 500 nm bleach
curves, along with Eq. l. The magnitude, B, is somewhat arbitrary, but
has only a small effect on the subtracted data for times longer than

20 pe, where the vibrational analysis is focussed.

Appendix B. Transition Strength Calcula:ions

24,45,69,79

The rotationless potential curves and transition
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are well known for the iodine X, B, A, and lnu states.
Evidence suggests that the potentials are not strongly perturbed in the
1iquid-8° Analytical approximations to these curves were made as

follows:
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vhere R is measured in A, energy is in cn-l, and R is the R-centroid.
The X-state Morse parameters were chosen to optimize the fit to the
cuter l'mb of the RKR potential, since this is most important to the
Franck=Condon calculations. The use of approximate potentials will not
reproduce the state-to-state interference effcctl,u but these effects
should be largely averaged out in the liquid. The bound Morse
wavefunctions were calculated analytically.az The wavefunctions were

calculated for v=0=50 in the X state and for all dound levels in the

81



”2

wpper states. For the wabownd states, wavefwactions were calculsted
every 50-50 cun~! by iategrating Schrodisger's squstios from 2.2 A
outwacd., Iategration was carried ocut satil the wevefwmctioa reached its
asymptotic behavior, so proper nmorsal.zation could be pctfov:nd."
Pranck-Condon and R-centroid integrations were done from 2.2-3.74 K at &
0.003 R spacing.

The actual cslculation was done in several stages. First, the
program MWFUN calculated the Morse oscillator wavefunctions for each
state using the subroutine MORSE, which contains the main algorithm.
MORSE uses the function B repeatedly in its calculation. The program
INTGl calculated the wavefunctions for the unbound portions of the
potentials. Franck-Condon factors and R-centroids were then calculated
from the wavefunctions using the program FCFACI. The program VIBDIS
then found the relative transition strength as a function of vibrational
energy at a given absorption wavelength using the output of FCFACT. For
the X+B transition, VIBDIS also calculated the R-centroid dependent
transition moment. The transition strengths resulting from continuous
and bound portions of the potentials, as well as from different
transitions were then added using the program TRANAD. The FORTRAN code

for each of these programs follows.
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100
105

110

115

120

128

c
150

DIMENSION IDENT(3), WFUNCT(512)
Rl, STEP, NSTEP, K

COMMON /MBLX/ WFUNCT,

1SPACING AT WHICH WFUNCT 13 cn.cmrm

ISTE-SIZ INUMBER OF PTS IN WFUNCT
GET STATE TO BE CALCULATED

PRINT 108

TORMAT (°¢STATE TO BE CALCULATED (X, B, A): ‘)

ACCEPT 110, STATE
FORMAT (1Ad)

IF (STATE.EQ.'X’') GOTO 115
.‘B’) GOTO 120
«‘A’) GOTO 125

IF (STATE.
IF (STATE.

PRINT %, 'PARAMETERS NOT IN PROGRAM - TRY AGAIN’

A STATE PARAMETERS
RE = 3.0%56
A= 2.95

M e 89,735
HBAR = 1.0336E-27

tEQUILBRIUM DISTANCE (ANGSTROMS)

{MORSE PARAMETER (1/ANGSTROMS)

IDISSOCIATION ENERGY (1/CM)
ICALCULATION SCALING FACTOR

|EQUILBRIUM DISTANCE (ANGSTROMS)

{MORSE PARAMETER (1/ANGSTROMS)

|DISSOCIATION ENERGY (1/CM)
1CALCULATION SCALING FACTOR

IEQUILBRIUM DISTANCE (ANGSTROMS)

IMORSE PARAMETER (1/ANGSTROMS)

!DISSOCIATION ENERGY (1/CM)
$CALCULATION SCALING FACTUR

'REDUCED MASS (AU)
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30

32

33

00

GCe 2, A SIRT{2. # N A D) & 1.0163E-28 / (A & HBAR)

GET RANCE OF V TO BE CALCULATED
PRINT 15
FORMAT (“SENTER INITIAL AND FINAL VIBRATIOMAL LEVELS: )
ACCEPT », VI, VWF
IF (VF.GE.VI} GOTO 23
PRINT #, ‘HRONG ORDER. TRY AGAIN.’

OPEN OUTPUT FILE
PRINT 30
FORMAT (°$COMPLETE OUTPUT FILE NAME ‘)
CALL ASSIGN (1, DUMMY, -1}
PRINT 32
FORMAT (‘SFILE IDHTI!‘IER -
CALL GETSTR(5, IDENT, 4)

HWRITE HEADER
WRITE (1) (IDENT(J), J = 1,2} | IDENTIFIER
WRITE (1) VI, VF
WRITE (1) lu. STEP, NSTEP
HRITE (1) 0 Y'EXTRA WORD

CALCULATE AND STORE WAVEFUNCTIONS
PRINT A, 'TYPE Q TO INTERUPT PROGRAM'
DO 35 Vv = VI, VF
PRINT », 'V = ', V
CALL HORSE (RE, A. G, V, D) IWFUNCT PASSED THROUGH COMMON
DO 33 J = 1, NSTEP
WRITE (1) WEUNCT(J)
ITEST = IPEEK ("177562) ) {LATEST KEYBOARD ENTRY
IF (ITEST.EQ."121) GOTO 40
CONTINUE

CLOSE FILE
CLOSE (UNIT = 1)
STOP
END
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SUBROUTINE MORSE(RE, A, G, V, D)

THIS SUBROUTINE CALCULATES THE MAVEFUCTION, MFUNCT, FOR
MVIMIMM V, OF A MORSE OSCILLATOR. THE
MORSE POTENTIAL IS DEFINED AS:

E(R) = D A {EXPL -A(R - RE)] - 2 EXPL -A(R - RE)I}
D = DISSOCIATION ENERCY
RE = EQUILBRIUM DISTANCE (ANGSTROMS)
A = W SORT(M/2D) (1/ANGSTROMS)
W = VIBRATIONAL FREQUENCY AT BOTTOM OF V
M = REDUCED MASS OF OSCILLATOR
G =2C =2 & SORT(2MD) / (A » hbar)

THE SUBROUTINE REQUIRES THE FUNCTION B.

INTEGER V
DIMENSION WFUNCT(512) 1SHOULD MATCH MSTEP
COMMON /MBLX/ WFUNCT,R1,STEP,NSTEP,K

AkAARk FUNCTIONS ARAAR
X(Z) = G & EXP(-A & (R - RE))

Ahihhk CONSTANTS AhAhh

DELTA = 1.E-10 1STOP CALCULATION WHEN WFUNCT ¢ DELTA
C2 = 0.6316188 11/ SQRT{SQRT(2 PI))

RARRKARARARARRARARAANK

INITIALIZE "FUNCT
DO 1S J = 1, NSTEP
WEUNCT(J) = 0.

FIND TURNING POINTS
V12 = ¥V + 0.5
Cl = SQORT(4 A (G & V12 - V124Ax2) / GAx2)
RINNER = RE - (ALOG(1l. + Cl) / A) {INNER TURNING POINT
ROUTER = RE - (ALOG(l. = Cl) / A} {OUTER TURNING POINT

hinik CALCULATE WFUNCT aadak

CVaC2AaASRTAA(CG-1. -2 2V)) 'R INDEPENDENT PART
INSTEP = INT((RINNER - R1) 7 STEP) + 1 i# OF PTS. R1-RINNER

FIRST CALCULATE FROM RINNER IN TOWARD R1
D0 20 J = INSTEF, 1. -1
R=RlLe+ T ~1) +STEP
PRINT &, '&°, X(R)
WFONCT{J) = CV » R(X(R), ¥, G, K)
IF (ARS(WFUNCT(J)) - DELTA) 2%,15,27 1STOP IF WFUNCT<DELTA
CONTIWE

[ 3]
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WEXT CALCULATE FROM RINNER OUTWARD
DO 30 J = INSTEP + 1, WSTEP
R=ERl+{(J~-1) & STEP
PRINT %, X(R)

WFUNCT(J) = CV # B(X(R), V, G, K)

IF (R - ROUTER) 30, 30, 35 ![CONTINUE IF RINNERC R (ROUTER

IF (ABS{WFUNCT(J)) - DELTA) 40,40,30
CONTINUE

tSTOP

IN WFUNCT<DELTA
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FUNCTION B(X , N, G, XT)
CALCULATES THE FUNCTION:

B s SORT(N!) » EXP{-X + LG - 20 + 1] LE(X) + LG - N]
~EG~-N-1/22 LN(G - M)} A L(G - 2N +1, N, X)

WHERE L IS THE LAGUERRE POLYNOMIAL. A RECURSION FORMULA IS
USED. FOR USE WITH SUBROUTINE MORSE IN CALCULATING MORSE
OSCILLATOR WAVEFUNCTIONS.

REAL M
SRTE = 1.648721 ¢SQUARE ROOT OF E
E = 2.718282 {E

H(Y) = EXP(((Y - 0.5) & ALOG(Y) / 2.) - K) ({(FUNCTION

SCALE . 0.
K = XT

CALCULATE B(N = 0)
Bl » EXP((G - X + (G - 1.) & ALOG(X) - (G - 0.5) % ALOG(G)
1 + SCALE; / 2.) .
IF (¥) 15,20,23
PRINT %, 'ERROR IN CALLING B. N ¢ O’
sToP
A = Bl IB(X, 0, G)
RETURN

RESCALE IF B) UNDERFLOWS
IF (ABS(Bl).GT.5.0E-39) GOTO 2%
SCALE = SCALE + 20.
PRINT &, ' SCALE =°, SCALE
GOTO 10

CALCULATE B(X = 1)
HO = H(G - 1.)
Hl = H(G)
D= 1l., / (X A SRTE)
VeG-2.40-1.
$2=1. +V-X
Be522DAHLABDN /N I1MX, 1, G)
IF (N.EQ.1) RETURN

INITIALIZE REMAINING PARAMETERS
Fel, /7 (XAXAE
RTI = 2,
- 1.
S1 =%
o =35
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IF (R.LE.50) N1 = N
PRIRT &, * ="', 3

RECURSION FOR B(1 ¢ B < 51)
DO 30I=2, M

MenM-1. M=G-1I

Sl =81+ 1. 1813 I -1+V

$2 = $2 + 2. 182 =2I+V-1-X
H2 = H) I1H2 = H(M + 2)

Hl = HO IH1 = H(IM + 1)

HO = H(M)

RTI1 = RTI IRTI1 = SQRT(I -~ 1)

RTI = SQRT(FLOAT(I))

12=n 'B2 = B(N = I ~-2)
5 =3 Bl = B(B =T~ 1)

A3 = RTI # HO

PRINT A, ‘S2= °, $2, ‘' Hl=’, Hl, ' D= ', D
Al = $2 A D AHL A Bl

A2 = S1 A RTI1 A F A H2 A B2

PRINT #, ‘Al# ‘', Al, ' A2= ‘, A2, ' A3= °, A3
B= (AL - A2) / A3 B = B(N = I)

PRINT #, ‘B(', I, '}=’, B

CONTINUE

RESCALE X
IF (N.LE.50) GOTO 100
K=X-115
Hl = H(H + 1)
HO = H(M)

RECURSION FOR B(50 < W)
040 I =51, 8

M=M-1. M=eG-1

Sl =31 + 1. 1§81 = I ~-1+V
81 =82 + 2. 182 =3l +V~-1-X
H2 = Hl tH2 = H(M + 2}
Hl = KO tH1 = di{# + 1)
HO = H(M)

RTI1 = RTI {RTI1 = SORT(I - 1)

RTI = SORT{FLOAT(I))

32 = 11 22 » B{N = I - 2)
5 =B Bl = BN =I-1)
A3 = RTT » HC

PRINT #, °S3= ', $2, ' Hl=*', Hl, D= ', D
Al = $2 A D AHL 281

A2 = 81 # RTI1 2 F A H2 2 B2

PFRINT &, 'Al= ‘', Al, * A2" *, A2, *' A3= ', A3
B = (Al -A2) /A3 B =3(N=]

PRINT %, *B(’, i, *I=*', B

CoNTIINE

IF (SCALE.EQ.0.) RETURM

8 =8 & EXP(-BCALE /7 2.)
MINT &, * B=, B
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INTEGER~4 ISTR
DIMENSION A(6144)
NUMS = 512 t# OF POINTS SAVED

-

CON = 5.3224 124M / HBARAA2 (CM / ANGAA2)

ARAARRARAAAR INPUT PARAMETERS AAAAAANAAAAAAK

PRINT 20

. FORMAT (‘s# OF INTEGRATION POINTS (INTEGER): '}

ACCEPT *, NPOINT

PRINT 25

FORMAT ('$INTEGRATION STEP SIZE (ANG): ‘)
ACCEPT &, H

FORMAT (°$INITIAL ENERGY (1/CM): ’)
ACCEPT *», EO
PRINT 45
FORMAT (' SENERGY INCREMENT (1/CM): “)
ACCEPT *, EINC

INT 50
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FORMAT {‘$# OF ENERCY LEVELS (INTEGER): ‘)
ACCEPT %, ILEVEL

EXINT 55

FORMAT {‘$OUTPUT FILE NAME °)

CALL ASSIGN(1,DUMMY,-1)

PRINT 60

FORMAT {‘$FILE IDENTIFIER (4 CHAR AT MOST) = ‘)
READ(S,911) ISTR e
FORMAT (A%)

PRINT 70

FORMAT (’$FRACTION OF POINTS SAVED (INTEGER): ‘)
ACCEPT », ISAVE

AkhAAAAAx WRITE OUTPUT FILE HEADER AAAAkhhRRAkRK

HWRITE(1l) ISTR IFILE IDENTIFIER
WRITE(1) 1, ILEVEL

WRITE(1) RO, HAISAVE, INUMS

WRITE(1) ILEVEL

WRITE(1) EO

HWRITE(1) EINC

RARARRARRARAR CALCULATION AkAkAkArkAkkAkikik

PRINT &,

DO 173 XIl=0,ILEVEL-1l \ENERGY LEVEL
E = E0O + IIl & EINC VENERGY ABOVE DISS.
PRINT #, IIl + 1, E

A(2)=EPS

A(l)=0,

INTEGRATE SCRODINGER'S EQ.
DO 10 Is3,MPOINT
R=RO + (I ~1) A H
A(I)=(2, - HAH % CON # (E - FI(R})) &~ A(I-1) - R(I-2)
IF (A(I).LT.1.E+19) GOTO 10
DO1SJ =), I I PREVENT OVERFLOW
AlJ) = A(T) 4 MDD
CONTINUE

NORMALIZATION CONSTANT
K=NPOINT
KeK-1
IF (AINPOINT)AA(X).GE. 0.) GOTO 16
Nls=K ILAST ZERO CROSSING

K=X-1
IF (A(NPOINT)AA(K).LT. 0.) GOTO 17
N=N1-X {PENULTIMATE ZERO CROSSING

SUM=0.
DO 11 I=0,N-1 CINTEGRATE LAST HALF PERIOD
SUM=SUM+AIN1-I)
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FACTOR=ABRS ( . 50794N/50M)

WORMALIZE
ILOOP=1+{INUMS-1)AISAVE
DO 12 I=1,ILOOP,ISAVE
A(I)sFACTOR * A(I)
WRITE(1) A(I)
CONTINUE

CONTINUE
CALL CLOSE(1)

STOP
END

 } 3
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PROGRAM FCFACT

THIS PROGRAM CALCULATES THE FRANCK-COMDON FACTORS AMD
R-CENTROIDE FOR TRANSITIONS RETHEEN TWO STATES MHOSE
VIMATIONAL WAVEFUMCTIONS HAVE BEEN STORED ON I''SK. THE
MESHES ON WHICH THE MAVEFUNCTIONS HAVE BEEN CALCULATED
MUST BE THE SAME. PF-C FACTORS AND R-CENTROIDS ARE STORED
ON SEPERAIE FILES AND ARE WOT SQUARED. 5/27/85 MB

FUNCTIONS ¢
SEUAD(EX)

S1 LOWER VIRRATIONAL LEVELS, 100 UPPER LEVELS
512 POINTS / WAVEFUNCTION MAX.
IF FCF = 0, RCENT = -1.

IMPLICIT INTEGER(V)
VIRTUAL WFUNL(S12, 51), WFUNU(512)
VIRTUAL FCF(S1, 101), RCENT(31, 101}
74K OF VIRTUAL MEMORY REQUIRED
REAL INTGRD(512)
DIMENSION IDENTL(3), IDENTU(3), IDENTF(4), IDENTR(4)
LOGICALA]l FCNAME(16), RNAME(16), ERR

COMMON /3BLK/ INTGRD {FOR SUBROUTINE SQUAD
“““““““““““ INPUT RARARRAARAARRAARAARAAARAAA
AhARAAARA INPUT LOWER STATE WAVEFUNCTIONS AskAkkkAk

PRINT 1S

FORMAT {(‘$COMPLETE LOWER STATE FILENAME °)
CALL ASSICHN (1, DUMMY, -1)

READ HERDER
READ (1) (IDENTL(J), J = 1, 2) {FILE IDENTIFIER
IDENTL(3) = 0 tSTRING TERMIMNATER
PRINT 20

FORMAT ('SFILE IDENTIFIER - ‘)
CALL PRINT (IDENTL)

READ (1) VIL, VFL |INITIAL AND FINAL VIB. LEVELS
READ (1) R1, STEP, NSTEP
READ (1) IDUMMY {EXTRA WORD

READ LOWER STATE HAVEFUNCTIONS
DO 28 VL = VIL + 1, VFL + 1
DO 25 J = 1, NSTEP
READ (1) WFUNL(J, VL)
CONTINUE 1MEN VIMRATIONAL LEVEL

CLOSE (UNIT = 1)
ARARARAAAR OPEN UPPER STATE FILE ARRAARAAA

PRINT »,
PRINT 3S
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FORMAT (’°SCOMPLETE UPPER STATE FILENAME °)
CALL ASSIGN (1, DOMMY, -1)

READ HEADER
RERD (1) (IDENTU(J), 7 = 1, 2) {FILE IDENTIFIER
IDENTU(3) = O tSTRING TERMINATER
PRINT 40

FORMAT (‘$FILE IDENTIFIER - ‘)
CALL PRINT (IDENTU)

READ (1) VIU, VFU  IINITIAL AND FINAL VIB. LEVELS
READ (1) R1U, STEPU, NSTEPU

IF (ABS(Rl - R10).GT.1.E-04) GOTO 43

IF (ADS(STEP - STEPU).GT.1.E-06) GOTO 43

IF (NSTEP.NE.NSTEPU) GOTO 43

GOTO 43 {MESH PARAMETERS MUST BE IDENTICAL
PRINT A, 'MISMATCH IN MESH PARAMETERS. - TRY A FILE’
CLOSE (UMIT = 1)

GoTO 30

READ (1) MELEVL !# OF CONTINUUM ENZRGY LEVELS
IF (MELEVL.LE.O0) GOTO S0

PRINT =, 'CONTINUUM FILE'

IF (NELEVL.EQ.VFU) GOTO 46

PRINT =, ‘ERROR IN FILE HEADER'

STOP

READ (1) EINIT I INITIAL ENERGY LEVEL (1/CM)
READ (1) ESPACE |ENENGY LEVEL SPACING (1/CM)
ARARARARAR OUTPUT FILENAMES AAAARAAAAA

PRINT #,

PRINT 35

FORMAT (’$FC FACTOR FILENAME: ‘)
CALL GETSTR (S, FCHAME, 15, ERR)
PRINT 60

FORMAT (‘SFILE IDENTIFIER: °)

" CALL GETSTR (S, IDENTF, 6, ERR)

PRINT &%

FORMAT (' S$R-CENTROID FACTOR FILENAME: °)
CALL GETSTR (5, NINE, 15, ERR;
PRINT 70

FORMAT (‘SFILE IDENTIFIER: ')

CALL GETSTR (3, IDENTR, &, D®R)

AAAAAA HRARRAAANA CALCULATION AAAMARRRAAAAAAAARRNNA

DO 1OV eVIU+]1, WE ¢« 1UPPER VIBRATIONAL LIVEL
PRINT 118, W - 1
FORGT (T20, ' VOPPER = *, I3)
FCT = 0. 1SUN OF FCTea2 FOR VL
AEAD UPPER MAVEFUNCTION
D0 51 J = 1, WETEF

93
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READ (1) NWFUWU(J)}
CONTINUE

DO 120 VL = VIL + 1, VFL + 1 tLOMER VIBRATIONAL LEVEL

FORM FRANCK-CONDON INTEGRAND
Do 125 J = 1, NSTEP
INTGRD(J) = WFUWU(J) WFURL(J, VL)
CONTINUE

INTEGRATE FRANCK-CONDON FACTOR
FCF(VL, VU) = SQUAD(STEP, NSTEP)
FCT = FCT + FCF(VL, VU)#A2

iF (FCF{VL, VU).ME.0.) GOTO 220
RCENT(VL, VU) = -1, |PREVENT DIVISION BY ZERC
GOTO 120

FORM R-CENTROID INTEGRAND
DO 225 J = 1, NSTEP
R=Rl + (J~-1) » STEP
INTGRD(J) = WEFUNU(J) # R A WFUNL(J, VL)
CONTINUE
INTEGRATE R-CENTROID
RCENT(VL, WVU) = SQUAD(STEP, NSTEP)
RCENT(VL, VU) = RCENT(VL, VU) / FCF(VL, VU) 1NORMALIZE
CONTINUE INER VL

PRINT 130, FCT

CLOSE (UNIT = 1)
“““““““““ RARARAARR STORAGE ARAARRARARARAAAARARAANAR

OPEN FRANCK-CONDON FILE
CALL ASSIGN (1, FCHAME, 0)
WRITE (1) (IDENTF(J), J = 1, 3)
WRITE (1) VIL, V¥L, VID, VXU
WRITE (1) NELEVL

OPEN R-CENTROID FILE
CALL ASSICH (2, REAME, 0)
WRITE (2) (IDENTR(D), T =1, )
WRITE (2) VIL, VFL, VIU, VFD
WRITE (2) MELEVL

FOR CONTINUUM UPPER LEVELS
IF (WELEVL.LE.0) GOTO 310
MRITE (1) EINIT
WRITE (1) ESPACE
WRITE (2) EINI™
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150

n

000

MRITE (2) ESPACE

R
DO 1SO VL » VIL + 1, VFL + 1
DO 1SO W = VIU ¢+ 1, VFU + 1
MRITE (1) FCF(VL, W)
MRITE (2) RCENT(VL, VU)
CONTINUE

CLOSE (UWIT = 1)
CLOSE (UNIT = 2)

oo e s e e e e e o e e e o e o e e e e o e e e e o

GOTO 30 t{NEN UPPER STATE
sTOP
EXD

95
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PROGRAM VINDIS

VINDIS CALCULATES THE DISTRINTION OF VIBRATIONAL LEVELS
OBSERVED AT A GIVEN MAVELENCGTH. THE FRANCK-CONDON FACTORS
FOR THE TRANSITON MUST ALREADY BE STORED ON DISK. THE
RELATIVE CONTRIMUTION OF EACH (MORSE) VIBRATIOMAL LEVEL
IS BOTH PRINTED AND STORED ON DISK. M3

MODIFIED FOR USE MWITH CONTINUUM STATES. 6/1/85 MB

UPPER STATE ENERGY. MNOTE DEFINITION OF EINIT FOR 1U STATE.

FUNCTIONS - MUST MATCH STATES INVOLVED
X ENB ENA L SQUAD(EX)

IMPLICIT INTEGER(V)

PEAL M, INTGRD(S512)

INTEGER FEAME(4)

VIRTUAL FCF(S1, 101), RCENT(S51, 101)

DIMENSION TRANST(51), IDENIF(4), IDENTR(4), NAME(S)
COMMON /SALX/ INTGRD

UPPER STATE PARAMETERS (1U-STATE)

TEU = 12546. {UPPER STATE TE (1/CM)

DISSU = -180. {\UPPER STATE DISSOCIATION ENERGY (1/CM)

TREMOM = 0.136 » 2. ITRANSITION MOMENT (DEBYEA%2) & DEGENERACY

AAAAAA AARAAAARAAAARAA TNPUT AAAARARARRAARRARARKARKAARR
OPEN FRANCK-COMDOM FILE

PRINT 13

FORMAT (‘$COMPLETE NMAME OF FILE CONTAINING F-C

1 FACTORE *)

CALL ASSICN (1, DUMMY, -1}

READ (1) (IDENTF(J), J = 1, 3)

IDENTF(4) = 0 {FILE TERMINATER

PRINT 22

FORMAT (°g§FC IDENTIFIER - ')
CALL PRINT (IDENTT)

READ (1) VIL, VFL, VIU, VFU
READ (1) NELEVL

OPEN R-CENTROID FILE
PRINT 17

FORMAT (°9COMPLETF. NAME OF FILE CONTAINING R-CENTROIDS')
CALL ASSIGN {3, DUMMY, -1)

READ (3) (IDENTR(I), J = 1, 3)

IDENTR{4) = O IFILE TERMINATER

PRINT 24

FORMAT (' SR-CENTROID IDENTIFIER - °)

CALL PRINT (IDENIR)
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READ (3) VILR, VFLR, VIUR, VFUR
READ (3) NELEVR

TEST FILE AGCEEMENT
IF (VIL.NE.VILR.OR.VFL.NE.VFLR.OR.VIU.NE.VIUR.OR.
1m.&m.u.m.n.m: GOTO 3%

PRINT A, °‘MIS-MATCHED FILES’
sTOP

CONTINUUM FILES
IF (NELEVL.LE.O0) GOTO 25
READ (1) EINIT
READ (1) ESPACE
READ (3) EINITR
READ (3) ESPACR
IF ((EINIT - EINITR).CT.1.E-04) GOTO 35
IF ((ESPACE - ESPACR).GT.1.E-04) GOTC 33
EINIT = EINIT + 180. t1U STATE OMLY!

READ FRANCK-~CONDOM FACTORS AND R-CENTROIDS
DO 30 VL » VIL + 1, VFL + 1
DO OVI=VIU+ 1, VFU + 1
READ (1) FCF(VL, VU)
READ (3) RCENT(VL, VU)
CONTINUE
CLOSE (UNIT = 1)

TRANSITION RAVELENGTH
PRINT &,
PRINT $
FORMAT (°STRANSITION WAVELENGTH (MM): °)
ACCEPT A, WIRANS
ETRANS = 1.0E7 / WTRANS ITRANSITION ENERGY (1/CM)

OPEN OUTPUT FILE
PRINT 20
FORMAT (‘' 9COMPLETE OUTPUT FILENAME: °)
CALL GETSTR (3, BAME, 14)
CALL ASSIGH (2, NAME, 0)
PRINT 43
FORMAT (°‘SFILE IDENTIFIER - °)
CALL GETSTR(S, FRANE, 7)

INITIALIZE TRANST
D018 J =2, N1
TRANST(I) = 0.

DISCREIE STATES
IF (MELEVL.GT.8) GOTO 130 1CONTINUUN STATES
D0 120 VL = VIL, WL
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DO 120 W = VIU, VIU

ENU = BNA(VU) (UPPER ENERCY
DELTAE = ENU - ENX(VL) - ETRANS | ENERGY MISMATCH
TRMMOM = AM2(RCENT(VL + 1, VU + 1)) {TRANSITION MOMENT

NT = W(DELTAE) IHEIGHTING FUNCTION

TRARST(VL + 1) = TRANST(VL + 1) +
1 HT & FCF(VL + 1, VU + 1)aA2 & TRNMOM

CONTINUE :
GOTO 200 {OUTPUT

CONTINUUM STATES
DO 155 VL = VIL, VFL

DO 160 JE = 1, NELEVL
E = EINIT + (JE - 1) & ESPACE {ENERGY (1/CM) ABOVE DISS.
ENU = TEU + DISSU + E {ENERGY ABOVE VX=0
DELTAE = ENU - ENX(VL) - ETRANS {ENERCY MISMATCH
TRNMOM = AM2(RCENT(VL + 1, JE + 1)) ITRANSITION MOMENT
D = 1.1536 / SQRT(E) 'DENSITY OF STATES
WT = W(DELTAE) {WEIGHTING FUNCTION
INTGRD(JE + 1) = FCF(VL + 1, JE + 1)AA2 & NT &
1 TRNMOM & D
CONTINVE {NEN JE
INTGRD(1) = INTGRD(2) {INTEGRATE TO E = 0
TRANST(VL + 1) = SQUAD(ESPACE, NELEVL + 1)
CONTINUE tNEN VL
““““““““““““““ QUTPUT AAAAAAAAAARARRANARARARR

NRITE MEADER
WRITE (2) (FNAME(T), T = 1, 3) IFILE IDENTIFIER

MRITE (2) VIL, VFL
WRITE (2) NTRANS
WRITE (2) O VEXTRA WORD

WRITE TRANSITION STRENGTHS TO DISK
DO 210 VL = VIL + 1, VFL + 1

WRITE (2) TRANST(VL)

CLOSE (UNIT = 2)

PRINT RESULTS
PRINT &, °ILFPR C’ 1PRINTER ON
PRINT 212
FORMAT (* -
CALL PRINT (MAME)
PRINT 213, WTRANS
FORMAT (* TRANSITION AT ‘, F3.0, ' Wt°, /)
PRINT 213
TORMAT (* VL BMINGY STROGIH', /)
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TSUM = 0.
DO 220 VL = VIL, VFL

PRINT 217, VL, EMX(VL), TRANST(VL + 1)

FORMAT ¢* °, I2, X, I'8.1, X, G12.5)

TSUM = TSUM + TRANST(VL + 1)
CONTINUE

PRINT 225, TSUM

FORMAT (/, ' TOTAL =’', €X, G12.5)
PRINT =, 'ILPR N’

PAUSE ‘RETURN FOR HAVELENGTH'
GOTO 10

{PRINTER OFF
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PROGRAM TRANAD

THIS PROGRAM ADDS TRANSITION STRENGTH FILES. 6/1/85 MB
IMPLICIT INTEGER (V)

INTECER FNAME(S)

DIMENSION IDENT(4), TRANS(51)

D0OsSJ=1, 51
TRANS(J) = O.

hikhkAkhkAkhkhkrihhk READ AND ADD OLD FILES AAARAAAAARAKAA

PRINT 1%
FORMAT (’$COMPLETE FILENAME ‘)
CALL ASSIGN (1, DUMMY, -1)

READ HEADER
READ (1) (IDENT(J), J = 1,3)
IDENT(4) = 0. tSTRING TERMINATER
PRINT 20
FORMAT ('SFILE IDENTIFIER - )
CALL PRINT (IDENT)

READ AND ADD TRANSITION STRENGTHS
W2WBV=VI+]1l, VF+1l
READ (1) T
TRANS(V) = TRANS(V) + T
CONTINUE

CLOSE (UNIT = 1)

REPEAT?
ANS = ‘N’ IDEFAULT = STOP

IF (ANS. lﬂ.'!') GOTO 10

“““““““““““ WRITE NEN FILE AARAARARARARAARARRAR

100
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MRITE HEADER
MRITE (1) (IDENT(J}, J = 1, 3)
HRITE (1) VI, VF
HRITE (1) WIRANS {TRANSISION HAVELENGTH
HRITE (1) 0. {EXTRA WORD

HRITE TRANSITION STRENGTHS
DO 120V = VI 1. F +1
WRITE (1) TRANS(V)
CONTINUE

CLOSE (UNIT = 1}
ARAARARRAAAARAAAAR PRINT RESULTS AxAAAAAARAAZKXAKAKXR

PRINT 213, WIRANS

FORMAT (' TRANSITION AT ’, F5.0," ' NM', /}
PRINT 215

FORMAT (* VL ENERGY STRENGTH', /)

DO 220 V = VI, VF

PRINT 217, V, EMX(V), TRANS(V + 1)
FORMAT ¢ ‘, I2, X, Fa.1, X, Gl12.5}
TSUM = TSUM + TRANS(V + 1)

CONTINUE ‘

PRINT 235, TSUM
FOMMAT (/, ‘ TOTAL =’, &X, Gl12.5)
sTOP
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Appendix C. Vibrational Populatiom Di.tribation Calculation

The dats inversion to find the population distribution requires
several provisions to obtain reasonable results. First, to get the
total sbsorption at a2 given wavelength, the absorption of the ground
state at thst wavelength must be added to the absorption change seasured
by the data. Thus one number must be chosen which represents the total
population relaxing in the X state, but which is the same for all
wavelengths and all times. Th: cotal population should be auch that the
totaltnbuotption at 500 nm is near the maximum bleach obgerved.
Furthermore, none of the populations calculated should be negative, nor .
should the lowest level populate before the higher levels. These
conditions restrict the value of the population to s narrow range.
Variation of the population within this range causes small variations in
the population {n the lowest energy region and negligible changes
elsevhere.

For the data obtained using a 12~ps A-state risetime, all the
conditions on the population value cannot be simultaneously satisfied.
This arises bescause the subtracted bleack curve has a nearly flat early
portion, whereas a partial early recovery is expected (see text). If a
risetime of 17 ps is used, a qualitatively correct bleach curve is
obtained and a reslistic population distribution is found. A risetime
of 17 ps was used for all the data used to generate figure 19. It is
not eurprising that this is a different risetime than that cited
earlier. Since the exponential rise assumed for the A state is probadly
not the correct functional form, slightly different exponential

risetimes will give the best results in different situations.
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Finally, the fumctioo $' must be chosen to give the proper limit at
long times. PFor most of the energy regions, $' is set equal to the
average value of S over that region. For the lowest rsgion, however,
the value is set to the value at the bottor: of the well. This insures
that at long tises, when the population is a1l at the very bottom of the
well, the correct absorption spectrum will be predicted.

The FORTRAN code for the program DATINV, which actually performed

the calculation, follows.
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THIS PROGRAM IS INTENDED TO APPROXIMATE THE I2 VIBRATIONAL
DISTRINTIONS AT SEVERAL TIMES. THE CORRELATION FUNCTION

OF THE FRANCK-COMDON STRENCTH MITH THE VIBRATIONAL DISTRIBUTION
IS INVERTED BY APPROXIMATING IT AS A MATRIX PROBLEM. 5/20/85

FUNCTIONS:
MINV(EX) X IMD

LOGICAL*1 NAME(16), ERR

IMPLICIT INTEGER (V)

INTEGER TPT(20), VPT(7), DPTS, STEPS, TO

DIMENSION DATA(6,20), TRANST(6 6), P(S. 20) , WTRANS(6)
DIMENSION marrm. W1(6), W2(6), DATAL1(6,20), TRANS(6,6)

ARARARRARAAAR READ EXTERNAL COMMAND FILE AARAAARARAAKAX
PRINT 15

FORMAT (’S$INPUT COMMAND FILE NAME ‘)
CALL ASSIGN (2, DUMMY, -1)

PRINT &, ‘ILPR C’ {PRINTER ON
READ (2, %) MICROM - \MICRONS/STEP

PRINT #, MICRON, 'MICRONS / STEP’ ’
READ (2, #) IWIDTH IDATA AVERAGING HALF WIDTH (PTS)
PRINT &, 'AVERAGE +-°, IWIDTH, ' POINTS OF DATA'

READ (2, %) NDIM 1# LAMRDA PTS = # ENERGY PTS

READ (2, #) (VPT(J), J = 2, NDIM) {VIB. DIVIDING PTS.
PRINT A, 'VIBRATIONAL DIVIDING POINTS'

PRINT #, (VPT(J), J = 2, NDIM)

READ (2, *) NIPTS i% TIME PTS

READ (2, #) (TPT(J), J = 1, NIPTS) (TIME PTS

Ahihriik READ AND AVERAGE TRANSITION STRENGTHS AAAAAAA

PRINT »,
PRINT , 'TRANSITION STRENGTH FILES'

PRINT =,

DO 210 LAMEDA = 1, NDIM ,

OPEM FILE AND READ HEADER
CALL GETSTR (2, MAME, 15, ERR)
CALL ASSIGN (1, NAME, 0)
CALL PRINT(NAME) :
READ (1) (IDENT(J), J = 1, 3) IFILE IDENTIFIER

READ (1) VIX, VFX 1INITIAL AND FIMNAL VID.

VPT(1l) = VIX

VPT(NDIM + 1) = VFX

READ (1) WIRANS(LAMBOA) ITRANSITION WAVELENCTH (WM)
READ (1) IDRRMY 1EXTRA HORD

TDENTIFY BLEACH DATA
IF (NTRANS(LAMBOA) .GT.S530.) GOTO 213



218

230

[
(-]

(g Xelz] "] nnsnnnnnnn ana o
: g

0no

103

105

TRAPAZOID RULE INTEGRATION OF TRANSITION STRINCTHS
READ (1) DIDPT IFIRST TRANSITION STRENCTH

DO 220 JE = 1, NDIM tVIB ENERGY REGION
SUM = 0.5 &« ENDPT
NINTER = VPT(JE + 1) - VPTUJE) {# OF INTERVALS IN INTEGRATION

DO 230 VX = VPT(JE} + 1, VPFT(JE + 1) - 1
READ (1) TRAN

SUM = SUM + TRAN

CONTINUE

(1) ENDPT

SUM = SUM + 0.5 & ENDPT

TRANST(LAMBDA, JE) = SUM / NINTER
CHANGE JE = 1 DEFINITION

IF (JE.EQ.1) TRANST(LAMBDA, JE) = ENDPT1

CONTINUE {NEN EXERGY REGION
CLOSE (UNIT = 1)
CONTINUE INER WAVELENGTH

DELTA FUNCTION APPROXIMATION
DO 232 LAMBDA = 1, NDIM
DO 232 JE = 1, NDIM
IF (JE.ME.LAMBDA) TRANST(LAMBDA, JE) = 0.
IF (JE.EQ.LAMBDA) TRANST(LAMBDA, JE) = 0,2E-03
CONTINUE

RESCALE TRANSITION STRENGTHS
DO 250 LAMRDA = 1, NDIM
DO 250 JE = 1, NDIM
TRANST(LAMBDA, JE) = TRANST(LAMBDA, JE) » 5,0E+03
CONTINUE

ARAAANAARAAAAR READ SUBTRACTED DATA ANARAAARAAAAR AR

PRINT %,

PRINT «, '‘DATA FILES'

LDUMMY = O,

DO 120 LAMARDA = 1, NDIM WAVELENGTH (FILE)
READ (2. #) SMAX HAXI!IH SIGEAL CHANGE

OPEX DATA FILE
CALL GETSTR(2., BAME. 15, ERR) IREAD FILEMAME FROM COMMAND FI.Z
ITEST = ISCOMP( 'DUMMY’, NAME)
IF (ITEST.ME.O) GOTO 103
LOECY = LAMBDA
GOTO0 120
CALL ASSIGN(1, NANE, 0)



105

c
110
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135

132

140
c

130
[~

127
c

129
120

165

106

PRINT 105, NAME, NTRARS(LAMBOA), SMAX

FORMAT (* °, 16A1, F7.0, ' M -, F7.3, ’ SIGNAL CHANGE')
DEFINE YILE 1 (1000, 1, U, IASV)

READ (1°1) KB {FILE TYPE IDENTIFIER
IF (X8.EQ.*45502) GOTO 110

PRINT %, 'MRONG FILE TYPE’

READ PARAMETER FROM DATA FILE
READ (1°13) DPTS i# OF DATA PTS
READ (1°18) STEPS ISTEPS / PT

EARLY FILES HAD TO AT 77 - NOW CR IS AT 77, TO AT 80
READ (1°77) TO

IF (T0.EQ.13) READ (1°80) TO IT=0 PT

PSPT = MICRON * STEPS / 299.79 !PICOSECONDS / PT
iataiaiaeiad READ AND AVERAGE DATA AhhkAkk

DO 130 JT = 1, NTPTS {TIME PT

LOCTPT = IRMD(TPT(JT) / PSPT) + TO |TPT LOCATION IN POINTS
IF (LOCTPT + IWIDTH.LE.DPTS) GOTO 132

IF (LOCTPT.CT.DPTS) GOTO 135

PRINT &, 'ERROR IN TIME LOCATION - ‘, TPT(JT), 'PS’

PAUSE °'RETURN TO SET DATA = 0

DATAL (LAMBDA, JT) = Q.

GOTO 130

DO 140 K = LOCTPT - INIDTH, LOCTPT + IWIDTH
READ (1‘ K + 256) INTER
DIFF = (FLOAT(INTER) / 100.) - 10. |IDE-SCALE DIFF DATA

IF (DIFF.LT.-.002) DIFF = DIFFT {SET TO PREVIOUS VALUE
DIFFT = DIFF

SUM = SUM + DIFF

CONTINUE

SUM = SUM & SMAX / 100. {SCALE TO ABS. CHANGE
DATAL(LAMBDA, JT) = SUM / (2 # INIDTH + 1)

CONTINUE

RE-INVERT BLEACH DATA
IF (LAMBDA.NE.LGREEN) GOTO 129
DO 127 JT = 1, NIPTS
DATAL(LAMBDA, JT! = -DATAL(LAMEDA, JT)

CLOSE (VMIT = 1) tCLOSE DATA FILE
CONTINUE {NEN WAVELENGTH

JUGGLE TRANSITION MATRIX $0 TOTAL POP. I3 FIXED
DO 165 LAMBDA = 1, MDIM
DO 163 JE = 1, NDIN
TRANS(LAMBDA, JE) = TRANST(LAMBDA, JE) {PRESERVE ORIGINAL VALUES
IF (LDOMMY.EQ.0) GOTO 170
DO 128 JE = 1, MDIM
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TRANS(LDOMMY, JE) = 1.

PRINT TRANST MATRIX
PRINT =,
PRINT *,
PRIRT *,‘TRANSITION STRENGTHS * 5.E+03’
DO 135 LAMEDA = 1, NDIM
PRINT 160, WTRANS(LAMBOA), (TRANS(LAMBDA, JE),
1JE =1, NDIM)
FORMAT(F6.0, '3’', 6(2X, Gil.4))
CONTINUE
PRINT %,
PRINT %,

TRANST
ASSUMING DATA = TRANST *# P (MATRIX MUL.) MHERE P IS THE VECTOR
DESCRIBING THE VIBRATICKAL DISTRIBUTION, P CAN RE FOUND BY
INVERTING THE TRANST MATRIX

CALL MINV(TRANS, MDIM, DET, W1, W2)

PRINT INVERSE TRANST MATRIX
PRINT %,
PRINT 4,
PRINT 4, ’‘DETERMINANT =’, DET
PRINT »,
PRINT *,
PRINT #,'INVERSE TRANSITION STRENGTHS'
DO 340 LAMEBDA = 1, NDIM
PRINT 345, (TRANS(LAMBODA, JE), JE = 1, MDIM)
FORMAT(6X, '1’, 6(2X, Gl1l.4))
CONTINUE
PRINT #,
PRINT A,

Ahhhahdhih REDEFINE DATA BASELINE AAARAXARAAAAANAAK

PRINT #,

PRINT 605

FORMAT (°SA0 = °)
ACCEPT *, AD

CORRECT BRASELINE
DO €25 LAMBOA = 1. NDIM
DO 623 JT = 1, NTPTS
DATA(LAMBOA, JT) = DATAL(LAMEDA, JT) + A0 #
1 TRANST(LAMBDA, 1) / TRANST(LGREEN, 1)
CONTINE

ASSIGH “DUMMY® DATA

PRINT &, *‘POFIOT = °, POPIOT ITOTAL POPULATION
DO 610 JT = 1, NTPIS

107
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DATA(LDUMMY, JT) = POPTOT
CONTINUE

PRINT DATA MATRIX
PRINT %,
PRINT », 'DATA(N)’
DO 6§15 JT = 1, NTPTS
PRINT 620, TPT(JT), (DATA(LAMBDA, JT) * 100.,

CONTINUE

“““““““““ CALCULATE F AARAAAARAAAAARAAARAAAR
DO 410 IT = 1, NTIPTS ITIME

DO 410 I = 1, NDIM

P(I, IT) = 0.

DO 410 J = 1, WDIM

P(I, IT) = P(I, IT) + TRAMS(I, J) # DATA(J, IT)
CONTINUE

“““““““““““ PRINT P hAARAKARKARARARARAAXAX
DO Si¢ IT = 1, NTPTS {TIME POINT

PRINT HEADING
PRINT 315, TPT(IT)
FORMAT ¢/, 10X, ‘TIME = *, I3, *' P8', /)
PRINT S$20
FORMAT (‘ VIB’, S5X, ‘AVE’', 27X, 'P DEN')
PRINT 523
FORMAT (' LEVELS ENERGY', 8X, 'P’, BX, 'P(N)’, 2X,
1 1/1000 CM')

s P
PTOT = 0.
DO 530 JE = 1, NDIM
PTOT = PIOT + P(JE, IT)
PRINT P
DO 535 JE = 1, NDIM {ENERGY REGIONS
PPER = PWJE, IT) » 100. /7 PTOT 1P AS A & OF TOTAL
ENIDIH » (ENX(VPT(JE + 1)) - ENX(VPT(JE)})) / 2. VENERGY WIDTH
PDEX = (PPER / ENIDTH) * 1000. 1POPULATION DENSITY

EAVE = (EX(VPT(JE + 1)) + ENX(VPT(JIE))) /7 2. {AVE. ENERGY
IPIIIT 540, VPT(JE), VPFT(JE + 1), EAVE, P(JE, IT), PPER,

FORMAT ¢* °*, 12, '-*', I2, XX, F5.0, X, BR11.4, 2X,
1 F6.2, 3X, F7.2)
CONTINUE 1NEN DENGY REGION



510

CALCULATE AND PRINT DUMMY SIGNAL
IF (LDUMMY.EQ.0) GOTO 510
DUMSIG = O.
DO S50.JE = 1, MIM
DUMSIG = DUMSIG + P(JE, IT) & m’l‘tm JE)
PRINT #, 'DUMMY SIGNAL =’, DUNSIG

CONTINUE INEWN TIME POINT
GOTO 600

STOP
END

109
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TABLE 1. A'-State Lifetimes

Solvent Decay Tine {(ps)
This work® Ref. 5

ccl, . 2700%400* 2700
CHC13 1120%100* 980
CH,C1, 5102 302 500
Hexane 662 8P ~100
Nonane 64+ L —
Hexadecane 59+ 6P ~90
Cyclohexane 71 gb —

2) Times based on absorption decays at 710 and 635 nm.

b) Times based on absorption decay at 350 nm.

2

c) Error limits are values which double the x“ value in the data

fic.



Solvent
cc1,©
CHC1,¢
CHZCIZ
Hexane
Nonane
Hexadecane

Cyclohexane

TABIE 2. Long Time Absorption Offset Magnitude

Fraction of Peak Height

Wavelength (nm)

500 oa®

(0.0)

(0.12)
0.40
0.38
0.16
0.05
0.12

350 no®

(0.0)

(0.0)

0.0

0.14
0.08
0.03
0.07

295 owP

(0.27)

(0.12)
0.30

0.29

0.10

2) Bleach offset (negative absorbance change)

b) Positive absorbance change

<) Of fsets approxisate due to slow A'-state decay.
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Solvent

cet,

Cyclohexa:e

8) Transients have a negative absorption change (bleach).

i.
i1.

Table 3: Absorption Transients with A'-state Contribution Subtracted
ii. Delay to maximum (ps)

i. Delay to l/e of maximum (ps);

Wavelength (um)

X-state dynamics

B-atate dynamics

1000°

26
16®

16
4

10
4

15
6

13
S

8607

54
28

39
12

22
8

24
12

23
11

23
10

38
18

760

82
49

710

89
46

635

149
86

148
80

52
16

(108)d
and

66
38

58
K1}

(160)4
(67)4

) Time taken from a shoulder on an early transient.

¢) Meximum times may be affected by an unresolved early transient.

500*
174

196

(116)d

(100)4

¢ 84)d

(208)d

Ll

7
2.4

S
1.2

d) A'-state cowmponent is not resolved. Numbers in parentheses are taken

370

14
5.6

350

17
6.4

15
6

14
5.2

14
2-5

13
A8

13
3.6

14
48

kL)
10

27
15

from unsubtracted data.
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Figure Ceptions

FIG. 1. Electronic potential surfaces of I, important to the
discussion. Five states which correlate with ground state astomss as
well as numerous higher states are not shown (Ref. 44). The B state
vibrational level initially populated by 590 nm light is labeled.
Vertical transitions illustrate the shift in absorption wavelength

with vibrational level in both the X and B states.

FI1G. 2. Picosecond absorption experiment (1000-350 nm). Heavy
line - excitation pulse path, double line -~ probe pulse path.

BS = beamsplitter, DL - delay line, SPF - ghort pass filters,

A/2 = half~wave plate, CG - continuum generation cell, BPF - bandpass
filters, SF - spatial filter, PD - photodiode, F = filters,

REF ~ reference sanmple, SAMPLE - primary sample.

FIG. 3. Transient long wavelength absorptions of I, in CCl,. Note

vertical scale changes in this and subsequent figures (4 ps/pt).

PI1G. 4« Transient absorption at 635 nm of I, in chlorinated
sethanes. Lines represent the A'-~state absorption component

(4 ps/pt).

FIG. S« Transient UV absorptions of 1, in CClb. on two time
scales. The early component is assigned to B-state absorption and

the long component to A'~state absorption. The small intermediate



time compoment at 400 nm {s expasded in Fig. 12.
a) 295 om - 1.1 ps/pt, 350 mm - 0.4 ps/pt, 370 and 40C mm ~ 0.8

ps/pt. B) 4 pa/pt, except 295 nm is 5.3 pe/pt.

PIG. 6. Transient UV absorptions of I, in hexane, ou two time
scales. The esrly component is assigned to B-state absorption and
the 65-ps component to A'-state absorption. The long time offsets at

295 and 350 nm are assigned to escsped atoms. &) 295 na ~ 2.1 ps/pt,

350 end 400 nm - 0.4 ps/pt. b) 295 mm - 2.1 ps/pt, 350 nm - & ps/pt.

FIG. 7. Transient loﬁg wavelength absorptions of Iz in hexane.
Lines represent the A'-state absorption component, wirl decay times
fixed by UV A'-state absorption (635 and 710 nm - &4 ps/pt, 860 and

1000 nm -~ 1.6 P'/Pt).

FIG. 8. Transient long wavelength absorptions of I, in cyclohexane

(1.6 ps/pt, except 710 om is 0.8 ps/pt).

FIG. 9¢ Transient bleach 2t 500 na of 12 in chlorinated methanes

(4 ps/pt).

FIG. 10. Transient bleach at 500 nm of I, in alkanes (4 ps/pt).
FIG. 1l. Absorption spectrum of the iodine A' state measured in
CCl,: a) UV gpectrum, b) Vis/IR spectrum. @ -this work,

O -values obtained from Fig. 3 of Ref. 5, A -approximate gas
phase D'<A' absorption spectrum (Ref. 49), D-uu-tod D'eA

i ¥
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liquid~phaee spectrwm.

FIG. 12. Transient sbsorption at 400 nm of I, in CCl;, on an

sxpanded vertical scale (0.8 ps/pt). See also Fig. 5.

FIG. 13. Early portion of the transient absorption at 350 and 635 na
of I, in CC1, (see also Figs. 3 and 5). Fits to the A'-state
contribution to the absorption are shown with a) 8 ps, b) 12 ps, and
c) 25 ps exponential rise times. The decay time is 2700 ps in all

cases (350 nm - 0.4 ps/pt, 635 nm - 1.6 ps/pt).

FIG. 14. Early portion of the transient absorption at 350 and 710 nm
of I, in hexane. Fits to the A'-state contribution to the absorption
are shown with a) 10 ps, b) 20 ps exponential rise times. The decay
time is 66 ps in both cases. Dotted line shows extensicn of the

66 ps decay without the effects of the rising edge

(350 nm - 0.4 ps/pt, 710 nm - 0.8 ps/pt). .
FIG. 15, Long wavelength transient absorptions in 0014 after
subtraction of the A'-state absorption (500 and 635 nm - 4 ps/pt,
other wavelengths = 0.8 ps/pt). Circles at 500 nm represent the

calculated recovery of ground state absorption from Ref. &, Fig. ll.

FIG. 16. Vertical difference batween the iodine X- and B-state
potentials in wavelength vs. X=-state vibrational energy. Wavelengths
sxperimsntally observed and corresponding vibratiooal esergy levels

are marked.
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FIG. 17. Time from t=0 to l/e of the maximum of the absorptioa due
to vibratiosally excited X-state molecules. Vibrational esergy is
assoziated with absorption wavelength using the difference potential
(rig. 16). @ -cCl,, A~Cacly, ] -C8,C1;, O -cyclohexane,

/A -hexadecane (other n-alkanes are similiar).

FIG. 18. 1i. Quantum mechanical calculation of the relative
absorption strength from the iodine X-state vs. the amount of
vibrational excitation: &) 500 om, b) 635 nm, ¢) 710 nm, d) 760 nm,
e) 860 nm, f) 1000 nms Points where absorption is predicted by the
classical model (Fig. 16) are marked on top. 1i. Absorption
strength at 710 nm, S, and its approximation, S'. The same intervals
on the vibrational energy axis are used in approximating all the

curves in (1).

FIG. 19. The distribution of the vibrationally excited population in
the iodine X-state at several delay times in CCl‘ solution. The
average population density over each energy interval (Fig. 18) has

been plotted at the center of that interval.

PIG. 20. Effect of different corrections to tha classical model for
absorption streagths on the derived population distribution in the
fodine X state at 50 ps in CCl, solution. A ~classical model,

[J —corrected for the change in peak widths and positioms, but mot
including the high enargy tail, @ =~full quantum mechaaical

treatuent.
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FIC. 21. Measured iodime A'-state lifetime ss 8 function of the
ionization poteatisl of the solvent. The nearly identical vslues of

the m-alkanes have been averaged to give a single point.

FIG. 22. Lifetime of the trapped electronic state compared to the
wviscosity of the solvent. Also plotted are the results of Iangevin
simulations of the A-state relaxatién and of an analytical model
based on those simulations (Ref. 62). If the trap state is actually
the A'~state, as proposed in ‘the text, the models predict much longer

lifetimes. " @ - experimental points, O - simulation results.
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CRAPFTER IIl

CENERATION OF PICOSECOND AMD BANOSECOND PULSES IN THE
VIBRATIONAL INFRARED 3Y STIMULATED ELECTRONIC RAMAN
SCATTERING IN CESIDM VAPOR

.

A, Tatroduction

There are few techniques for generating intense, tunable,
picosecond pulses in the vibrational infrared, especially below
~3000 c-.l. This is unfortunate since tﬁe infrareéd spectrum contains a
great deal of information which would be useful in identifying and
monitoring transient intermediates. The visible absorption experiments
presented in the last chapter illustrated the ptﬁblel of broad,
overlapping transitions and the difficulty of assigning transitions in
the visible region. Furthermore processes such as vibrational
relaxation can best be studied Sy direct excitation of vibrational
modes.

Because of the lack of widely tunable lasers operating directly in
the vibrational infrared, the generation of picosecond pulses in this
region has been based on various frequency shifting mechanisms. Simple
difference frequency generation has been reported, but with low peak and
average pounrn.l'z Higher pesk powers can be generated by using optical
parametric generation, but this method suffers from the need to
simultanecusly tuns several crystals and from problems of crystal

da-.;¢.3'6 Furtharmore, pulses of a few picoseconds duration have only



bosn gensrated from lew repstition rate, relatiwvely uastable ¥d:glass
1ssers.

Recently, stimulsted electromic Rasan scattering (SERS) ia atomic
vapors has been extemsively investigated ss a method of frequency
shifting vistble, menosecond pulses.’ ) SERS has the advantages of high
efficiency, lack of phase-matching requirements and a non-dasagable
madium. Cotter and Wyatt have slso demonstrated that SERS can be
extended to picosecond infrared generation, using & pump laser operating
in the bluc.lo'll However, the difficulty in operating a blue
picosecond laser limits the yfactical applications of their system.

This chapter descibes the development of picosecond SERS from the ce-iua
6s-54 transition in the red (Fig. la). Infrared picosecond pulses in
the range 3040-1950 cn-1 have been generated with up to 4.62 quantum
efficiency. Extensions of this tuning range seem achievable. This
technique allows the use of reliable pump lasers such as described in
Chapter I, and it is hoped that this feature will make aspplication to
éxperimental problems featible.

In the nanosecond regime, there is more flexibility in generating
pulses in the vibrational infrared, but difficulties still exist.
Difference frequency techniques become difficult at lower frequencies,
where non-linear crystals absorb. Previous work using SERS has
demonstrated the generation of nattoubandlz (~0.5 ca! bandwidth) and
btoadbandl3'14 {>200 el bandwidth) infrared light pulses, using
tunable bluc and ultraviolet pump light (for example the 6s~7s
transition, Fig. la). This technique has the disadvantage of relatively
narrow tuning ranges and the nesd for less reliable blue pump sources.

In conjunction with tg;-dovclopc-nnt of picosecond SERS on the cesium
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6s-354 tramsition, work was also dome to demomstrate that the sase
techaique can provide a broadly tuasble source of either marrowband or
broadband mancsecond pulses pusped by yellow-red pulses (550 ma to
650 nm). The nsnosecond experiments also demonstrate the effect that
the photophysics of the cesium dimers and aci-t.d monomers can have on
the SERS process and will be discussed first.

For both picosecond and nanosecond pulses, absorption of the
visible pusp light by cesium dimers is a major limitation (Fig. lc).
Manosecond SERS above 3890 c-l has been previously demonstrated on the
cesium 6s8-5d trlnsition,ls but absorption by cesium dimers prevented
tuning into the vibrational infrared region.ls »16 It has been shown,
however, that by thermally dissociating the dimers in a superheated
vnpo:.',15 SERS threshold could be reached at 3100 c-.l. In the present
vork, an improved superheated vapor arrangement allowed wide tunability
and routine nanosecond infrared generation down to 900 cn‘l. The
superheating is even more crucial in getting above threshold for the
picosecond process, because of the lower pulse energies avsilable.

The atomic vapor was contained in a helium-~buffered split-wick heat
1:.1.1:ve,"5 constructed of Inconel 601, which could be heated to 1200° C
over a one meter superheated vapor length. Most of the remaining dimers
were contained in saturxzted vapor end sections, even nftgt the end
section lengths were minimized by placement of the wicka and adjustment
of the heater powers. The best operation was a compromise between
lhortcnin: the saturated end sections and avoiding unstable fnterfaces,
which produce a mist that blocks visible transmission. The best
transaission actually obtained at 560-390 nm and 50 torr vapor pressure

was 202. This compares to a theoretical transamissiom, calculated uwsing
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dimer thermodynsmic!” and vieible sbeorption’® dats, of 682 for a ome
meter vapor length heated to 1200* C, with no saturated end sections.
Further details on the heat pipe design and operatior. can be found in
the thesis of Alex Earrll.l9
To generate infrared, the laser beam of ~6 mm diiameter was focused
near the middle or far end of the heat pipe using 2 3:1 telescope.
Infrared energies were measured with a calibrated pyroelectric energy

meter, after a germanium filter. All SERS scattering observed was to

the 5d 205/2 sublevel; no scattering to the 54 203/2 level was seen.

B. Narrowband Nanosecond Pulses

The narrowband dye laser was a commercial Nd:YAG pumped scanning
dye laser. Using rhodamine and DCM dyes, 25-50 wmJ 1light pulses of 5-10
nanosecond duration were obtained from 550 nm to 650 nm. The spectral
bandwidth of the light pulsss was specified as <0.4 cn.l. The input
energy threshold for narrowband SERS infrared generation at 50 torr
operating pressure is 2 o] at 560 no (3225 cnl infrared). The
threshold rises to 6.5 wl at €17 nm (1610 cw ! infrared) and rises above
the available pump energy of 25 wJ at 545 na (900 c-“l infrared). The
observed increase in the threshold at lower Stokes infrared frequency is
somewhat steeper than pre&icted.ls Since visidble losses at 560 nm and
617 nm are nearly identical, they cannot account for the discrepancy.

As hasg baen noted,l2

not all of the factors affecting the SERS gain are
yet vell understood.

The narrowband infrared senergy was recorded as a functiom of
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visible fiaput waveleagth. A substaatial fraction (~30Z) of the iafrared
enargy passing the germsniuva filter was found to be ssplified
spoutaneous emission (ASE) frow excited cesium atom transitioms, mear
3230 ca~! and 2860 ca”l. These emissions were eliminated or corrected
for by using bandpass infrared filters to obtain true tunsble SERS
energy.

The infrared tuning curves for four dyes are shown in Figure .
24-d. Together, they show tuning from 3450 en ! to 900 ca”l, with
sufficient overlap between dyes to fill the tuning range. The quantua
conversion efficiency reaches 2.5% in the range 3300 ca™! to 2600 em ™),

is around 1X gz 1700 cn'l, then drops to 0.2Z at 900 en~l. Increased

18 15

and increased Stokes diffraction losses

may cause the lower efficiency below 1700 e l.

visible absorption by dimers

The bandwidth of the narrowband infrared is 0.5 cm * at 2250 e ),
showing a small or nonexistant broadening from the specified visible
bandwidth of 0.4 cl-l. The infrared pulse width is typically 3-4 ns,
considerably shorter than the visible pump.

The structure in the tuning curves (Fig. 2) can be assigned to
absorption of visible or infrared light by 6p and 5d cesium nto-l.zo
Cesium dimers predissociate after absorption of visible light in the
550 nm to 650 nm range to give primarily 6p atoms along with some 5d
ato-n.ZI'zz In addition, 5d atoms are created in the SERS process.

When the visible pump or the generated infrared light is tuned to a
transition from a populated 6p or 5d level to higher levels (Fig. 3),
the infrared generation is strongly damped. In addition, whem the
viaible light is absorbed to give highly excited Rydberg atoms,
additional iunfrared ASE 1is seen from 2 mwaber of cesiua atom transitioms
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(Fig. 3). Sems of this 1light pesses the iufrared filters, givisg a pesk
ia the plot of iafrared emergy versus waveleagth. Waile at most
wavelengths the tuming curves show true SERS energy, these sharp peaks
are predominantly fixed frequency ASE eaissions.

€. Broadband Nanosecond Pulses

In order to generate broadband infrarggkpulles, the pump radiation
vas obtained from a broadband dye laser canlisting of the dye amplifier
originally constructed to amplify picosecond dye laser pulses
(Chapt. I). The amplifier was modified by placing a mirrsr at the input
end and by turning off the saturable absorber dye jets which normally
isolate one stage from the next.

The threshold for infrared generation with broadband pulses
centered at 560 nm is identical to the narrowband threshold at 560 nm.
The threshold to longer wavelengths increases similarly in both cases.
The lack of dependeﬁce on bandwidth is in agreement with experimental

13,14

work on other transitioms, but contrasts sharply with previous work

on the 6s=5d transition.ls

Theoretical calculations predict that the
Raman gain should not be affectad by increased bandwidth due to
frequency -odulation,23 but any associated amplitude modulation is
difficult to model. In any case, the present result demonstrates that
.the SERS threshold on this transition does not change even when the
bandwidth ie increased from 0.5 ca ' to >200 ca™l.

The ~4-ns broadband vieible pulses generate infrared pulses shorter

than the 1.5 nanceecond tesponss time of the Au:Ce detector. Table 1



summarizes the visible sad infrared pulse emsrgiees obtained with
brosdband pulses, and the infrared raages covered with sach brosdbsad
dye. The visible-to-imfrared photon conversiom efficiemcy, shown iam the
last column of Table 1, decreases at lower frequencies, ss in the
narrowband infrared generation. The 14 mJ of btondbud light from DCM
was insufficient to reach threshold, which should be in the range of 15~
20 mJ based on narrowband measurements. A more efficient broadband dye
laser would improve the dye energies, broaden the tuning ranges, and
might allow broadband generation well below 1800 el

The broadband infrared spectra (Fig. 4) show dips at the same
points as found in the narrowband spectra, due to excited cesium atom
absorptions. When the wisible pulse overlaps 6p visible absorptions,
the output contains a number of ASE lines, as in the case of the
narrowband pulses. It is estimated that ASE lines account for
approximately 302 of the measured broadband infrared energies listed in
Table 1.

The energies obtained in both the narrowband and broadband infrared
generation compare reasonably well with previous results obtaimd on &
series of higher cesium and rubidium transitions using blue and
ultraviolet dyu.lz'“ The advantage of the present method lies in the
use of a single vapor and a single transition, along with reliable
rhodaaine dyes, to produce wide tuning ranges. Including the results of
previous vork.ls coherent infrared radiation can now be generated from
6000 e} to 900 ca™! (1.7 wm to 11.1 m) on the 6s=5d cesium
transition, giving the broadest SIRS tuning range obtained to date on a
single atoatc tramsition.2® Further reductions 1a the dimer dessity
would be expected to improve the efficieacy aad redwce the structure ia
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the tuning curves and night exteand the tuning rasge to sven lower
frequencies.

D. Picosecond Pulses

Visibdle picosecond pulses were used from the smplified picosecond
dye laser described in Chapter I. Because of the high energy needed, a
great deal of attention was paid to optimizing the picosecond energy,
which resulted in pulses of 1-2 mJ. The SERS threshold is lowest when
the beam profile is smooth and uniform. This occurs when water is used
as the dye solvent. If methanol is used, the turbulence of the dye flow
occuring in the final amplifier stage is translated into random
intensity variations across the amplified beam profile. Since this
results in poorer focusing of the beam, the threshold of the SERS
process is raised. The higher energies generally obtained with methanol
solutions compensate somewhat for the detrimental effects of turbulence.

The lowest thresholds occurred with a buffer gas pressure of 50-60
Torr. Fixed frequency emissions near 3230 cl"1 (70-7s) and 2860 cn-l
(5d=6p) accounted for a significant fraction of the infrared snergy and
vere either blocked by infrared filters or corrected for in the energy
measurenents. The median infrared SERS energy obtained, as well as the
wisible energy used to obtain it, are shown as a function of wavelength
in Figure S. A pesk quantus efficiency of %.6X occured at 2520 cm L.
The dip in infrared generation near 2850 cm ! 1s due to the lack of a
good dye for ssplification of the picosecond pulse. This can probably be

remedied by using different solvents to shift the dys twaing umc.“
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The bendwith of the {afrared pulses varied from 6 to 10 ca™l. This
inplies an infrared pulse leagth of 1-2 ps, if a Caussiaa beadwidth
linited pulse 1s assumed.?’ Since stimulated Ramen scattaring ia the
transieat limit is expected to generate a Stokes pulse shorter thzn the
pump p-lu.z' it 1is reasonsble to believe tlut. the infrared pulse is of
this length. PFurthermore, previous work on the cesium 6s~7p transition
has implied a similiar infrared pulse width.l?

The experiments with nanosecond pulses showed that infrared can be
generated over a very wide tuning range (3500 to 900 cn‘l). However a

reduction in picosecond SERS efficlency occurs below 2500 cm )

and is
probably due to an increase in the non-linear losses that occurs with
shorter pulses. This conclusion is based on the fact that the tuning
range can be extended by using longer pulses which have lower peak
intensities but the same total energy. Figure 6 shows a large increase

1 as the input pulse to the dye amplifier is

in SERS energy at 2350 ca
broadcned.29 At shorter wavelengths the SERS energy is relatively
insensitive to pulse width. In the transient regime the SERS process
should not be affected by pulse width changes at constant encrgy;ao
thus, the results of Figure 6 imply that competing non-linear effects
are being significantly reduced &3 the pulse width is increased.
Furthermore, by broadening the input pulse autocorrelation from 2.2 ps
to 21 ps, the transmission of the visible pulse through the heat pipe
increases approxisately 10Z.

As sn example of the increased tuning ramge of lomger pulses,
Figure 5 (squares) shows the SERS emergy gemerated over the tuning curve
of Kitom Red iz water with 21 ps input pulses (~10 ps amplified

pulse). Siganificent smounts of SERS wers also geserated at the far emd
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of the dye laser twaing raage (1950 ca”l), although the actwal emergy
was sot sessured. These results suggest that tuaing even further into
the vibrational infrared should be possible with the longer pulses.

The likely sources of non~linear loss are two photom ionization of
cesium stoms or cesiuvm dimers. Unfortunately e.xpctimtal cross
sections for these processes do not c'xtend to the wvavelengths used
here.31 The calculated cross section for the two photon ionization of
cesium atou.32 however, is of the correct magnitude to contribute to
the losses for 1-2 nJ pulses whose widths are on the order of a
plcosecond and is increasing with longer wavelength in this regicn.

It should be noted that a small amount of SERS was observed at the
far end of the dye laser tuning range (1950 cn-l) even with short pulses
(see Fig. 5). The increase in thei generated :lnffared may result froa
approaching a ninimum in the dimer absorption at 615 nm. 33 This
suggests that a further reduction of the dimer concentration might
extend the tuning range for the shorter pulses.

In summary, SERS from the 6s-5d transition in cesium has been
demonstrated as a practical source of intense picosecond infrared from
3040-1950 c-‘l using rhodamine dye lasers. No tuning limitations to
shorter wavelengths are forseen. Tuning to longer v‘avelengths with
broad (>10 ps) pulses also seems possible. However, tuning below
2300 cm~! with <1 ps pulses may require additional reductions in the
cesium diser concentration. Further understanding of the exact origin
of the noa-linear losses will ultimately determine how well the 6000-900
en?! tuning range for nanosecond pulses can be matched by picosecond

pulses ou this tramsition.
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Figure Captions

Tig. 1. Spec.roscopy of cesium atoms and dimers. a. lower esergy
levels of the cesiva atom. The SIRS tramsition used here, 23 well as
one based on a blue pusp sre shown. b. t-o-pbo}:on iomnizatioa cross
ssction of the cesium stom. c. visible absorption spectrum of the

cesium dimer.

Fig. 2. Narrowband infrared energy obtained as a function of visible
pump wavelength for four visible dyes. Arrows mark dips or ASE emission
peaks resulting from 6p or 5d cesium atom absorptions. Lines irn (a)
mark dips assigned to 7s and 9s cesium atom absorptions. Asterisk in

(b) marks atmospheric CO, infrared absorption.

Fig. 3. Cesium dimer potential curves and the predissociative
transition leading to excited cesium atoms. Visible and infrared
absorptions of these excited atoms and resulting infrared fluorescence

transitions are marked.

Fig. 4. Typical spectrum of the broad band infrared pulses. Arrows
mark dips and peaks due to excited cesium atoms (see also Fig. 2).

Lines mark atmospheric CO, absorptions.

Fig. 5. Top: Visible pusp pulse energy versus wavelength; a. R 590,
b R 610, c. KR 620, d. R 640; @ - methanol solutions, 4 - water
solutions (no surfactants). Points used for best SERS generation are

outlined with the solid portions of the curves. Bottom: @ - SERS energy



gonerated with short pulses,[JJ] - SERS esergy gesersted with broad

pulses.

Fig. 6. SIERS energy gemerated at 2350 cn~! versus autocorrelation
width of the input to the dye amplifier. Autoc-cmlauol widthe are

seasured at one quarter of the maxinum height.
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CHAPTER IV

GENERATION OF PICOSECOND PULSES IN THE FAR-INFRARED BY THE DIFFERENCE
FREQUENCY MIXING OF VISIBLE PULSES

The investigation of many dynamical processes in the far-infrared
(FIR) require a source of intense, tunable, narrow bandwidth picosecond
pulses. Recently there has been interest in the generation of
picosecond pulses from free electron lnletl,3 but success has not yet
been demonstrated in the FIR. Most other lasers operating directly in
the FIR have little tunability, so work has centered on frequency
shifting lasers operating in other spectral regions. Optiéal
rectification has been used to generate broadband picosccondl and
fentonecondz pulses, but with a broad bandwidth. A variety of
frequency-shifting techniques have been successful in generating longer
FIR pull‘l-k’s In particular, tunable nanosecond FIR pulses have been
generated by the difference frequency iixing of two visible dye
113:::.6’7 The high peak power produced by the amplified synchronously-
pumped dye laser (Chapter 1) offers the potential of both extending this
technique to the picosecond regime and also increacing its efficiency.
Although the results of these experiments do not aeet theoretical
expeactations, a valuable source of picosecond FIR was developed.

Two visible pulses, the first 1-2 ps long and the second 5 us long,
were mixed in a unbo3 crystal to generate FIR pulses. Since mixing
cnly occurred while buth pulses were present, picosecond FIR was
generated. The 0.2 uJ picosecond puises at 589 om were generated by the
smplified, synchromously-pumped dye laser described im Chapter I. A
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YAG-pumped dye laser (Quanta-Ray) produced the 20-m] manosecond pulses,
which were tuned from 590-596 na. The pulse-to-pulse energy
fluctuations were 3102 for the picosecond pulses and 15 for the
nanosecond pulses. The YAG beam normally used to pump the third
amplifier cell was split to pump both the unol.ccond dye laser and the
picosecond amplifier, thus insuring synchronization of the two pulses.
This accounts for the low energy of the picosecond pulse (see
Chapt. I). The two beams were superimposed in the LiNb03 crystal and
focused slightly to give spot sizes of 0.6 mm and 1.2 mm tor the
picosecond and nanosecond beasms respectively. Smaller spof sizes caused
crystal damage. HNote that the instantaneous nanosecond i.tensity
(350 )!H/cnz) is much lower than the picosecond intensity (70 GW/ c-z).
Non-collinear phase-matching was achieved by the methud of Yang, et
a1.6 The two visible beams, as well as the FIR, were polarized along
the optic axis of the LiNb0y to utilize the largest 'on-linear
cocffic:lcnt.a Since the FIR spactral band is belov the optical phonon
modes of the crystal, the FIR refractive 1.m:l¢x9 {(n = 5.5) 1s much larger
than the visible index (n = 2.3). Therefore the phase-matching can be
accomplished geometrically, without using birefringence. Tuning was
achieved by changing both the angle between the visible besms (from 5 to
50 mrad) and the frequency of the nanosecond laser. An advantagce of the
phase-natching scheme used here over collinear phase satching is that
the direction of the optic axis does not have to be changed as the FIR
is tuned. Thus only one crystal was needed for the entire twaning
range. Because the FIR was produced at a 68 degree angle from the
visible besas, a cormer of the 4-mm cibic crystal wes removed to avoid
total iatersal reflectfos asd allow che FIR to exic.®
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The FIR was produced with a significant divergence due to the
fl mrad convergence of the v;siblo beams, the diffraction of the FIR,
and the bandwidth of the picosecond pulse. This divergence was
increased by refraction at the crystal lurfacf to >1 srad. In order to
collect this large solid angle, the small end of a Winston
conccnttltorlo was placed in contact with the exit face of the
crystal. The concentrator collected and collimated the emerging FIR
pulse, which then passed through frequency filters to a composite
bolometer operated at 1.5 K. The bolometer was calibrated using
blackbody sources at 77 and 300 K. A Michelson Fourier spectrometer was
used to measure the spectrum of the FIR pulses.

Figure 1 shows the median collected FIR energy at frequencies from
20-200cn-1. The cnergici were typically 3 nJ per pulse, which gave
detector signals which were several orders of magnitude larger than
detector ncica. In these experiments, noise in the amplifying
electronics and electrical pick-up from the lasers was significant, but
better quality electronics can be obtained. The guantum efficiency for
conversion of photons from the visible picosecond pulse to detected FIR
photons varied from 0.1X to 0.3X. Surprisingly, there was no strong
trend in the energy or the quantum efficiency as the frequency changed
by & factor of ten. The variation in the amount of diffractive loss in
the FIR should be large over tiis range. Furthermore, an optical phonon
mode in LINBO, at 252 cn! would be expected to strongly influence the
quantus efficiency through changes in the FIR absorption and phonon
resonasce enhancement.ll»12

The spectrum im Figure 2 shows that the FIR was geserated in a
sarrow bandwidth at the frequeacy differeace of the visible pulses. The
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FIR bandwidth of <10 cs ! was similar to that of the visible picosecond
pulses. This bendwidth is consistent with a 1 ps FIR pulse. Since the
crystal face is cut perpendicular to the FIR wavefront, the time
required for the interaction region to propagate through the crystal
does not broaden the 7IR pulse. However, conlidcration of the
transverse dimensions of the interaction region suggcsts'that the actual
FIR pulse langth was closer to 10 ps.

The simple theory of parametric mixing predicts that photons from
the high frequency picosecond pulse are split into photons at both the
lower, nanosecond frequency and into FIR photons.l3 Asg iong as the
nanosecond intensity is low relative to the picosecond intensity, the
FIR energy will depend exponet.cially on the picosecond intensity and
linearly on the nanosecond intensity. If the mixing continues until the
picosecond pulse is significantly converted, the process will
eaturate. The FIR energy will then depend linearly on the picosecond
intensity ard will be insensitive to the nanosecond intensity.

Exporincncally, a small amount of FIR was generatad, even when only
the the picosecond pulse entered the crystal. At the same time, a small
amount of visible light was observed to bde shifted down in frequency
from 0 to >300 cm !, but pesked near a shift of 150 cm ’. This is
interpreted to be parametric fluorescence resulting from the

14 Optical rectification may have also

amplification of quantus roise.
contributed to the FIR lilﬂll-l'z These observations indiclte the
strength of the non-linear iateractions at the iatensities wsed.

When both the nencsecond and the picosecond pulse were passed
through the full &-um ia;th of the crystal, the picosscoad pulse was

depleted by 35-50%. With the nsmceecond pulse at full imtessity, the
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FIR energy was observed te depend linsarly om the visible picesecond
intensity for more tham am erder of nagnitude above s threshold st
20 uJ. This threshold may represent the beginning of the satwrated
regime. Finally, the VIR was insensitive to the nasceecond pulse
esergy; wvhen the manosecond intensity was reduced by a factor of 7, the
FIR intensity only dropped by a factor of 2, and the visible picosescond
pulse was still strongly depleted. All these cbservatiouns are
consistent with a very strong non-linear interaction, leading to
strongly saturated FIR gensration.- |

However, strongly saturated aixing should lead éo high quantum
cfficiencies. Even considering losses such as reflections at the

1 by the crystal, the observed quantum

crystal faces and FIR absorption
efficiencies were surprisingly low. Furthermore, strong pulse-to-pulse
fluctuations in the FIR energy were observed, whereas saturated mixing
should be quite stable. Figure 3 shows a histogram of these
fluctuations. All pulses with energy greater than twice the median
energy are shown in the cross-iatched dbar at the right. Some pulses
were observed with as much as five times the median pulse energy.
Comparabls fluctuations were not seen in the strong depletion of the
optical picosecond pulse which occurred when FIR was being generated.
Given the cbserved weak dependence of the FIR energy on the visible
pulse energies, the FIR fluctuations cannot result from the small
visible pulse fluctuations assuming smooth visible pulses of uniform
length. Also, measurements of the transmisgion of the visible beanms
through a pinhole showed that wandering of the beams from pulse-to-pulse
vas not respousidle for the fluctuations.

Both the low quantum efficiency and the large pulsa-~to-pulse
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fluctsstions are inconsistest with the sisple theory of satucsted
uixing. Two of the possible explenations for this disagresseat are:

1) The FIR was jenerated officisatly by & saturated precess, but was
then depleted by further mom-lissar processes. The fluctwatioss ia
these processes caused the fluctuations in the FIR sand were responsible
for the discrepancy between depletead picosecond emergy sad messured FIR
energy. Nowever, mo reduction in the fluctuations was obesrved when the
beam intensities were reduced.

2) The nanosecond pulse was not bandwidth limited, implying that it
nad significsit amplitude modulation. Since the picosecond pulse was
not long enough to average these fluctuations, it may have seen pulse-
to-pulse intensity variations in the temporal overlap with the
nanosecond pulse that were larger than are implied by the total pulse-
to~pulse energy variations. Since the FIR energy was relatively
insensitive to the nanosecond energy, these modulations would have to be
very large.

Neither of these explnnat;ons is entirely satisfactory, but the
presence of occasional high efficiency pulges can be seen as
encouraging. Their presence fmplies that a fundamental limit to
conversion efficiency has not yet been reached. If the source of these
fluctuations can be understcod, it may be possible to consitteﬁtly
generate FIR pulses with the efficiencies which are now seen only
erratically. Even without this improvement however, the lack of

picosecond FIR sources with comparable intensity and bandwidth make this

technique a potentially valusble spectroscopic tool.
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Figure Coptions

¥ig. 1. Totsl detected emergy of the picosscond FIR pulse as s
fuaction of frequeacy. The quantua efficiency, €, for coaversion froa

the visible to the FIR varies from 0.1% to 0.32.

Fig. 2. Average spectrum of the FIR gensrated with the laser

difference frequency centered at 70 cl'l.

Fig. 3. Distribution of the pulse-to-pulse fluctuations of the FIR
energy. The cross-hatched region respresents all of the pulses with more

than twice the wedian euergy.
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