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ABSTRACT 

Measurements are presented or R, the ratio or the total hadronic cross section to the cross 

section for mu pair production, and of the inclusive charged particle momentum distribution 

sda/dz for e + e ~ annihilation at center of mass energies of 5.2, 6.5, and 29.0 GeV. The ratio R 

is found to be approximately 3.9, consistent with quark-partoa model expectations, at each of 

the three energies with an estimated systematic uncertainty of 6%. The inclusive cross sections 

show significant deviation from the scaling behavior predicted by the quark-parton model. 



ACKNOWLEDGMENTS 

i 

Of course any result from the Mark H experiment is due to the efforts of a large number of 

people. It has indeed been a privilege to work with so many talented physicists, engineers, and 

technicians. I am especially indebted to Jim Sicgrist, on whose earlier work much of this analysis 

is based, for considerable encouragement and advice over the course of my graduate career. I 

3m also extremely grateful to Martin Breidenbach for providing me with a superb education in 

the hardware aspects of modern experimental physics. Thanks also go to William Chinowsky for 

serving as my advisor for this work. And Anally, I thank all the various people I have worked 

with over these years for making my graduate experience a pleasant one. 



il 

Contents 

Page 

Acknowledgments i 

List of Figures and Tables Ui 

Chapter 1 Introduction 1 

Chapter 2 Apparatus 18 
2.1 SPEAR 18 
2.2 PEP 19 
2.3 Mark Q Detector 19 
2.1 Data Reduction 29 

Chapter 3 Event Selection 31 
3.1 SPEAR Analysis 31 
3.2 PEP Analysis 39 

Chapter 1 Detection Efficiency 44 
4.1 Production Models 44 
4.2 Detector Model 53 
4.3 The Unfold Method 53 
4.1 Results of the Models 54 

Chapter 5 Radiative Corrections 64 

Chapter 6 Normalization 73 

Chapter 7 Results and Conclusions S3 
7.1 Total Cross Section Results 83 
7.2 Results for s'jf 89 

References 102 



ill 

Figures and Tables 

Page 
Figure 1 One photon annihilation 2 
Figure 2 Experimental results for R 3 
Figure 3 sj|J as measured by the Mark 1 6 
Figure 4 Higher order contributions to hadroa production 9 
Figure 5 R versus sin2 0» 12 
Figure 6 QCD and wok contributions to R versus s 13 
Figure T s <[J as measured by DASP, PLUTO, and the Mark 1 15 
Figures Early s<5f measurements from TASSO compared to low energy measurements . 16 
Figure 9 The Mark II detector (transverse view) 21 
Figure 10 The Mark II detector (isometric view) 22 
Figure 11 The Mark n vacuum and shielding system 23 
Figure 12 The small angle tagger (SAT) 26 
Table 1 Composition of detector triggers 22 
Figure 13 Radial distribution of vertices at 5.2 and 6.5 GeV 33 
Figure 14 Z distribution of vertices at 5.2 and 6.5 GeV 34 
Table 2 Tau branching ratio estimates 36 
Figure 15 Observed charged multiplicity at 5.2 and 6.5 GeV 38 
Figure 16 Observed x distribution at 5.2 and 6.5 GeV 39 
Figure ST Total charged momentum at 29 GeV 40 
Figure 18 Radial vertex distribution at 29. GeV 41 
Figure 19 Z vertex distribution at 29. GeV 42 
Figure 20 Observed charged multiplicity at 5.2 and 6.5 GeV 46 
Figure 21 Observed x distribution at 5.2 and 6.5 GeV 47 
Figure 22 Observed charged energy at 5.2 and 6.5 GeV 48 
Figure 23 Observed charged multiplicity at 29. GeV 51 
Figure 24 Observed i distribution at 29. GeV 52 
Figure 25 Observed charged energy at 29. GeV 53 
Table 3 Total detection efficiencies 55 
Figure 20 Detection eulcieacy versus x at 5.2 and 6.5 GeV 5T 
Figure 27 Detection efficiency versus x at 29. GeV 58 
Figure 28 Produced multiplicity for x > 0.5 events 59 
Figure 29 Detected multiplicity at 5.2 GeV for i > 0.5 and 0.4 events 60 
Figure 30 Detected multiplicity at 6.5 GeV for i > 0.5 and 0.4 events 61 
Figure 31 Contribution to hudron production of order a 3 65 
Figure 32 Angular distribution of radiated photons 63 
Figure 33 Energy distribution of radiated photons 69 



IT 

Figure 34 Detection efficiency versus radiated photon energy 70 
Figure 35 £ ELA/£ P for QED events 75 
Figure 30 Observed cos 0 distribution for Bbabhas 77 
Figure 37 Observed momentum distribution for Bhabhas 78 
Figure 38 Observed acollinearity distribution for Bbabhas 79 
Table i Comparison of luminosity determinations SI 
Table 5 Results for R 84 
Table G Summary of systematic errors in the R measurement 85 
Table 7 R values measured by other experiments 87 
Figure 39 s<jj versus x as measured by this experiment 90 
Table 8 s$f as measured by this experiment 91 
Table 3 Integrated x distributions compared to the mean multiplicity . . 93 
Figure -10 s^f versus s as measured by this experiment 94 
Figure 11 £ jj£ as measured by the Mark II and TASSO experiments 95 
Figure 12 ^Vr versus z including and excluding gluon production 9G 
Figure 43 jj *£. versus z for events with a primary charm quark 97 
Figure 44 -fa^rf versus x including and excluding b quark production 98 
Figure 45 j t^r versus x for the Fcynman Field model 100 



1 

Chapter 1 

Introduction 

Since the early observations of hadron production by e + e — annihilation, a clear picture of 

the mechanism has emerged. The study of this reaction has provided dramatic evidence for a 

quark-parton structure of matter. The process is believed to proceed via prodoction of a pair 

of pointlike, spin 4 quarks from the intermediate virtual photon (Figure 1), followed by their 

transformation ("fragmentation") into the observed hadrons, shown in Figure 1. Whereas the 

lifetime of the virtual photon is short (~1/Q) compared to the time scale of the final state 

hadronization, in this picture the total cross section for hadron production, OHAD, should be 

*hat for production of pointlike fermion pairs, e^tr^, summed over quark types, i.e. 

"PC , 
where 

P = fermion velocity/speed of light 

e f = quark charge 

a = square of center of mass energy. 

The data [1], shown in Figure 2, in fact show that the ratio R is approximately constant for 

•Ja < 3.6 GeV with a value of about 2.5. This is interpreted as production of the up (u), down 



hadrons 

Fig. 1 Hadron production via 
one-photon annihilation 
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Fig. 2 Summary of R measurements in the range 
/s = 3-36 GeV, together with QCD predictions. 



(d), and strange (s) quarts with charges §,—J, and —J respectively first proposed in 1964 to 

explain in? basis for the hadron spectrum [2]. Fallowing a region of complicated structure, R 

is again essentially constant with a value of about 4 from -/s = 4.5 GeV all the way to 36 

GeV, the highest energy at which measurements hare been made. This step is interpreted as 

production of a charge $ charm (c) quark, originally proposed in 1971 to explain the absence of 

strangeness changing neutral currents [3J. To give agreement with the data, it is necessary to 

assume that the quarks each come in three types, or colors; this will be discussed further below. 

There are also prominent narron .esonances at 3.095, 3.69 (the i> and ^')[i\, and 9.4,10.0, and 

10.3 GeV (the T's [5]). These families are interpreted as particle-anti-particle bound states of 

the r and c quarks, and of a charge — i "bottom" (b) quark of mass ss 5.5 GeV and its antiquark 

respectively. The b quark only contributes ^ unit to R in this model, of comparable magnitude 

to the systematic error in the experiments. Hence no clear cut step in R near 10 GeV can be 

attributed to the b. 

Also in this model, it is natural to expect the flnal state hadrons to be clustered abont the 

initial quark direction, giving the events a two "jet" topology. Experiments have shown that the 

observed hadrons have limited transverse momentum ( » 300 MeV/c) about some axis (the "jet" 

axis), and furthermore the angular distribution of this axis is consistent with that expected for 

pointlike ftrmions [Gj. 

From general considerations, the single particle inclusive cross section can be written [7J. 

EjZ = ^[{v,i + wa) + (w1-<j,o)<:osl9\ (1.2) 

where the functions uii and iuo are a priori unknown functions of s and the particle energy E. 

It has been argued that at high energies, where mass effects are unimportant, these functions 

should depend only on the dimensionless parameter x = 2 E/y/s [8], where E is the particle 



energy. In this case, the aboTe expression becomes 

5 

^Mu>i(x) + molz)) + lvnlx)- wo(i))cos!!6]. (1.3) 

Integrated over angle, this may be expressed in terms of so called quark fragmentation functions 

as 

where Dj(z) is a distribution fnnction for producinf a hadron h with energy fraction z from the 

quark q. Measurements made over the range 3 GeV < </a < 8 GeV showed that sealing was 

approximately valid in that energy region (Figure 3) (3|. 

So the naive p:'ton model has l*en very successful in explaining the qualitative features or 

e+e~ annihilation, within the errors of the experiments. Next are considered possible extensions 

of this basic model, as -ell as a more formal theoretical structure, and how those would affect 

the measurements discussed above. This is in hopes that bett«:r experiments over a wider energy 

range may be sensitive to new phenomena. 

Changes in R may be indications of new particle production as above. It is expected that 

a charge J quark, known as the top (t), should exist to restore Iepton-hadron symmetry and 

cancel the so called tr.' ngle anomalies [10]. This quark would contribute 1J unit to R. There 

should also exist a series of narrow resonances analogous to the $ and T families below the 

threshold for unbound It production. Extensions of the standard SU(2) X U(l) theory of weak 

and electromagnetic interactions predict the existence of charged scalar bosons from which are 

derived masses of the fermions and gauge bosons, the so called "Eggs" particles [11]. These 

particles would be producer1 'jy e + e ~ annihilation. Provided there is sufficient center of mass 

energy available, their com-^ution to R would be 
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RH = \f- (1.5) 

The change in R from production of these particles would be more difficult to observe due to its 

small size (A R < \) and the gradual f)3 threshold behavior, tt sho'ild be noted that observation 

of new particle production by changes in R depends to some extent on the decay modes of the 

particles. If the decay modes cause the events to have significantly different properties than the 

usual hadronic events, they may not be readily observed in this measurement. For example, 

with the selection criteria used for hadronic events in this experiment, the detection efficiency 

for T+T~ events is only 10% at %/s = 29 GeV. This is due to the low multiplicity or r decay 

products and the fact that all decays contain at least two undetected neutrinos. 

We have already seen that is necessary to assume that quarks come in three types, or 'colon' 

to obtain approximate agreement of the narton model with the data. It is also necessary to 

make this assumption in the calculation of the ff° decay rate [12]. Furthermore, if baiyons are 

composed of three quarks, Fermi statistics requires that they not be completely identical, or the 

A could not exist. Quantum Chromodynamics (QCD) is a theory of strong interactions which 

describes interactions between colored quarks through exchange of massless vector gluons. This 

is a "non-abelian" theory, the gluons also carry color and thus can interact with other gluons. 

The coupling constant of the theory depends on the momentum transfer squared of the process 

Q 2 a s 

° . ( « a ) = ^—rr (1.6) 

( 3 3 - 2 n r ) I n $ 

nj is the number of fermions in the theory, and A is a scale parameter to be determined from 

experiment, of comparable fundamental significance to the electric charge. It is uoted that if 

n; is not too large, a, decreases toward zero with increasing Q 2 , the theory is thus said to be 
asymtotically free [13]. So for large enough energy scales, the strong coupling constant is small 

enough so that perturbative calculations may be reliable. In particular, for Q 2 = 5 s GeV2, A = 



0.3 GeV, and ns = 4, a, is approximately 0.2. Although not negligible, nert order corrections 

should be only of order a few percent, and at higher Q 2 a, is smnlliif still. 

Whereas the primary quarks produced in e + e — annihilation may radiate gluons, the theory 

makes several important predictions for this process. Most dramatically, events where an ener­

getic gluon is emitted at large angles to a quark should have a distinctive 3-jet topology. Such 

events were first observed by experiments at the PETRA storage ring [14]. Diagrams containing 

gluon emission should also affect the total cross section. And gluon emission by the primary 

quarks should lead to a depiction in particle production at large x, and thus a violation of scaling 

since the coupling constant depends on <j 2. 

In QCD, the total hadronic cross section is modified by the diagrams shown in Figure 4. First 

order contributions include diagrams with single gluon emission (a) as well as inteference between 

second order virtual corrections (b) and the lowest order process. Second order contributions 

include diagrams with two gluons (c) in the final state as well as interference between third order 

virtual corrections (d) and the single gluon diagrams. The total cross section through ordei -';; 

is 

B = 3 £ e = ( l + C 1 ( ^ ) - f C i ( ^ ) s ) (1.7) 

A straightforward computation of the third order contribution gives Ci = 1 [15], The coefficient 

C2 depends on how the coupling constant is renormalized. This calculation has been done using 

several schemes, giving the following results [16]: 

C2 = 7.30 — 0.44n/ minimal subtraction (MS) scheme 

C2 = 1.99 — 0.12n/ modified minimal subtraction (SlS) scheme 

Ci — — 2.19-r-O.lSn/ momentum space subtraction (mom) scheme. (1.8) 

This does not mean that the physical value of R is dependent on the renormalization scheme. 



9a 

Fig. 4 Diagrams contributing to hadron production 
of order a.. 



(c) 

Fig. 4 Diagrams contributing to hadron production 
of order a?. 



Rather it is a consequence or the Unite number of terms of the perturbation expansion considered, 

and the freedom of choice of the expansion parameter. What the different methods do is absorb 

different diagrams into the definition of the coupling constant, actually making it somewhat 

larger in the case of the MS and mom schemes. However, they at the same time make the 

coefficient Cz smaller, and are believed to make higher order coefficients smaller as well, so that 

the second order calculation should be a better estimate of the true result [IT]. This is important 

since computation of the next order QCD corrections is cztremely difficult. At •/& = 6.5 GeV, 

the fllst order QCD corrections increase the expected value of R by 79?, and the second order 

corrections ry an additional 293 (for A — 0.3 GeV). These corrections are 5% and 0.7% at •/> 

= 30 GeV. 

The value of R is considered to be the most reliable quantitative prediction of QCD, as it 

does not require detailed understanding of the quark fragmentation process. Furthermore, a2, 

corrections have been computed and are small. Also, an absolute prediction is made for any 

given energy. In contrast, predictions about jet structure depend sensitively on details of quark 

fragmentation, especially complicating computation of a 2 corrections [18]. For deep inelastic 

scattering, QCD only predicts the evolution of the structure functions with Q 2, not the structure 

functions themselves. Also, there are complications from charm production and non-perturbatire 

effects which must be considered. Unfortunately, the deviation from the simple quark-parton 

prediction for R is only about 5-7%, meaning that a good understanding of systematic errors is 

required for a meaningful test of QCD. Also, the variation of R with energy due to the running 

coupling constant, a critical aspect of the theory, is even smaller and thus even more difficult to 

test by this method. 

The annihilation process may proceed through an intermediate Z° as well as through a 

virtual photon. Thus the total cross section will be altered by diagrams containing Z° exchange, 



11 

aod by interference between Z* and photon exchange diagrams, so the total cross section should 

reflect the the Z"-quark couplings. This process supplements neutrino scattering measurements, 

since s, c, and b quark production is substantial, and since the initial particles are electrons, which 

have different couplings to the Z' than neutrinos. The full expression for R in the standard SU(2) 

x t'( 1) theory is given by [10] 

8 " i ? ( ( 1 + C ^ + C ? , T ) i ) v v + ( 1 + 0 f 7 + ^ 7 , ' W ( 1 9 ) 

v 4*(» 3 + fffr 3 Y\ 

+ 3̂2? fr™ + ** '(Mi-.Y> + TiMl 

•here 

Mz — 37.3/sin fc^coj 0w 

g'v~ 2/j — ^s in ' to 

and Vz is the width of the Z*, l\ is the weak isospin of the particle ( + J for n and c quarks, 

— i for d, J and b quarks and electrons), and Sw is the Weinberg angle. The effect of the weak 

corrections on R is shown in Figures S and 6. For sin2 8W =" 0.22, approximately the value 

measured in deep inelastic lepton-hadron scattering [20], the contribution from 2* exchange is 

less than 15? at 30 GeV but rises rapidly above that point, eventually far exceeding the magnitude 

of the QCD corrections. Thus for center of mass energies above 40 GeV, tests of QCD using R 
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become difficult due to uncertainties in the weak coupling parameters. Precise determination 

of the weak coupling parameters below 30 GeV would require exceptional precision over a wide 

energy range, measurements of R are only sensitive to large deviations from the standard model 

with the accepted value of sin2 0\y 

The effect of gluon emission on the x distributions is most conveniently computed in the 

Altarelli-Parisi formulation [2!]. Here the probability of gluon emission is convoluted vrith the 

pure quark fragmentation function to obtain an integro-differential equation for the fragmenta­

tion function. Since hadrons may come from gluons as well as from quarks, a gluon fragmentation 

£>J(i) function must also be included, giving a pair or coupled equations; 

&dD'!q2Q ' = 2^C<iy/ 1^(x-^)(A- f(y)i>J(XC 2)+i',-,(^(^Q 2)) 
(1-10) 

«' ̂ y = ĵP £ iy £ dl6{x ~ "'X'V-tM £ D1 (». «2) + W»)«}<». 02»-

These equations state that the probability for obtaining a hadron with energy fraction x is equal 

to the probability for obtaining a parton with energy fraction z times the probability of obtaining 

a hadron from this parton with energy fraction y such that x = yz, summed aver y and z, and 

summed over par tons. The solution of these equations is qualitatively that the fragmentation 

functions should decrease logarithmically with increasing a. This calculation is very similar to 

the calculation of the evolution of structure functions in deep Inelastic lepton-hadron scattering. 

Since there is no prediction made for the fragmentation functions at a particular s, to test the 

theory it is necessary to take measurements at some 3 and evolve them to a different a using 

the above equations. The result of doing this is that the functions should be lower by 20% at 

x = 0.7 at y l of 29 GeV than at 5 GeV [22]. This prediction is complicated by the fact that only 

final decay products of resonances and heavy quarks are observed in experiments. There is thus 

dependence on resonance production and decays of c and b quarks, which are not completely 
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understood. Another difficulty in observing scaling violation is the disagreement among different 

experiments at low energies (Figure 7) [23]. Early espermcnts at higer energies [24], due to large 

systematic errors as well as unccrtaintiei in the low energy data, were not sensitive to deviations 

from scaling behavior (Figure 8). Thus use of the same detector over a wide range of energy 

should help lessen systematic errors increasing the sensitivity to scaling violation. 

The goal of this thesis is to measure the total and inclusive cross sections for hadron 

production by e + e ~ annihilation with as high a precision as possible over a wide energy range, 

specifically at </$ — 5.2, G.o, and 29.0 GcV. A search is made for deviations of It from the naive 

parton model, and for violations of scaling behavior in the inclusive distributions. 
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Chapter- 2 

Apparatus 

The data for these measurements were acquired with the SLAC-LBL Mark II detector at 

the SPEAR (5.2 and 6.5 GeV) and PEP (29.0 GeV) storage rings located at the Stanford Linear 

Accelerator Center. 

§2.1 SPEAR 

In the SPEAR storage ring, beams consisting of a single bunch of electrons or positrons 

which counter-roiate in the same vacuum pipe and magnet lattice, colliding every 780 ns at two 

points. The peak luminosity of the machine depends on the beam energy as 

J ^ lQ3i(~)icm-hec-'- (2.1) 

Tor center of mass energies up to 6.5 GeV. The machine is operated ia "top up" mode at center of 

mass energies up to 5.2 GeV. In thi3 inode, beams are iujected froni the SLAC linear accelerator 

di' ectly into the configuration used for colliding beams. Thus it is not necessary to discard the 

beams prior to injection, and no "ramping" of the machine configuration is necessary, reducing 

the filling time. With this luminosity, and taking into account; machine and detector reiiablility 



and the several hour beam lifetime, typically 1300-3000 hadronic events per day were recorded 

at these energies. Thus the simplicity of the e+e~~ process is gained at the expense of event rate 

due to the colliding beam method and the small electromagnetic cross sections. 

52.2 PEP 

The PEP storage ring was proposed in 1974 to extend tb* study of e"*"e— annihilation 

to center of mass energies up to 30 GeV. Construction began in the spring of 1977 and was 

completed 2 years later. Beams were first stored and collided in May, 1979, and following machine 

and experimental checkout serious data taking began in December, 1979. The beams consist of 

three bunches each counter-rotating in the same magnet lattice in the 2200 meter circumference 

ring. Collisions occur every 2.4 pi in each of six interaction areas. The maximum energy per 

beam is 18 GeV with the 5.5 MW of installed rf power. To date, ail experimental running has 

been at v ' * = 29 GeV, the maximum energy at which the machine can rua in "top up" mode. 

The maximum initial luminosity obtained during data taking on which this analysis is based was 

7.0 -lO 3 0 c m - 2 s e c - 1 , with typical operating currents of 20 ma per beam. Integrated luminosities 

of typically 200-300 n b — ' , corresponding to 80-120 hadronic events, were accumulated per day 

during this time. 

52.3 Mark II Detector 

The SLAC-LBL Mark II detector was assembled on the be3m line at SPEAR in the fall 

of 1977, where data taking began in April 197S, This detector had significant improvements in 

solid angle coverage, momentum resolution, and in the trigger compared to the previous SLAC-

LBL Mark I detector which helped reduce systematic errors in measurements of the total and 



inclusive cross sections. The data discussed here were acquired in the spring of 1979, during 

the last seven weeks of running at SPEAR, corresponding to integrated luminosities of 4.16 

events/pb at 5.2 GeV and 1.63 cvents/pb at 6.5 GeV. In the summer of 1079, the detector was 

moved to PEP interaction area 12, where some modifications were made to better cope with 

the PEP environment. Since the detector had been operated for some time in the high event 

rate environment at SPEAR, it was well understood by the time it was moved, allowing a rapid 

analysis of the data at PEP. The data for these measurements were acquired during the spring 

running cycle in 1931, corresponding to an integrated Luminosity of 13.6 events/pb. 

The detector as configured at SPEAR has been described in. considerable detail elsewhere 

[25]. Ilence the following discussion will be limited to the aspects most important for the present 

analysis, and the modifications made for PEP. 

The PEP configuration of the Mark II detector is shown in Figures 9 and 10. It basically 

consists of a series of concentric cylindrical detectors designed to determine the momenta and 

identities of the produced particles with good efficiency over as large a solid angle as practical. 

Tracks leaving the interaction point encounter in succession the following elements: 

Vacuum pipe. (Figure 11). The 0.15 mm thick corrugated stainless steel pipe used at SPEAR 

was replaced by a 2 mm thick aluminum pipe. Also, masks composed of tantalum, tungsten, and 

lead were installed at 3 and 9 meters from the interaction point. The goal of these modifications 

was to reduce backgrounds from synchrotron radiation and from electrons which had radiated or 

had been scattered in the residual gas, causing them to be misfocussed by tie quadropoles into 

the detector. The pipe was flared aL each end to minimize the amount of material encountered 

by tracks from Haabha events heading toward the luminosity monitor. Further details regarding 

the vacuum and shielding system may be found in reference [26J. 
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Cylindrical scint nation detector ("Pipe Counter"). Signals from this device were required in 

the detector trigger to reduce the area sensitive to cosmic rays. 

Cylindrical drift chamber ('Trigger Chamber"). This was a chamber added to the detector 

in the space between the pipe counter and the main drift chamber after it was moved to 

PEP. It consisted of four layers each containing 64 sense wires parallel to the beam direction. 

Incorporating signals from this chamber in the charged particle trigger helped reject background 

events originating at large r and z. This reduced the trigger rate by a factor of 2, hence the name 

trigger chamber. 

Main drift chamber. Charged particle tracking was provided by this 3 m diameter chamber, 

which consisted of 16 layers of drift cells in a common gas volume. Six of the layers had 

wires parallel to the beam direction, the other 10 had wires skewed by ±3° to provide track z 

information. The resolution in the distance of closest approach of tracks to the wires was about 

200 itm. Taking into account the magnetic fleid and multiple scattering in the 0.065 radiation 

lengths of material (0.9 at PEP) preceeding the chambers, the transverse momentum resolution 

of the system was (0.0152 + 0 .0 l 2 p 2 ) ' / 2 . Further details may be round in reference [27]. 

Time of Flight (TOF) System. Flight times of charged particles were measured by a ring of 

48 scintillation counters. This time, combined with the flight path and momentum determined 

from the drift chambeis, measured the particle mass. The time resolution of the system was about 

30'j ps at SPEAR, giving a 1 standard deviation separation of pions from kaons up to 1.35 GeV/c, 

and of pions from protons up to 2 GeV/c. For PEP running, high resolution time to amplitude 

converters were installed in an attempt to improve this resolution [23]. However radiation damage 

significantly reduced the attenuation length of the scintillator, thus the resolution was degraded 

to about 360 ps by the end of the running discussed here. 

Magnet coil. This was constructed of water cooled aluminum conductor 1.4 radiation lengths 



thick, providing a nominal axial field of 4.QG kG uniform to 1.5% in the tracking volume of the 

drift chamber. The coil was powered in series with compensating solcntods on cither side of the 

detector so that the integral of the field along the beam direction was zero through the interaction 

region. At PEP, the compensating soleniods were moved back from the detector giving a field 

uniform to Q.3%, and a larger power supply allowed a nominal field of 4.65 kG. 

Liquid Argon System. Electromagnetic showers from electrons and photons were detected 

in 3 lead-liquid argon modules arranged Li an octagon outside the coil. This system covered the 

central G5% of the detector solid angle. This system gives full asimuthal coverage except for 

cracks between modules, which accounted Tor about 10% of the 2ir azimuth. The energy resolu­

tion of the system was about 12%/y/E (E in GeV). Reference [29] contains more information 

about this system. 

Muon system. Highly penetrating particles were detected by a system of tubular proportional 

counters interleaved with steel absorber. At SPEAR, this system consisted of 2 layers of steel and 

tubes surrounding the detector, covering about 50% of the solid angle. At PEP, to compensate 

for the decreasing interaction probability of hadrons with increasing momentum in this energy 

range, 2 additional layers were installed on all four sides of the detector. 

The ends of the detector were instrumented with proportional chambers (at SPEAR, one 

end had a liquid argon shower detector). However, these were not used in the analysis presented 

here and will not be discussed further. 

To measure the luminosity ot the machine, a system of shower detectors was used at smcvl 

angles to the b*>«tn direction to detect elastic scatters. At SPEAR, this consisted of 2 tungsten-

scintillator counters on each side of the detector, covering a solid angle of 1.6* 10—* of 4?r. At 

PEP, to compensate for the lower count rate imposed by the larger center of mass energy and 

the larger angles required to avoid beam associated backgrounds, a more sophisticated system, 
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known as the Small Angle Tagger (SAT) and shown in Figure 12, was built. On each side of the 

detector wes aa octagonal shower detector subtending the region 22 mr < $ < 80 mr consisting 

of eighlenn layers of £" lead and £" NE114 plastic scintillator. BBQ waveshifting bars were used 

to transfer light to 2" phototubes. The front 5 layers were viewed separately from the back 13 

to reject electrons entering from the rear and to assist in pion-electron separation if necessary. 

The energy rcsolutioa of these detectors was measured in a test beam to be 15.5%/\/£. A series 

of scintillation detectors of various sizes defined the actual acceptance for luminosity monitoring. 

This system also contained sets of drift chambers at three positions in z on each side of the 

detec'.or to track charged particles. These provided more detailed information about the events 

allowing a better estimate of the luminosity to be made off line (a subset of the Bhabha events 

were logged on tape). Besides providing a good measurement of the lummosity, this system 

aho served to "tag" events produced via the two photon process, about which little was known 

and which was considered a potentially serious background to the usual one photon annihilation 

process. 

The detector trigger was similar at both machines, employing a two-level scheme. The 

first level required signals from the pipe counter and a beam pickup electrode located inside the 

vacuum pipe to be coincident within 6 ns, and at least one hit in 4 cf a subset of 9 of the drift 

chamber layers. This decision was made within 500 ns (which was before the nest beam crossing), 

so there was no associated dead time. Rates varied between 10 Hz and 1 kHz, depending on beam 

conditions. If these primary level requirements were satisfied, a hardware proce5sor [30] searched 

the drift chamber hits for patterns resembling tracks coming from the beam axis. The secondary 

level charged trigger required at least two tracks to be found. For the 5.2 GeV running, at least 

one was required to be within the central 67% of the detector solid angle and have an associated 

TOF hit, the other was only required to be only within the central 85% of the solid angle. For the 

6.5 GcV and 29.0 GeV running, both tracks were required to be within the the central 67% of the 
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Process Fraction of Triggers at 5.2 GeV Fraction of Triggers at 29. GeV 
Cosmic Rays 0.10 0.10 
No Vertex 010 0.25 
No Tracks 0.04 0.10 
L\- > 30 cm 0.25 0.10 
1 prong 0.15 0.07 
hadrons -)- r 0.05 0.0015 
Htiabhas 0.15 0.005 
Two photon 0.01 0.02 
Ucaai wall 0.15 0.20 
SAT Bliabuas - 0.05 
TED - 0.10 

Tabic 1. Composition or detector triggers 



detector solid angle and hare associated TOF hits. Iu addition, in the PEP configuration there 

was an independent trigger based on energy deposited in the liquid argon system. This trigger 

was satisfied if at least 1 GcV was detected in the front half of at least 2 of the eight modules. 

This allowed triggering on events of the type e"*"e""-* 77 as well as providing some redundancy 

to the charged trigger lacking at SPEAR. Finally, the detector was triggered on some fraction, 

typicaJly fe, of the fJhabhas observed in the SAT system to obtain a precise off-line measurement 

of the luminosity. If any of these trigger requirements were satisfied, the detector information 

was read into a VAX 11/780 computer and written to tape. Typical secondary rates were M Hz, 

with the composition give in Table 1. A subset (20-80%) of these events were analyzed on line 

to monitor the performance of the detector. 

§2.4 Data Reduction 

Event reconstruction was done off-line on an IBM 370/168 (3081 for PEP data). First, drift 

chamber tracks were reconstructed. The initial level of pattern recognition started with tracks 

found by the hardware processor, using circle fits and a constant field approximation to resolve 

the left-right ambiguities. This program worked best in events with well separated tracks, due to 

the limited azimuthal resolution of the hardware processor. Tracks found by this program were 

then fit to a helix using the correct magnetic field. A more sophisticated algorithm then searched 

the remaining drift chamber hits for tracks by searching for patterns of axial hits at a constant 

curvature. Further details regarding the track finding and fitting procedure may be found in 

reference [31]. For the PEP data, due to the much higher probability of two tracks passing 

through the same drift cell, it was necessary to use the stereo as well as the axial layers in this 

search. This required the assumption that the tracks came from the beam interaction point, 

thus biasing the pattern recognition in this data. The track finding efficiency for the SPEAR 



data was greater that 99% for tracks which traversed all 10 layers, based on Monte Carlo studies 

and a visual scan of a computer generated pictures of events. This efficiency dropped to 80% 

at |cos#| — 0.3, and was zero for |cosfl| > 0.85 since seven drift chamber hits were required to 

construct a track. For the PEP data, due to the much higher track density, this efficiency was 

reduced by about 5%. Because of the high track density at small radii and its relatively large 

cell size, information from the trigger chamber was not used in the pattern recognition for this 

analysis. 

The drift chamber tracks were projected to the TOF, LA, and muon systems and associated 

with hits there. Photons were then searched for in the liquid argon system; details may be found 

in reference [32]. 

The event vertex was found by taking all tracks within IS cm in radius of the beam 

and Undine; the point which minimized the summed distance of closest approach. Tracks were 

weighted by their measurement errors including multiple scattering. Any track which contributed 

more than 100 to the x 2 of the fit was discarded, and the flt repeated. This was done to minimize 

displacements of the vertex by tracks from K, or A decay, or which were multiple scattered 

or otherwise poorly measured. Finally, tracks passing within 1.5 cm in R and 15 cm in Z of 

the beam interaction point (determined from Bhabha events) were rent including this point. 

Whereas this increased the track length by about 40%, the momentum resolution was improved 

to (0.015s -+- 0.0062p2). For the PEP data, because of the bias toward the origin in the pattern 

recognition algorithm, only tracks with R < 4 cm and Z < 15 cm were included in the vertex 

flt. Events where no tracks were found, or where the vertex Bt failed, or which had vertices with 

large z displacement, and cosmic rays were discarded. The remaining events were written on 

summary tapes. 
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Chapter 3 

Event Selection 

§3.1 SPEAR Analysis 

Following the above described data reduction, remaining were Bhabha, ma pair, tau pair, 

and two photon events, and events from interactions of the beam with the vacuum chamber walls 

and the residual gas as well as hadronic events. Hadronic events were selected using cuts as loose 

as possible to minimize bias due to the finite acceptance ot the detector, while also minimizing 

uncertainties in subtraction of the remaining background. To be considered as hadron candidates, 

events were required to contain at least two tracks satisfying the following; 

1) Momentum transverse to the beam direction > 100 MeV/c. This required the track to 

have sufficient transverse momentum to reach the outside of the detector, thus rejecting 

looping tracks. 

2) |cos0| < 0.794. This required the track to at least reach the tenth drift chamber layer, 

so that the tracking efficiency was suit reasonably high. 

3) Radial distance of closest approach to the beam direction < 6 cm. 



4) Distance of closest approach along the beam direction varying from < 30 cm Trr low 

momentum tracks to < 5 cm for tracks with x > 0.5. These lost, two cuts reject poorly 

measured tracks, but were kept loose since a multiplicity cut was made. 

Events resulting from interactions of the beam with the walls of the vacuum chamVr "were 

rejected by requiring the event vertex to lie within 4 cm in radiu- of the beam axis. This, 

distribution is shown in Figure 13. Despite the attempts in the vertex lltting procedure to 

minimize distortions induced by scattered tracks or tracks from decays, an estimated 3 ± 1% of 

the events were lost by this cut. This loss was determined by a visual scan and study of the z 

m u x distribution of events with Rv > 4 cm. A check was provided by passing Monte Carlo 

generated data through the same reconstruction programs as used for the real data; this gave a 

loss of 2%. Whereas the Monte Carlo generally provides an optimistic simulation of the detector, 

this was considered a lower limit. Another estimate was obtained from events at the 0(3095). 

Because of the large hadronic cross section (R m 100C) and low beam currents (making beam 

associated backgrounds small), the fraction of wall interactions was negligible at this energy. The 

fraction of events lost in this data was 4.5%. However this is probably an overestimate since the 

mean observed track momentum *̂*s only about 400 MeV, its opposed to 550-600 MeV at 5.2 

and 6.5 GeV. Hence the tracks ore more subject to multiple scattering, which combined with the 

lower multiplicity (4 versus 5-5.5) increases the livelihood of improperly reconstructing the vertex. 

To suppress background from interactions of the beam with the residual gas, the z position 

of the vertex was required to be within 10 cm of the beam interaction point (Figure 14). Based 

on a study of Monte Carlo events and of events at the #(3095), the loss of hadronic events due 

to this cut was negligible. The remaining background was estimated from events whose z vertex 

•was in the region 10 cm < |zy| < 15 cm, assuming the z vertex distribution for such events 

was uniform. This contamination amounted to 8.9% at 5.2 GeV and 19% at 6.5 GeV. The 
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observed z vertex distribution was in fact not perfectly uniform, as the detector acceptance was 

not exactly constant in z. Unfortunately, nc separated beam running, which would have allowed 

a determination of the distribution of this background in the signal region, was done. Based on 

a study of this distribution for 10 cm < \zy\ < 30 cm, a 10% systematic error was assigned to 

this subtraction. 

To suppress backgrounds from QED processes, in two prong events the tracks were required 

to be acoplanar [33] by at least 10° and have a total transverse momentum > 300 MeV/c. To 

further suppress background from radiative Bhabha scattering, particularly events containing 

a couverted photon, two and three prong events were rejected if they included a track with 

momentum > 9DQ MeV/c whose energy deposition in the liquid argon system was consistent with 

that of an electron (34j. Four prong events with two such tracks were also rejected. Following 

these cms, background from radiative Bhabha scattering was negligible, based on a visual scan 

of a subset of the accepted events. Also, the distribution of cos 9 times particle charge (strongly 

asymmetric for Bhabha events), showed no significant asymmetry, even for tracks with x > 0.8. A 

Monte Carlo calculation was used to compute the remaining background from lepton production 

via the two photon process. This amounted to 3.7 ± 0.895 at each of the two energies, the 

uncertainty due to uncertainties in the detector simulation at low momenta and small angles, the 

kinematic region occupied by most of these events. 

Background from T+T~ production and decay waa subtracted based on a Monte Carlo 

generated data set using measured branching ratios. This contamination amounted to 12.2± 1.8% 

at 5.2 GeV and 9.0 ± 1.5% at 6.5 GeV. The branching ratios used are given in Table 2, they sum 

to a one charged prong inclusive branching ratio of 78%. Very recent measurements, without 

making any assumptions about particular branching ratios, have determined this number to be 

85 ± 2% [35], which would reduce this subtraction somewhat. "Whereas the 7ri>r, pvr, evei/r, 



Mode Branching ratio 
« V r 0.164 

liv„uT 0.160 
irv. 0.104 
pvr 0.230 

KvT 0.008 
K'u, 0.015 
A\V, 0.093 
4iri/t 0.226 

Table S. Tau branching fractions used for background computation 



and fiVpUf decay modes are well understood theoretically and experimentally, any discrepancy 

most likely is in the fraction of multi-pion decay modes which contain only one charged track. 

However, there still is little known about the total multiplicity, or the final state dynamics of 

these modes. These factors arc potentially important, because of the collincarity and pt cuts for 

two prong events. So from these considerations, the original branching ratio estimates were used, 

and a IJ^C uncertainly was assigned to this subtraction based on the variation in the computed 

background with the assumed branching ratios. 

The observed charged multiplicity distribution is displayed in Figure 15. together with 

the estimated backgrounds. Following the background subtractions, there were 44,000 events 

remaining at 5.2 GeV and 11,900 at 6.5 GeV. 

Because of the large background component in the two prongs, these events were were not 

used in the inclusive distributions. The remaining background from beam gas interactions was 

5.5±0.595 at 5.2 GeV and 15± 1.5% at 6.5 GeV; and in the inclusive distributions was confined to 

the region z < 0.4. Background from tau production was 8.6 ± 1.3% at 5.2 GeV and 6.8 ± 1.2% 

at 6.5 GeV. In the inclusive distributions, this varies from 4% at low x to 13% in the region 

O.G < x < O.S. Figure 16 displays the observed x distributions together with the estimated 

backgrounds. 

53.2 P E P Analysis 

For the data at \/s — 29, GeV, events were required to have at least 5 tracks as defined 

above. Also, the sum of the particle momenta was required to exceed 7.25 GeV, or 3.75 GeV 

if there was also at least 4 GeV of energy in photons deposited in the liquid argon system. 

Relatively more stringent cuts were necessary to suppress background from hadron production via 

the two photon process, about which there is insufficient experimental or theoretical information 
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to allow a precise subtraction to be made. This process has a much larger cross section than 

the standard one photon annihilation channel, although the total energy and multiplicity of 

the hadronic state produced is much smaller. Figure 17 shows that the background level is 

substantial for £|P|/ECM < 0.2, so there would be little advantage in reducing this cut. The 

remaining background was estimated by Monte Carlo, and from the number of events meeting 

these cuts where au electron was detected in the SAT system. This amounted to 1.5 ± 0.3% of 

the remaining events. These cuts also eliminated background from beam gas interactions, as seen 

in Figures 18 and 19, this would have been more difficult to estimate due to the bias toward the 

interaction point in the tracking algorithm used for this data. Background from tau production 

was computed by Monte Carlo to comprise 2.5 ± 0.5% of the remaining events. Also,- using the 

redundancy provided by the total energy trigger, the charged trigger efficiency was found to be 

> 99% for these events. There were 4750 events remaining after the background subtractions. 
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Chapter 4 

Detection Efficiency 

The observed data most then be corrected for the finite acceptance and resolution of the 

detector. This was done using a Monte Carlo simulation, -which consists of generation of particles 

according to some production model and projection of the particle? into the detector to determine 

its reponse to them. 

§4.1 Production Models 

There is no real detailed theory of how the quarks become hadrons. So the production models 

can only use general expectations, namely limited transverse momentum about the initial quark 

direction, to generate the observed hadrons. The important thing for these measurements is that 

the predicted observed distributions agree with the data, giving confidence in the extrapolation 

to regions not covered by the detector. 

The Ilrst model considered is the so called "jet" model used to £rst demonstrate the presence 

of jet structure in e+e~ annihilation [36}. This model is known to give a good qualitative 

description of the data, while being fairly simple with few free parameters. In this model [37], a 

jet axis is generated according to a 1+cos 2 & distribution, appropriate for pointlike fcrmions. The 



total event multiplicity is then selected according to a Poisson distribution. Finally, the particle 

momenta arc generated according to longitudinal phase space with momentum transverse to the 

jet axis limited by 3 matrix etcment squared 

|M| 2 = e - E p ? / 2 f f a . (4.1) 

Only pious and kaons arc created. The fraction of kaons was chosen to agree with measurements 

in this energy range [38]. Thus the model does not produce vector mesons or charm particles. 

Free parameters in this model are the mean total multiplicity, the fraction of particles which 

were charged, and a in the matrix element. To give agreement with the observed multiplicity, 

charged energy, and charged particle momentum distributions, the total multiplicity used was 

S.S at 5.2 GeV and 9.9 at G.5 GcV; and 60% jf the particles were taken tc be charged at both 

energies. To give agreement with the observed sphericity distribution and distribution of p t with 

respect to the jet axis, a was taken to be 0.275. As seen in Figures 20, 21, and 22 this model 

gave a good description of the observed data. 

The second model considered was the quark fragmentation model of Feynman and Field [39]. 

In this model, primary quarks are generated with a l + cos2 0 distribution in the ratio of the 

squares of their charges. Quark-antiquark pairs are then pulled from the "sea" creating mesons 

with fractional value of the quantity E-J-P, of the parent quark, Z, distributed according to the 

splitting function 

1 - A + 3 A ( 1 - Z ) 2 . (4.2) 

The transverse momentum of these mesons relative to the parent quarks is genererated according 

to a Gaussian distribution. This process continues until the initial quark energy is exhausted, 

the remaining quarks from each jet are combined, and the energy of the particles adjusted to 

give energy conservation. Free parameters in this model are A in the splitting function, the mean 
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transverse momentum of mesons from quarks, the fraction of vector particles produced, and the 

probability of taking a strange quark from the sea. Parameters used to reproduce Lbu data were 

A = 0.77, vector fraction = 0.1 (these primarily determine the multiplicity and momentum 

distributions), strange sea fraction = 0. (to give agreement with the measured IC° production 

rate) and mean pt = 0.3 (Used by the P( and sphericity distributions). The charm quark, due to 

its large mass, is expected to have a splitting function peaked at larger values of Z [40]. There 

is even recent experimental evidence at high energies that this is the case ['11]. Whereas the 

exact form is unknown, a constant splitting function was used for convenience. The computed 

efficiencies should not be affected by moderate variatiens from this form. As shown la in the 

previous Figures, this model also gives a good overall description of Che data. 

At high energies, it is known that the events are more spherical than expected from ex­

trapolation of the above two-jet models. This deviation is consistent with emission of gluons by 

the primary quarks. Gluon emission has been incorporated into the Feynman-Field scheme by 

Ali et ai. [42]. The cross section for three jet production is given in the context of QCD by 

do- _ , a , 2 s? + zj . 
— " = ^ » ~ 7 7 i — r - w i — r * r t 4 - 3 ) dXidx2 JT 3(1 — z J U — 22) 

where t?o is the lowest order cross section and Zi and X2 are the ratios of the quark energies to 

the beam energy. This cross section diverges in the limit of zero gluon energy or collinearity of 

the gluon with a quark. This divergence is however canceled by interference of the lowest order 

diagram with the fourth order vertex correction diagram, so the total cross section is well defined. 

To deal with this in the Monte Carlo, it is noted that following hadronization, events where the 

gluon is sort or collincar with a quark or equivalently the thrust [43] is large arc indistinguishable 

from 2-jet events. So an upper limit is imposed on the thrust integration near this point of 

distinguisliabiiity (generally 0.95) to render the 3 jet cross section unite. The generated events 

should be approximately independent of this cutoff, since three jet events with larger thrust 



are similar to 2 jet events [44]. Although perhaps not rigorous theoretically, what is important 

for this analysis is that the model reproduce the data. This program also incorporates events 

containing 2 gluons. A similar divergence occurs which is handled by imposing a cut on the event 

planarity. So 2, 3 and 4 jet events are generated with the appropriate probability. The resulting 

primary quark-antiquark system is fragmented as above. To generate hadrons from gluons, the 

gluon is first ;plit into a quark-antiquark pair according to the function 

/(*) = «*+ (!-*)» (4.4) 

where 

quark energy 

gluor energy 

motivated by the Altarelh-Parisi splitting function [45]. This pair is then fragmented as above. 

Parameters used to reproduce the data were A = 1.0, vector fraction = 0.3, mean p ( = 0.3, 

XQCD — 0.20 [46], flat splitting functions for c and b quarks, and strange sea fraction — 0.1. 

This model gave a good description of the observed data (Figures 23, 24, and 25) 

54.2 Detector Model 

Following generation of the initial state, particles were projected into the detector generating 

hits in the appropriate elements, smeared by known resolutions. Particles were decayed according 

to known branching ratios. Branching ratios used for D mesons were based on measurements at 

the 0(3770) [47]. B quarks were assumed to decay predominantly to charmed quarks. Account 

was taken of Coulomb and nuclear interactions in the material proceeding the drift chambers. 

The generated raw data was then passed through the same reconstruction programs as used for 

real data. 



51 

600 

400 

z w > 

200 

l — i — i — i ™ 1 — i — i — I — i — I — i — i — r 

* DATA 
- MONTE CARLO 

5 10 15 20 
NUMBER OF CHARGED TRACKS 

Fig. 23 Observed charged multiplicity at 
29 GeV together with the Monte Carlo 
prediction, normalized to the same 
number of detected events. 



52 

i—'—r T" T 

7s = 29 GeV 
o Data 

Monte Carlo 

10' I 
0.2 0.4 0.6 

x = P/Ebeam 

0.8 .0 

Fig. 24 Observed x distribution at 29. GeV compared 
to the Monte Carlo prediction normalized 
to the same number of detected tracks. 



53 

S 
o 
w 

e-z 
la > 

. , , , , | , , , i 1 i — r - i i 1 ' : i i 1 i i i i | i i L 

500 J * DATA — 

Jl - MONTE CARLO '_ 

400 — 1/ T% _ 

300 — f \ — 

200 Vg ~ 

100 

i .i .i i 1 i i i 

f \ '-

1 , , , 1 1 . 1 1 1 1 1 i f^Sfcjt .1 1 1 

0.2 0.4 0.6 
£I PCHARGEDI/ E (-M 

0.8 

Fig. 25 Observed total charged momentum 
distribution at 29 GeV for events 
meeting the selection criteria, 
compared to Monte Carlo predictions 
normalized to the same number of 
detected events. 



54.3 The Unfold Method 

54 

At the low energies, since the mean produced charged multiplicity is only around 5, and two 

tracks must be observed for the event to be detected, the efficiency is potentially very sensitive 

to the production model. In an attempt to reduce this sensitivity, the detected multiplicity 

distribution is used as input together with the Monte Carlo to deduce the efficiency. To do this, 

the matrix e™ is defined as 

Number of events detected with q prongs Prom events produced with p prongs . . 
Number of events produced with p prongs. 

The total number of events detected with q prongs is then given by 

Nq = NBq + '£ellPNp (4.6) 
p 

where NB7 is the number of background events with detected multiplicity q. This matrix is 

computed using the Monte Carlo, then in principle these equations can be solved for the N p 

given the observed N T . The total efficiency is then given by 

In practice these equations are over constrained since charge conservation forces Np to be zero 

for odd p. So instead] the set of Np is found which maximizes the Hklihood 

' —«• (4.8) 

This function assumes a Poisson distribution for the individual Np while making no assumptions 

about the shape of the produced distribution. This method reduces the model dependence of the 
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</s (GeV) Efficiency 
5.2 
6.5 

29.0 

0.77 
0.81 
0.74 

Table 3. Total Detection Efficiencies 



efficiency calculation by about a factor of two. However since the Monte Carlo agrees weii with 

the observed multiplicity distribution, this is not a large effect. 

54.4 Results of the Models 

The t,o-J detection efficiencies are shown in Table 3. The efficiency is slightly higher at 6.5 

GeV than at 5.2 GeV due to the slightly higher produced charged multiplicity. The reduced 

efficiency at 29. GcV results from the observed energy requirement. Approximately 93% of the 

produced events satisfy the multiplicity requirement at this energy, but only about 80% of these 

events also satisfy the energy requirement. 

The detection efficiency as a function of z is shown in Figures 26 and 27. At the SPEAR 

energies, this efficiency sharply decreases with increasing z. This is because events containing 

high x tracks will tend to be lower than average in multiplicity, from energy conservation 

considerations. So since at least three tracks must be observed, the event detection efficiency is 

lower for these events. The change in slope near x — 0.7 is due to cuts which reject radiative 

Bhabha events. It is noted that there is a significant difference in the overall slope of the efficiency 

between the jet and Feynman-Field models. This is a result of differences in the event generation 

procedure. In the Feynman-Ficld model, the two quarks fragment independently, so a high z 

particle in one jet may be accompanied by a a high multiplicity jet from the other quark. Thus 

the probability of detecting events containing high i tracks is enhanced. However in the jet 

model, the event multiplicity is selected first, and most high z tracks come from low multiplicity 

events, which arc less likely to be detected. Figure 28 shows the produced charged multiplicity 

for events which contain a track with z > 0.5. This is, as expected, much lower for the jet 

model. Unfortunately, the difference is more difficult to observe in the corresponding detected 

distribution, since it is smeared from the finite detector acceptance, and because of the three track 
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Fig. 27 Charged particle dstection efficiency 
as a function of y at 29 GeV. Effects 
due to initial state radiation are 
included. 
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detection requirement. However, the very large number of events available do allow a distinction 

to be made. Figures 29 and 30 show the detected multiplicity for events containing a track with 

x > 0.4 and x > 0.5 for the data and the two models. The Feynman-Field model is seen to 

clearly give a better description of the data, hence the results quoted will use the efficiencies 

from that model. Whereas the agreement is not perfect, a systematic error corresponding to 

\ of the difference in efficiencies between the two models is assigned to account for this effect. 

The efficiency at 29. GcV is much flatter due to the larger multiplicities involved, and the more 

collimated nature of the jets. 

A test of the reliability of the efficiencies determined from the models was made by changing 

the event selection criteria, and Doting the variation in the corrected number of events obtained. 

At 5.2 and 0.5 GeV, this is also a significant test of the background subtractions. In particular, the 

multiplicity, track cosd and p E, and total momentum cuts were varied. Making these cubs more 

stringent increases the dependence on the production model used in the Monte Carlo, However, 

this does remove regions at large angles and low momentum where the detector simulation is less 

reliable, lessening the dependence on that part of the Monte Carlo. Varying the cuts also affects 

the slope of the efficiency as a function of x. Raising the total charged momentum cut enhances 

the relative efficiency at high x, while increasing the multiplicity cut relatively enhances the low 

x efficiency. In doing this within reason, the number of corrected events changed by at most 

395. The change in the corrected inclusive distributions was generally less than 3%, giving some 

confidence in the model used to compute the efficiencies. 

To further investigate the uncertainty in the efficiencies, several other production models 

were used. Among them was the LUND [48] model, which employs a different fragmentation 

scheme for both quarks and gluons. Also tried was a "higher twist" model which replaced gluon 

emission by an ad hoc function added to the usual Gaussian pt distribution to reproduce the 
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observed broadening of the sphericity and pt distributions. The function used was 

where A, B, and C were adjusted to fit the data. The efficiency was even computed neglecting 

gluon emission entirely, although this does not reproduce certain aspects of the data. With 

parameters adjusted tv; give agreement with the observed data {except in the latter case), the 

efficiencies varied by at most 4%. 

Based on all these studies, the uncertainty in the total efficiencies was estimated to be ±4%. 

The uncertainty in the inclusive efficiencies was estimated to be ±4% rising to ±755 &(• nigh x 

due primarily to the aforementioned mode] uncertainty. 
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Chapter 5 

Radiative Corrections 

The goal of these measurements is by convention to determine the cross section for the 

process, that which is lowest order in ot. However there are higher order processes not necessarily 

distinguishable from the lowest order process included in the detected sample, ^hich therefore 

must be corrected for. 

Diagrams contributing to hadron production to order a 3 are shown in Figure 31. These 

include diagrams where the initial electron or positron radiates a photon, as well as interference 

between the lowest order diagram and the fourth order vertex correction, electron self energy, 

and photon self energy (vacuum polarization) diagrams. 

Computation of these diagrams, assuming factorization ot the initial state radiation from 

the final state hadron production, gives the following relation between the second and third order 

cross sections [49]: 

where 
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-©*"* 
Fig. 31 Diagrams contributing to hadron production of 

order a 3. 



Sl=S. + S,+Sr + Sh 

2a ir2 17 13 kmi„ 

4?r2a An,3 5* — s 

t = > n f - l ) 

f"*,ji,*,r = mass of e, p, a*, or r 

The 6i term contains contributions from initial state radiation of a photon of energy A < 

L i n and from the virtual corrections shown in c) of the previous figure. The integral term comes 

from initial state radiation of a photon with energy k > kmi„ followed by annihilation at the 

reduced center of mass energy {AE(E — k))1^. These terms are separately divergent in the limit 

kmin -+ 0, nowever the sum is finite, thus the total cross section is well defined. In events where 

a photon is emitted the annihilation occurs in a different rest frame than the tab frame as well 

as at a lower center of mass energy, thus these events will have a different detection efficiency 

from non-radiative events. Therefore the integral must include the ratio of the efficiencies at the 

initial and reduced center of mass energies. So c70 can in principle he computed by determining 

the detection efficiency as a function of s and using the above relation. 

An alternative is to note that events where the photon is soft are in practice indistinguishable 

from lowest order events. Thus kmin can be left at some non-zero value (generally taken to be 

\% of the beam energy), then the cross section for events with no hard photon is given by 

a = 0-0(1 + ^ ) . (5.2) 



The effective efficiency then becomes 

detected events 
produced events with no hard photon 

AJso, the £V P matrix becomes 

Number of Events with q prongs from produced with p pTongs(l + dt) (5-4) 
Number of Events produced with p prongs and no hard photon 

The particle detection efficiency as a function of x becomes 

,_. _ Number of tracks detected within x and x -f-dz(l -\-&i) , - _. 
Number of tracks produced within x and x -J- dx in events with no hard photon* 

To compute the efficiencies, the Monte Carlo is modified to generate events with the ap­

propriate distribution of photon energies. Non-radiative events are generated with probability 

Photon energies for radiative events are generated according to the integrand in equation 5.1, 

using measured values of the total cross section at the lower center of mass energies. If the event 

contains a hard photon, its angle with respect to the positron direction is given the following 

distribution function [50]: 

]\ = - - (5.7) 
1 1 —tos» 7 l + c o s 0 7

 l ' 
J2 = cos 0 7 

V1 — cos 6-, J 
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where $~ is the photon angle with respect to the positron direction ia the lab frame. The 

generated distribution, integrated over photon energies is shown in Figure 32. Photon general m 

is cut off at some maximum energy kmax (typically 0.95 times the beam energy) since highly 

radiative events are lower in multiplicity and are strongly boosted along the beam direction. 

This lowers their detection efficiency such that they make a small contribution to the numerator 

in equation 5 3. This also avoids uncertainties in the cross section for y/s < 1 GeV, where there is 

complicated resonant structure. Also, because the annihilation cross section rises faster than the 

photon energy spectrum falls, setting kmax too close to 1 would result in mostly radiative events 

being generated, which would not be computationally efficient. Figure 33 shows the generated 

distribution of photon energies, and Figure 34 shows the detection efficiency as a function of this 

energy. 

The net result of these effects is to increase the effective total efficiency by 10% at the 

SPEAR energies and by 15% at 29.0 GeV. For the inclusive distributions, this correction is 

about 10% (15% at 20 GeV) at low x falling to less than 5% at high x. The correction is smaller 

for high x since highly radiative events cannot produce high x tracks. 

Uncertainties in the radiative corrections come from lack of knowledge of the relative cross 

section and production model at energies below the nominal center of mass energy, from the 

calculation itself as well as possible higher order corrections not considered here. For the 29 GeV 

data, R is believed to have no signillcant structure down to 11 GeV, corresponding to a photon 

energy of 0.85 E&eom- So this is not much of a problem for this dMa. However, for the SPEAR 

energies this cross section has complicated structure in the region 3.7 < T/1 < 4.5 GeV, which 

furthermore has not been measured with great precision. Different forms of the cross section in 

this region, even including a constant R, were tried to estimate the uncertainty in the radiative 

correction due to uncertainties in the cross section in this region. 



This correction also requires extrapolation of the production model to lower energies, where 

less may be known about the properties of the events. In particular, for the SPEAR data 

properties of the events at resonances may be somewhat different from the surrounding con­

tinuum. And for the PEP data measurements are sparse (none have been made with the Mark 

II detector) in the region below 29 GcV, This uncertainty is estimated by studying the variation 

of the correction with different production models. 

Finally, higher order diagrams have not been included, a crude estimate of their possible 

contribution is made by squaring the magnitude of the correction. This therefore gives a larger 

contribution to the uncertainty at 29 GeV. 

The contribution to the uncertainty in the total cross section is taken to be ±2.5% at 5.2 

and G.5 GeV, dominated by uncertainties in the cross section and production model at lower 

energies. At 29 GeV, this uncertainty is estimated to be ± 3 % , dominated by possible higher 

order corrections. 

Finally, it should be noted that no correction is made for final state radiation (off the quark 

lines). Naively, one would expect this correction to be much smaller than the initial state radiative 

correction because of the large mass of quarks relative to electrons. However since this process 

competes with gluon emission, a proper calculation must include both, as well as interference 

between initial and Qnal jtate radiative diagrams. Several such calculations have been attempted 

[51j, however pending further theoretical and experimental work, the results quoted here will not 

include final state radiative corrections. 
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Chapter 6 

Normalization 

Whereas the beam parameters in an e+e~~ storage eiag cannot be reliably measured, the 

luminosity must be determined by observing the rate of a process with known cross section. 

Fortunately, the processes e + e ^ — e + e - , p+ff~, and 77 may be reliably calculated using 

QED. Furthermore these processes have distinctive topologies making measurement relatively 

straightforward. U.*-e of each of these reactions to determine the luminosity is discussed below. 

- The first method considered is measurement of Bhabha scattering at small angles, using the 

luminosity monitor. The main advantage of this method is the high rate (5-10 Hz). However, 

these counters were relatively small. So, since the cross section is steeply falling in this angular 

range (~ 1/04), there is considerable sensitivity to edge effects in the shower counters, counter 

placement, and movements of the beam. This method was most useful as a fast online monitor. 

Bhabha eve '̂.s observed in the central detector may also be used. This method has the 

?-dv .̂ntage that considerable information is recorded for each event, and furthermore they have 

such a distinctive topology that a background free sample may be selected with very loose cuts. 

Higher order corrections to the cross section may be computed fairly reliably, and checked to 

some extent with the data. The rate is not nearly as high as the small angle case, but in the 

detector is still 1.5-2 times the rate for hadronic events. 
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Another possibility is to measure mu pair events in the central detector. This method shares 

the advantage of good information in the detector with the Bhabhas. However, the detected 

rate is oaly about 10% of that for Bhabha events, much less than the hadronic event rate. 

Furthermore, time of flight cuts must be made to reject cosmic rays, introducing systematic 

errors due to cracks between TOF counters and non-Gaussian tails of the time distribution. 

Whereas gamma-gamma events do not satisfy the charged particle trigger (unless a photon 

converts) they may only be used for the PEP data. They also feature a distinctive topology and 

reasonable rate (~0.4 times the hadronic rate). And since the higher order radiative corrections 

are somewhat different (there arc no vacuum polarization or weak corrections) this process 

provides a useful check of the others. 

Based on the above considerations, the measurement of Bhabha events in the central detector 

was chosen as the primary luminosity measurement, with the other methods contributing to an 

estimate of the systematic error. 

" Bhabha events were required to contain two tracks satisfying the following: 

1) ]cos0| < 0.G5 

2) Momentum P > £ « e a m / 2 . 

3) Collinear to within 10°. 

4) At least 40 mrad from a crack in the LA system. 

5) J^ELA /^2\P\ > 0.25, where ELA is the energy deposited in the liquid argon system. 

Cuts 1) and 4) insured the events were within the detection volume of the liquid argon 

system. Cuts 2) and 3) allowed for radiative events. They were chosen to be much greater 
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than the corresponding experimental resolution, •while keeping the magnitude of the higher order 

corrections relatively small. Cut 5) separated Bhabha events from mu pair and cosmic ray events 

(Figure 35). Events with more than two prongs were included to allow for conversion of radiated 

photons in the material preceding the drift chambers. At v ^ — 5.2 and 6.5 GeV, 2.5% of the 

events contained additional tracks; this fraction was 7.5% at 29 GeV. In approximately 10% of 

these events at 20 GeV, the tracks were so closely spaced as to cause confusion for the pattern 

recognition program. This therefore contributed 0.793 to the overall normalization uncertainty 

due to the event selection procedure at that energy. Loss due to tracking inefficiency "was searched 

for by scanning events with one found track with ELA > EBEAM/2. An inefficiency of about 

0.5% was found for the SPEAR data. However the lost events were recovered by retracking 

with the PEP pattern recognition program, which was found to be fully efficient for these events. 

Whereas the detector trigger at 6.5 GeV required both tracks to have an associated TOF hit, 

there was an estimated additional 1.9% loss due to cracks between the counters. This inefficiency 

was estimated from the 5.2 GeV data, where only one track was required to have a TOF hit. 

Based on a visual scan of 1700 events at the SPEAR energies, misidentified events, namely mu 

pairs with a collinear photon, cosmic rays, poorly reconstructed events, or multtprongs more 

likely to be tau or hadron events, were below the level of 0.5%. For the 29 GeV data, possible 

event misidentiflcatkm was dominated by the above mentioned confusion in multiprong events. 

The expected observed cross section was computed through order or3 using a Monte Carlo 

event generator provided by Berends and Kleiss [52]. This program included the muoa, tau, 

and hadron contributions to the vacuum polarization. Particles were generated in accordance 

with expected kinematical distributions, then projected into the detector generating hits in the 

appropriate elements and taking into account radiation and photon conversion in the material 

preceding the drift chambers. The generated Monte Carlo raw data was then passed through the 

usual event reconstruction programs. Third order QED corrections reduced the observed cross 
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section by 1%, external radiation reduced it by another 10%. Comparisons of the data to the 

predictions of this Monte Carlo are shown in Figures 36, 37, and 38. The best test of the higher 

order corrections is the acoilincarity distribution. This is because the experimental resolutir- is 

good (•— 0.5°), and not greatly affected by scattering in the beam pipe. From the variation in 

the resulting luminosity with the collinearity cut, as well as other theoretical considerations, the 

estimated uncertainty due to the calculation is estimated to be ±395. 

External radiation before the dri/t chambers also contributed to the uncertainty in the 

luminosity. This was due to uncertainties in the amount of the material and in the energy loss 

relation used to estimate the correction, and was estimated to be ±,1%. 

The total estimated uncertainty in this measurement was estimated to be ± 3 % . Uncertainty 

in the hadrooic vacuum polarization, which requires as input the total hadronic cross section, 

was not included. Since the Q 2 for Bhabha events in the detector is fairly large, it has a similar 

effect on the radiative corrections for hadron?'1 events, thus any error cancels when the ratio is 

taken to obtain R. 

Comparisons of the luminosity obtained from th^ monitor to that obtained from Bhabha 

events are nad summarized in Table 4. The 15% difference, in the 5.2 data is believed to have 

resulted from damage to the monitor near the beginning of this running. The systematic error 

on the monitor measurement was estimated to be ±6% for the SPEAR data. For the PEP data, 

since there were drift chambers allowing reconstructs * of tracks, shower counter edge effects 

rould be much better estimated, reducing the error to ± 3 % . 

Muon pair events were selected using the above cuts, except cut 5) was reversed. In addition, 

to reject cosmic rays the measured flight time was required to be within 3 as of the expected time 

based on tnc path length measured by the drift chamber. The correction for cracks between TOF 

counters was takeD to be that measured from Bhabha events. T^e results of this analysis are 
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Process Events •J-'I-J^MON 
Js 5.2 GeV 

e+e~ 78230 
5570 

1.15 
1.14 ±0.013 

•Ss 6.5 GeV 
19375 
1420 

1.00 ±0.005 
0.97 ± 0.025 

y/s 29.0 GeV 

11 

8400 
635 

1890 

1 00 ± 0.01 
1.01 ± 0.04 
0.90 ± 0.02 

Table 4. 

Comparison of the luminosity obtained from the 
small angle monitor to that obtained from wide 
angle Bhabhas, mu pairs, and gamma-gamma 
events. The errors shown are statistical only. 



given in Table 4, and agree well with the luminosity computed from wide angle Bhabha events. 

For the PEP data, 77 final states were also measured and compared to QED predictions 

[53]. Table 4 gives the result of this analysis. The 4% systematic error was due mainly to 

uncertainties from photous which converted, and in the efficiency at the total energy trigger 

(since it was disabled during bursts of line-synchronous electronic noise.) 

The overall uncertainty in the integrated luminosity measurement was estimated to be ± 3 % . 

The good agreement among all these measurements gives some confidence in this assigned error. 
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Chapter 7 

Results and Conclusions 

5T.1 Total Cross Section Results 

The ratio R is given by 

e * J, • aU[t 

where N is the number of observed events, NB is the number of background events, e is the 

detection efficiency including radiative corrections and J! is the integrated luminosity. ResuJts 

for R at the three energies are given in. Table 5. The first error is statistical, the second sys­

tematic. Adding in quadrature the systematic errors from the efficiency calculation, luminosity 

radiative corrections and background subtractions gives a total error of about &% at each of the 

three energies, tnese are summarized in Table 6. Relative errors between the 6.5 and 5.2 GeV 

measurements are e;'imated to be 2% due to the large background subtraction and more s ringent 

trigger requirements at 6.5 GeV. Relative errors between the SPEAR and PEP measurements are 

estimated to be ±5%. The analyses are sufficiently different that the only common uncertainty 

is in the calculation of the Bhabha cross section used for normalization. These errors represent 

some improvement over previous measurements, which generally quoted total systematic errors 
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•Js (GeV) Luminosily{pb l ) Events R 
5.2 4.10 . 44180 3.00 ± .02 ± .25 
G.3 1.C3 11305 3.95 ± .05 ± .25 

29.0 13.6 4750 3.00 ± .03 i .25 

Tabic 5. Results for the ratio R = —-. 
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Reason 5.2 GeV 6.5 GeV 29.0 GeV 
Tan subtraction 

Beam gas subtraction 
Two plioion subtraction 

Radius cut 
Model Dependence 

Luminosity 
Radiative Correct ious 

1.3% 
0.0% 
0.8% 
1.0% 
4.% 
3.% 

2.5% 

1.2% 
1.9% 
0.8% 
1.0% 
4.% 
3.% 

2.5% 

0.5% 

0.8% 

4.% 
3.% 
3.% 

Total G.% G.% G.% 

Table G. Contributions to tke systematic error in R. 



of lO^c. The major improvements are in the luminosity measurement and determination of the 

detection efficiency. 

It is noted that there is no significant energy dependence in R over this energy range. The 

ratio of R at G.3 to that at 5.2 GeV is 

~ = 1.01 ± 0.02. (7.2) 

The Mark I data seemed to show a rise in R over this range, however the systematic errors were 

large, and those measurements extended to higher energy (7.4 GeV). The 90% conldonce limit 

on an increase in R **t 29 GeV over the SPEAR energies is 0.4. Thus production of a charge »j 

quark, for which an increase in R of 1^ is expected, is excluded by this measurement. Study 

of the event topology also showed no evidence for production of such a quark, and a search 

at PETRA for narrow resonances corresponding to bound states of such a quark gave negative 

results [54] for y/s < 36 GeV. This measurement is not inconsistent with b quark production, 

which would contribute 0.33 to R in the absence of QCD corrections. The expectcU difference 

over this energy range is reduced to 0.15-0.2 by the Q 2 depencence of a f l. 

The R values measured at 5.2 and 6.5 GeV lie about two standard deviations above the naive 

quark model prediction; at 29 GeV this difference is about one standard deviation. Thus the data 

are consistent either with the parton model, or with the slight deviations expected from QCD and 

weak interaction effects. The errors are too large, however, to make a meaningful determination 

or a, or the weak coupling parameters. The relative errors between the high and low energy data 

are too large to set limits on sin2 Qw, as has been done by several PETRA experiments [55]. 

The 29 GeV measui cment is consistent with other measurements in this energy region. These 

are summarized in Table 7 [56j. 
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v/s (GeV) Experiment R 
34. TASSO 4.13 ± 0 . 2 
35. TASSO 4.22 ± 0.2 
33.-36. JADE 3.95 ±0.08 ± 0 . 4 
30.-32. PLUTO 3.8 ±0 .2 ± 0 . 4 
33.-36. CELLO 3.89 ± 0.13 ± 0 . 5 
33.-36. Mark J 3.76 ± 0.08 ± 0.4 
29. MAC 4.1 ± 0.05 ± 0.3 

Tabic 7. R measurements from other experiments 



Whereas R is such a potentially good quantitative test of QCD and of weak interaction 

theories, it is worthwhile to consider whether the systematic errors in the measurement can be 

reduced to the level where a meaningful test of these theories can be made. This of course 

assumes that enough data can be accumulated so that the statistical error is sufficiently small. 

The largest contribution to the uncertainty is from the detection efficiency and background 

calculations. Since one-photon annihilation events hive the property that the produced energy 

is the center of mass energy, in principle the optimum strategy would be to measure total energy 

over as large a solid angle as practical. Whereas solenoidal spectrometers such as the Mark n have 

limited momentum resolution at small angles, a calorimeter based detector such as MAC [57] may 

give better results. However, backgrounds from two photon and beam gas interactions increase 

dramatically at small angles, so that some overlap in the energy distributions of the two processes 

is inevitable given the finite resolution of any detector. Since the background events have a 

large net longitudinal momentum compared to 1-photon annihilation events, this may be used to 

separate these classes of events. Since the resolution of calorimeters is inversely proportional 

to y/E, they would cot oHer much advantage at lower energies as far as this measurement 

is concerned. Thus at low energies, there will inevitably be significant beam-gas background, 

which however could be estimated from extensive separated beam running. Tau events are also a 

significant background in this energy region; a precise subtraction would require more information 

about the decay branching ratios, particularly for the muiti-pion modes. 

The luminosity measurement is already nearly limited by calculation of higher order correc­

tions to the Bhabha cross section. In an experiment with better momentum resolution and a 

thinner beam pipe, such that corrections due to final state radiation and external photon con­

version are small, the uncertainty would be almost entirely in the calculation. Note however that 

calorimeter based detectors which do not measure well the momentum and acoUincarity cannot 



determine radiative corrections as well, limiting the precision on the luminosity measurement. 

For radiative corrections to hadron production, measurements of hadronic event properties 

and relative cross sections at intermediate energies preferably with the same detector, would 

remove most of the experimental uncertainty in these corrections at PEP energies. The situation 

is much worse for the SPEAR energies, due to the *he complicated structure in the 4 GeV region. 

This is especially difficult since determination of the structure requires assumptions about the 

cross section in the absence of radiation, which of couse cannot be directly measured. However 

there are still higher order and final state radiative corrections which are difficult to estimate. 

So while some experimental improvements are possible, uncertainties in QED corrections at 

the level of a few percent could still partially obscure QCD and weak effects. And as discussed 

in Chapter 1, uncertainties in the weak mixing angle 8W make QCD tests difficult for •/$ > 45 

GeV. 

§7.2 Results for sfe 

The results obtained for 5 gf- are displayed in Figure 39 and summarized in Table 8. Systematic 

errors are estimated to be ±6% for low j rising to ± IQ% at high x dne to uncertainties in the 

model at low energies, and in the tracking efficiency and momentum resolution effects at 29 GeV. 

The low energy data He somewhat below the Mark I measurements, at the edge of the quoted sys­

tematic errors. This difference is believed to have two origins. First, the detection efficiency 

as a function of x was computed using the "jet" model, which gave a lower efficiency and 

thus a higher cross section. However in Chapter 5 it was shown that the Feyntuan Field 

model gave a better description of the data as far as this measurement is concerned. Also, the 

decay modes of the tau Icpton are better established allowing a proper estimate of this back­

ground. 
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A cross check on the results may be made by comparing the integral or the distributions to 

the mean multiplicity obtained from the unfold (No unfold is dose ai, 29 GcV as considerable 

Monte Curio statistics would be required). In particular, the following relation should hold: 

iwd>R J dx 

Results for this comparison are shown in Table 9, the agreement is good. 

The 29 GeV data lie significantly above the low energy data for z < 0.2, and significantly 

below them for x > 0.2, the difference being well outside the estimated relating systematic errors. 

This is seen more clearly in Figure 40 which shows i$5 versus t tot several regions is x. The 

difference between the high and low energy data is almost i factor of two for the largest z regions, 

figure 41 plots £jjj. This ratio is plotted to remove systematic errors in normalization ind to 

compensate for changes in total hadron production due to the b quark threshold. This experiment 

is thus seen to be in good agreement with similar measurements made using the TASSO detector 

[58] when normalization diUcrenees are accounted for. 

The magnitude of the scaling violation is larger than the QCD predictions discussed in 

Chapter 1. However those predictions ore for the primary produced hadrons, whereas this 

experiment measures the decay products of short lived vector, charm, and bottom particles. To 

estimate the effect of gluon emission, Monte Carlo distributions generated for -/s = 29. GeV with 

the program discussed in Chapter 5 for all events and for events with no gluons are compared. 

For reasonable values of A, the difference between the two curves is only ~ 25% at z — 0.7, aiso 

not sufficient to account for the entire scale breaking. The effect is even in fact exagerated in this 

model due to the discontinuity between events with and events without gluons. Other possible 

contributions are now considered. 

For events where c and b quarks are produced, because only the decay products of the leading 
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^.5 (GcV) dfe/fc < ATr/, > 
3.2 (JeV 
G..5 OcV 

5.0 ± . 1 
5.7 ± . i 

5.2 ± . 1 
5.S±.1 

Table 9. Integrated x distributions compared to mean multiplicities. 
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c or b particles arc detected, the momentum distribution will be softer than that of the primary 

hadrons. IIOWCYCP, as s is increased, the decay products are boosted along the initial quark 

direction, actually giving a rise in the cross section at large x for these events, in the opposite 

dircctioD. from the observed non-scaling effect. Figure 5 shows # ^ versus s for events with a 

primary charm quark, which shows this rise. Thus charm production is unlikely to be the cause 

of the large observed scale breaking at high x. However since the SPEAJR data He below b quark 

threshold, b production could contribute to the scale breaking observed over the energy range 

of this experiment. Figure 6 shows Monte Carlo distributions of £ ^ versus x at </$ = 29. 

GeV for all events, and for events where the primary quark is not a b quark. A flat splitting 

function for the b quark was assumed. There is about a 5% difference between these two curves 

at x = 0.8, this could be more or less depending on the actual b quark splitting function. 

Non-perturbative effects could also contribute to the observed scaling violation, especially 

since at the SPEAR energies particle masses are not necessarily negligible. The rise in charged 

multiplicity over this range is much steeper than the logarithmic rise expected from the m-rease in 

available longitudinal phase space [6]. As one way of examining this possibility, the s dependence 

of the Feynman-Ficld model is examined. With the parameters fixed at the values used to Jit 

the low energy data, this model appears to approximately scale for x > Q.4, as shown in Figure 

7. However there arc significant cfl'ects beiow x == 0.3, where at the low energies, particle rest 

raasres are not negligible. Note most of the rise in charged multiplicity with s is for x < 0.1. 

An increase in vector particle production which is likely as the available phase space increase-, 

would cause scale breaking, since only the resonance decay products are observed. The previous 

figure also shows jj^JX. a t ^/J = 29. GeV assuming a vector fraction of 0.5. As the vector 

fraction is increased to 0.5, differences of ~25/5 are seen for x = 0.7. Thus it is likely that the 

large scaling violation observed in this experiment receives contributions from non-perturbative 

effects as well as gluon emission. Given how well QCD describes the jet properties of the data, 
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it is oatural to question the effect of these non-perturbative effects on that analysis. However, it 

has becu shown [7] in the determination of a , from jet properties that a, is not very sensitive 

to fine details of the fragmentation process (or the exac parameters used in the Monte Carlo). 

In conclusion, we have determined the ratio R over a wide energy range with better precision 

than previous measurements. The results obtained are consistent with production of the standard 

u, d, s, c, and b (above threshold) quarks. Further work will be required, however, to mate 

more detailed quantitative tests of QCD and weak interaction theories. Also, considerable scale 

breaking, in the direction predicted by QCD, has been observed in the inclusive distributions 

over this energy range. Again, further measurements will be required to determine the fall origin 

of this behavior, and to quantitatively test QCD. 



102 

REFERENCES 

1. J. Sicgrist et al., SLAC-PUB-2831, Submitted to Physical Review D; 

J. Sicgrist, SLAC-225, Ph£>. Thesis (unpublished). 

2. G. Zweig, CER.\-TE-401,402 (1964), unpublished; 

M. Gell-Mann, Phys. Lett, a, 214 (1964). 

3. S. Glashow et al., Pkys. Rev. m , 1285 (1970). 

4. J.E. Augustin et a/., Phys. Rev. Lett 33,1406 (1974); 

J.J. Aube-t ct a/., Phys. Rev. Lett. 32, 1404 (1974); 

G.S. Abrams et ai., Phys. Rev. Lett. 33,1453 (1974). 

5. S.W. Bcrb et a/., Phys. Rev. Lett. 22, 252 (1977); 

W.R. Innes et ul., Phys. Rev. Lett. 29, >240 (1977). 

6. G. Hanson et al., Phys. Rev. Lett. 35, 16B9 (1975); 

G. Hanson et aj., SLAC-PUB-2855, Submitted to Physicd Review D. 

7. S.D. Drcll and T.-M. Yan, Phys. Rev. 181 2159 (19G9); 

S.D. Drcll and T.-M. Yan, Phys. Rev. D_L 1617 (1970); 

R.P. Feynman, Photon-IIndron Interactions. W.A. Benjamin (1972). 

8. J.D. Bjorkcn, Phys. Rev. 179, 1547 (1969). 

9. J. Sicgrist ct al., SLAC-PUB-2831, Submitted to Physical Review D; 

J. Sicgrist, SLAC-225, PhX>. Thesis (unpublished). 

10. C. Bouchiat ct ai., Phys. Lett. 38B, 519 (1972); 

D.J. Gross and R. Jackiw, Phys. Rev. DJj, 477 (1972); 



103 

G. 't noott, Nucl. Phys. D35, 167 (1971). 

11. S. Weinberg, Phys. Rev. E12. 974 (1976); 

L. Susskind, Phys. Rev. Lett. 19, 2619 (1979); 

S. Diinopoulos, Nucl. Phys. B168. 69 (1979). 

12. S.L. Adlcr, Lectures on Elementary'Particles and Qnantnm Field Theory, 

MIT Press (1971). 

13. D.J. Gross et ai., Phys. Rev. Lett. 30, 1343 (1973); 

H.D. PoUUer, Phys. Rev. Lett. 30,1346 (1973). 

14. R. Brandclik et a/., Phys. Lett. 86B, 243 (1979); 

Ch. Bcrger et al., Phys. Lett. 8JSH, 418 (1979); 

D.P. Barber et ai., Phys. Rev. Lett. 43, 830 (1979); 

W. Bartel et a/., DESY Report 79/80 (1980). 

15. T. Appelquist and II.D. Politzer, Phys. Rev. D12, 1404 (1973). 

16. W. Celmastor and R.J. Gonsalves, Phys. Rev. Lett. 44, 56Q (1979); 

V.G. Chctyrkin, AX. Kataev, and F.V. Tkachev, Phys. Lett. 85B, 27T (1979); 

M. Dine and J. Sapirstein, Phys. Rev. Lett. 43, 668 (1979). 

17. W. Celrnaster and D. Sivors, Phys. Rev. D2S, 227 (1981); 

P.M. Stevenson, Phys. Lett. 100B. 61 (1981). 

18. T.D. Gottschalk, Phys. Lett. 10nB, 331 (1982); 

R.K. Ellis, DA. Ross, A.E. Tarrano, CALTECH Report 68-785 (1980); 

K. Fabricius et a/., Z. Phys. C J i 315 (1982); 

Z. Kunzt, Phys. Lett. 99B, 429 (1981); 



104 

A. All, DESY Report 81/59 (1981). 

19. J. Jcrsik, E. Laermann and P.M. Zerwas, Phys. Lett. 98B. 363 (1981); 

J. Ellis and M.K. Galliard, CERN 76-18, (1976). 

20. C.Y Prescott et a/., Pliys. Lett. I7B, 347 (1978); 

C.Y. Prcscott et a]., Phys. Lett. SJg, 524 (1979); 

Winter, Proc. or the 1979 Symposium on Lepton and Photon Interactions 

at ffigh Energies, Fermilab 371 (1979). 

21. G. Altarclli et al., Nucl. Phys. B160. 301 (1979); 

R. Baier H a/., Z. Phys. C2, 339 (1979); 

W.R. Frazcr and J.F. Gunion, Phys. Rev. Q20, 147 (1978); 

J.F. Owens, Phys. Lett. 76B, 85 (1978); 

T. Uematsu, Phys. Lett. ISS, 97 (1978). 

22. R. Barer et al., Z. Pbys. £2,265(1979). 

23. A. Backer, DESY-F33-77/03, PhJ5. Thesis (unpublished); 

R. Brandclik et a/., Phys. Lett. g7& 358 (1978). 

24. R. Brandelik et a)., Phys. Lett. S3JJ, 261 (1980); 

R. Brandclik et a/., Phys. Lett. S9B, 418 (1980). 

25. R.H. Schindlcr, SLAC-219, Ph.D. Thesis (unpublished). 

26. J-A. Kadyk, PEP-03C2, (1980). 

27. W. Davics-White et ai., Nucl. Instrum. Methods 160, 227 (1979). 

28. J.E. Grund ct al., IEEE Trans. Nuclear Science NS-27, 599, 1980. 



105. 

29. G.S. Abrams ct al, IEEE Trans. Nuclear Science, NS-25, 309, (1978); 

G.S. Abrams et a/., IEEE Trans. Nuclear Science, NS-27, 59, (1980). 

30. n. Brafman ct al., IEEE Trans. Nu.-Iear Science, NS-25, G92, (1978); 

T. ffimel, SLAC-223, Ph.D. Thesis (unpublished). 

31. R.II. Schindlcr, SLAC-219, Ph.D. Thesis (unpublished) and references therein. 

32. C A Blocker, LBL-10S01, Ph.D. Thesis (unpublished). 

33. The acoplanarity angle is defined to be 180° - the angle between the tracks in the plane 

perpendicular to the beam axis. 

34. A track was considered an electron if its associated energy deposition in the Liquid Argon 

system exceeded half its momentum. Tracks with x > 0.7 not within the LA detection 

volume were considered electrons. 

35. C A Blocker ot al., SLAC-PUB-2929, To be Submitted to Physical Review D. 

36. G. Hanson et al., Phys. Rev. Lett. 25, 1609 (1975). 

37. This model is described in detail in S. Cooper, LBL-11322, PhD. Thesis. 

38. S. Cooper, LBL-11322, Ph.D. Thesis (unpublished). 

39. R.D. Field and R.P. Fcynman, Nucl. Phys. B136. 1 (1978). 

40. M. Suiulci, Phys. Lett. 71B, 139 (1977); 

J.D. Bjorkcn, Pbys. Rev. O H 171 (1978). 

41. J.M. Yclton et al., SLAC-PUB-2926, Submitted to Physical Review Letters. 

42. A Ali et al., Phys. Lett. 22)3, 155 (1980). 



106 

43. The thrust is dcflocd to be T = £ i Pi,,/ 52t\Pi\ where Pr., is the momentum component 

along an axis (the "thrust" axis) so that T is maximized. 

E. Farm, Phys. Rev. Lett. 39, 1587 (1977). 

44. Whereas at least two particles are generated for each gluon, no matter how soft, the 

genreatcd momentum and multiplicity will in fact be slightly affected by this cutoff. 

45. Altnrelli and Parisi, Phys. Lett. SQE, 100 (1977). 

The computed efficiencies arc not very sensitive to the choice of the splitting function. 

46. This analysis has not attempted to determine a,. 

47. R.H. Schindkr, SLAC-PUB-219, Ph.D. Thesis (unpublished). 

48. B. Andcrsson et at., Nucl. Pbys. B197. 45 (1982); 

B. Anderssoj et al., Z. Pbya. ££, 235 (1980). 

49. G. Bonneau and F. Martin, Nucl. Phys. B27,381 (1971); 

FA. Bercnds and R. Kloiss, Nucl. Phys. BITS, 141 (1981). 

50. FA. Bercnds and R. IOciss, ibid. 

51. E. Laermann et al., SLAC-PUB-2901, Submitted to Nuclear Physics B. 

52. FA. Borcnds and R. Kleiss, Nucl. Phys. B177. 237 (1981). 

53. CA. Blocker ct a/., SLAC-PUB-2929, to be Submitted to Physical Review D. 

54. R. Braiublik et al., Phys. Lett. 88B, 199 (1979); 

W. Bartcl ct al., Phys. Lett. 29B, 136 (1979); 

H.J. Bohrond ci al., DESY Report 81/29, Submitted to Physics Letters; 

D.P. Barber et al., Phys. Rev. Lett. M, 1722 (1980). 



tor 
35. W. Battel ot al., Phys. Lett. 101B. 3G1 (1981); 

D.P. Barber ct a/., Phys. Rev. Lett. iS, 1663 (1981). 

56. R. Brandciik et a/., DESY Report 82/10, Submitted to Physics Letters; 

VV.T. Ford et al., SLAC-PL'B-2921; 

J-F. Grivaz, in Proceedings of the XVI Recontre de Moriond (1981). 

57. PEP proposal PEP-6. 

58. R. Brandciik et aJ., DESY Report 82/13, Submitted to Physics Letters. 

59. R.P. Fcynman, Phys. ROT. Lett. 23, 1415 (1969). 

60. J. Freeman, Wisconsin PhJJ. Thesis (1981). 


