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THE GEOMETRIC PHASE IN QUANTUM PHYSICS*

A. BOHM

The Physics Department

The University of Tezas
Austin, Texas 78712-1081, USA

1. Introduction

The geometrical phase has been ignored in quantum physics for half a century. It
had not been forgotten, but it had been shown by V. Fock in 1928 that the extra phase
factor which occurs for time-dependent Hamiltonians can be chosen to unity. Though
Fock's proof was limited to non-cyclic evolution, this phase choice was generally used
until around 1980 when, Mead et al. and Berry reconsidered cyclic evolutions.

Cyclic evolutions can occur if one considers a quantum physical system in a peri-
odically changing environment. This environment can be classical (magnetic moment
in a precessing external magnetic field) or quantal ( a fast moving electron in the slowly
changing quantal environment given by the collective motion of the molecule as a whole).
The importance of the quantum geometric phase and the gauge potential connected with
it was discovered in 1978 in molecular physics by Mead et al®) based upon some earlier
observations by Herzberg and Longuet-Higgins.?) The motion of the molecule is natu-
rally divided into two “parts”, the fast motion of the electrons and the slow collective
vibrations and rotations of the molecule as a whole.?) In the past this problem was
treated in the following way: One first investigated the motion of the fast variables
considering the slow variables as fized parameters. After the dynamics of the fast vari-
ables has been solved for all values of these fixed parameters, one turns to the dynamics
of the slow variables. In this treatment the division into the slow and the fast mov-
ing parts is trivial. These are the ideas that underly the molecular Born-Oppenheimer
approximation.® If one does not consider the nuclear coordinates R as fixed parameters
but as quantum observables whose (eigen)-values change (e.g. rotate) in time, then the
gauge potential emerges naturally from the Born-Oppenheimer method.?)

Conceptually simpler is the discussion of Hamiltonians which depend upon slowly
changing parameters. This was done in 1983 in a beautiful paper by M.V. Berry®) for
any quantum system in a slowly changing (“adiabatic”) classical environment. Inde-
pendently he arrived at the same (“Berry”) gauge potentials and (“Berry”) phase that
were derived from the Born-Oppenheimer method by Mead.”

It is easy to show in general that exact adiabatic cyclic evolutions do not exist;8) the
Berry phase (and the Berry potential) is only an approximation of the geometric phase
of real cyclic evolutions. This quantum geometric phase was introduced by Anandan
and Aharonov in 1987.9)

The geometric phase has observable consequences in many problems of physics
and chemistry.!® This is one reason why it has become an important subject. But
the geometric phase is also one of the beautiful examples of what Wigner called “the
unreasonable effectiveness of mathematics in natural sciences.” Immediately after Berry

* Lectures at the NATO-ASI on Recent Problems in Mathematical Physics, Salamanca, Spain, June,

1992.
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introduced his phase Simon'?) noticed that it is the holonomy of fibre bundle and that
the gauge potential is the connection of this bundle. And it was this relation to the
beautiful mathematics of fibre bundles which caused the geometric phase to become
a fashion in mathematical physics. When fibre bundles were created and when the
mathematics of the universal classifying bundles was developed, one had no idea that y
this could have anything to do with a quantum mechanical phase factor which could
be measured in an interference experiment. The Stiefel connection of the universal
classifying bundle was the “natural” mathematical object to define. It is incredible that
this mathematical entity is exactly the vector potential whose integral over a closed
path of states gives the Anandan-Aharonov® phase with the Berry”) potential as its
limiting case and that this connection is related to the vector potential which would be
discovered by Mead?® in the molecular structure.

In addition to its usefulness for physical applications and its attractiveness for the
mathematical formulation, the geometric phase also teaches us something new about
the meaning of understanding in science.

Understanding means the separation of complicated physical systems into simpler
subsystems, the parts. In classical physics, separation into parts usually means reduction
to the simpler objects, the constituents. In quantum mechanics the “parts” are described
by subspaces of the Hilbert space!?) though these subspaces do not have to represent
constituents (they may, e.g., represent collective vibrations or rotations as in the Born-
Oppenheimer method).®) The dissection of complicated quantum systems results in the
trivial direct product of the states for the subsystems and the combinaton of two parts is
given by the direct product of the Hilbert spaces for the parts (if the parts are (identical)
particles the many body Hilbert space is the (symmetrized or antisymmetrized) tensor
product of the one-particle Hilbert spaces).

In contrast to this quantum mechanical hypothesis, the geometrical phase — if
it is non-trivial — shows that a part of the complicated physical system is not what
one trivially expects. The fast motion effects the slow moving part and modifies its
dynamics such that the many body Hilbert space is not always the tensor product of
the parts.

In this review we shall discuss only quantum systems in a classical time-dependent
environment. Quantum systems in a changing quantal environment, that appear in the
dissection of complicated quantum systems into their parts are discussed in a number of
publications.?) 3) With a few exceptions!®) they are restricted to molecular physics.'4)

Our presentation in sections 2 and 3 does not make use of differential geometric
notions, like fibre bundles, but it uses some of its nomenclature. Section 2 is restricted
to the adiabatic approximation and discusses the general abelian case. In section 3 we
discuss the standard example in detail but in greater generality than usual. We start
with the adiabatic approximation in section 3.2 and then introduce the geometric phase
for non-adiabatic change of the environment (Anandan-Aharonov phase). * In section
4 we discuss general cyclic (non-adiabatic) evolution. We introduce the mathematics of
fibre bundles and use some of its results to describe the relation between the adiabatic
Berry phase and the geometric phase for general cyclic evolution of a pure state. In this

* Sections 2 and 3 are based on Chapter XXII of the 3rd edition of the book in
reference 14, which contains details of the calculations.
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review we restrict ourselves to the abelian, U (1)

phase. These results generalize in a

straightforward way®) to states with A/-fold degeneracy (using a U(N) phase!®). Some
features of these concepts also extend to cyclic evolutions of states described by density

operators.!6)

"
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2. Quantal Phase Factors for Adiabatic Changes

The observables of a quantum system which is not isolated from its environment
are described by operators that depend upon parameters R = (z,y...). We assume
that the parameter space is a differentiable manifold and the observables, in particular
the Hamiltonian h(R), are nice (continuous, infinitely differentiable) and single-valued
functions on the parameter space M. These parameters R (which we also write as R
if we want to suggest that it is a three-vector) describe the classical environment in
which the quantum physical system is immersed. If the physical system is in a quantal
environment then the parameters are (generalized) eigenvalues of the observables of
the quantal environment (like e.g. the position operator of the internuclear axis of a
diatomic molecule).

An example of a quantum physical system whose Hamiltonian depends upon en-
vironmental parameters is a (quantum) magnetic moment m in a rotating (classical)
magnetic fieid B of constant magnitude B = |B|. The parameter dependent Hamilto-
nian is giver according to (IX.3.1)%) by

H=Ho-—m'B=Ho-—Bg—2-——-RJ H0+bRJ (2.1)
Here Hj is the Hamiltonian without the magnetic field, which we shall ignore. The
quantum system’s magnetic moment is given in terms of its angular momentum operator
J according to (IX.3.18)1) by

e
=+4+-—2ygld 2.2

R(t) = B/B is the unit vector pointing in the direction of the magnetic ﬁeld, and
b = —Bg(5m
h(R) = bR - J and the pa.ra.rneter space of the environment is the unit sphere {R; |R|
1}. We can use as the parameters the polar angles R = (6, ¢) of the unit vectors R.

The evolution of states of the quantum system in the external environment is
described by the Schrédinger equation

dy(t
i—'f’i%—) R(R)B(E) (2.30)
(if the state is pure and described by a vector ¥(t), and for general states described by
the statistical operator W(t) the evolution is given by the Schrédinger-von Neumann
equation

ii%’titl = [R(R), W(2)] (2.3b)

This is the generalization of a basic postulate of quantum mechanics for conservative
systems.?) The evolution of states of the non-conservative system is determined by the
dynamical equation (2.3) and by the environmental process, i.e., by the way in which
the environmental parameters R change. For a given physical situation, the way in
which the parameters change, i.e., the path in the environment’s parameter space, must
be specified. In specifying the environmental process it is usually convenient to give
the environmental parameters a time parameterization R(t) = (z(t),y(t),---). One
then obtains from A(R) a time-dependent Hamiltonian h(t) = h(R(t)). In our example
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(2.1) the environmental processes are described by how the direction R of the magnetic
field changes. The direction of the magnetic field may change periodically; e.g., it may
perform rotations in the 1-2 plane with angular velocity w, R(t) = e; coswt — es sinwt,
or it may run through other closed paths C in the parameter space. In this case the
Hamiltonian h(t) = h(R(t)) returns to its original form as time progresses from t = 0
to the period t =T = 27 /w.

We postulate that the space of physical states does not only contain the solutions
of (2.3) for one given fixed value of the parameter R or for one given environmental
process t — R(t) but for all values R € parameter space M. This means that there
is one space of physical states H for all values of R. For any given value of R, one
may choose an orthonormal basis of eigenvectors |n; R) of the parameter dependent
Hamiltonian h(R),*

A(R)|n R) = En(R)|n; R),

2.4
(m; R|n;R) = bm,n, (24)

and write the Hamiltonian according to its spectral resolution (1.4.10d):!)
h(R) = ZE )|n; R)(n; R]. (2.5)

Given any environmental process along with a time parameterization R(t) one obtains
from the parameter dependent Hamiltonian A(R) in (2.5) a time-dependent Hamiltonian
h(t) = h(R(t)) along with its spectral resolution (of 1.4.10d):

h(R()) = D En(R(t))|n; R(£))(m; R(t)|- (2:6)

The projection operators

An(R(2)) = In; R(8))(n; R(2)]

change in general with time.

We have assumed that the observables are single-valued as functions of R over the
whole parameter space of the environment. Single-valuedness of the observables means
that if the same value of R occurs more than once (i.e., at different times) during a
process, then the observables are the same at each occurence. In particular, if the
environmental process is closed, i.e., if the environmental parameters R(t) traverse a
closed path C and return, after some period T, to their original values,

C: R(0) — R(t) — R(T) = R(0), (2.7)

* We assume here, for simplicity, that the spectrum of h(R) is discrete. If in addition to A(R)) other
observables A;(R), i =1,--+, N — 1 are needed to form a c.s.c.o. for any given value of R, then
their eigenvalues a; (R) will also be needed to label the basis vectors [n; R) = |n,ay,- - ,an-1; R).
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then the Hamiltonian and also its eigenvalues and projection operators, which are
uniquely defined by (2.5), are the same at R(T) as they are at R(0):

h(R(T)) = h(R(0)), (2.8)
En(R(T)) = En(R(0)), (2.9)
[n; R(T)) {n; R(T)| = |n; R(0)){n; R(0)}. (2.10)

Though the observables are single-valued functions of R the basis vectors |n; R) them-
selves will in general not be single-valued functions of R over the whole parameter
space. Usually it is necessary to use different parameterization over different patches of
the parameter space. For the example A(R) = bR(6, p) - J this means that the vectors
in, R(6, ¢)) are different functions of the polar angles (6, ¢) for different patches of the
unit sphere, as explained in detail in section 3, (cf. equations (3.11) and (3.19)). Thus
in general (2.10) will not imply

In; R(T)) = |n; R(0)) for R(T)=R(0) (2.11)
but only

In; R(T)) = €%~ |n; R(0)) for R(T) = R(0) (2.11aq)

where €' is a phase factor, because the |n;R) are determined by (2.4) only up to
a phase factor. We can define a new system of eigenvector |n; R) by making phase
transformations (also called gauge transformations as shall be explained below),

IR)  —  [mR) =e“"®n;R), (2.12)

where the (,,(R) are arbitrary real phase angles. Any such basis constitutes just as valid
a basis of eigenvectors of the Hamiltonian as the |n;R).

We will restric: ourselves to transformations for which the phase factors e¥$»(R(t)
are single-valued functions. Only these are called gauge transformations.

In general, if we go from one patch O;,C M of the parameter space into a neigh-
boring patch Oy C M with a different parameterization, then eigenvectors of h(R) in
the overlap region R € O; [ O, are related by the gauge transformation (2.12). We will
assume however that the closed path C of (2.7) can always be placed into one single
patch O € M and the basis vectors can be chosen to be single-valued functions. We
shall then choose for the basis vectors single-valued functions over parameter space so
that (2.11) is fulfilled. The gauge transformation (2.12) will transform single-valued
basis vectors into vectors which are also single valued.

So far we considered the observables (the |n;R(t)) are also observables), which
change in time due to the change of the environmental parameters. We now want to
consider the states W(t), or the pure states |¢(t))(¥(t)| (which can also be described
by the state vector ¥(t)). The states evolve in time due to the Schrédinger or von
Neumann equation (2.3).

The time evolution can also be described by an operator U (t) (which is unitary
du: to the hermiticity of A(R(t)) = h(t))

¥(t) = Ut(t)%(0), (2.13)
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which fulfills as a consequence of (2.3) the integral equation

Utt) =1 - /t h(EYUT(t")dt'. (2.14)
0

An expression for U*(t) in terms of h(t) is then given by successively substituting the
right-hand side of (2.14) for the U'(t) that appears in the integrand:

t 1 ¢ / ’ 1\2 t / d " ! INTTT 40!
U(t)=1+;/odth(t)+(7) /Odt/o dt"h(t ("YU (&)
1 [ 1\2 [t t
=I+= / d'h(t') + (<) / at’ / dt"h(t")h(t") + - -- (2.15)
v Jo [ 0 0

+ (%)H/OtdtIAtI dtg---/ot"_ldtnh(tl)h(tg)---h(tn)+---.

Note that the operators appearing in the integrands have decreasing time arguments
reading from left to right, t > ¢/ > ¢ >0; t > t; >ty > ... > tn > 0, and that their
order is important since they do not in general commute:

[h(t), R(t')] # 0 for ¢/ # t. (2.16)

For the case that h(t) commutes at different times,

[h(t),h(t)] =0 for all ¢,¢/, (2.17)
the order of the operators in (2.15) is not important and it can be shown (Problem 2.1)*
=3} 1 1\ n t t t dt' (¢’
AOESY H(?) /0 dt; ... /0 dtah(ty). . h(ts) = et Jo 2B, (2.18)
n=0

According to (II.4.45a),)) (2.17) means that the projection operators
An(R(t)) = |n; R(t))(n; R(¢)| commute:

[An(R(1)),An(R(t"))]=0  forall n,n and ¢, t'. (2.19)

Together with the assumed continuity of the An(R(t)) this means that the projection
operators and eigenspaces of h(t) are in fact time-independent wita only the eigen-
values E,(t) depending upon time. The projection operators may then be written as
An(R(t)) = An = |n)(n| with time-independent vectors |n). The resulting spectral res-
olution (2.6) of h(t) may then be used in (2.18) to give the following spectral resolution
of UT(t):

Uhe) = 3o et o 4 E Oy ). (20)

* Problem 2.1. Show that (2.18) is obtained from (2.15) if (2.17) holds (cf. e.g. reference 3).
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(If the eigenvalues are also independent of time, i.e., if the Hamiltonian is time-indepen-
dent, h(t) = h, then (2.19) goes into the standard expression for conservative systems
(XIL1.16)V Ut(t) = etth). But for general time-dependent Hamiltonians, if (2.16)
holds, (2.14) cannot be integrated. (Formally one obtains the time-ordered product of
the expression on the right-hand side of (2.18)%) but this is not of much practical value).

We now solve (2.3) under various approximations. We use the initial condition that
at t = 0 the state is an eigenstate of h(R(0)) with energy E,(R(0)) which means

[¥(0)(0)] = In; R(0))(n; R(0)]  or  %(0) = |n; R(0)) (2.21)

The second form of this initial condition follows after fixing an arbitrary phase factor
to unity. First we consider R = “fixed” parameter (This is the assumption that has
been used for the old Born-Oppenheimer approximation in molecular physics). Then
the solution of (2.3) with (2.21) is

h(t) = e EnBtin: Ry = e=1En(R)ty () (2.22)

Essentially the same result we obtain if R(t) changes, but only in such a way that (2.17)
is fulfilled. Then (2.20) with the initial condition (2.21) gives immediately:

YD) = &7 o W E RN, () = o7 Ui ¢ ERRO) ) (2.23)

We now consider the less drastic assumption, called the adiabatic approximation.4 For
a Hamiltonian h(R(t)) whose parameter change in time the interaction with the en-
vironment can cause the physical system to jump from the n-th eigenstate at t = 0
into all other eigenstates |m, R(t))(m, R(t)|,m # n at a later time ¢. A very particular
situation arises if this is not the case and if the state remains an eigenstate of h(R(t))
at all time ¢ with the same energy quantum number n. This means that [(t)) ((t)]
changes in such a way that at all times ¢

adiabatic

W) BB £ ImRE) (R = A(R(2)) (2.24)

This time-development is called adiabatic time-development. It represents an approxi-
mation not a limiting case. States which do not change in time, i.e. for which

[N W(E)] = [¥(0))((0)]  forallt, (2.25)

are called stationary states. Clearly the solutions (2.22) and (2.23) describe stationary
states:

V() (W (2)| = In; R(0)){n; R(0)| (2.26)

One can show that stationary states of conservative systems are always energy eigen-
states, cf. (XIT.1.41)(XII.1.44).! For general time-dependent Hamiltonians this is not
the case. The ussumption of adiabaticity (2.24) is a generalization of the assumption
that the state is stationary (2.25). Because A,(R(t)) changes in time, the adiabatic
state W (t) = [9(t))(¥(t)| of (2.24) changes in time, whereas the stationary state (2.25)
does not change. The state (2.24) will always be the n-th eigenstate of h(R(t)) but its
eigenvalue E,(R(t)) may change in time; and even if that happens to be not the case
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than |n; R(t))(n; R(t)| can still change. The path t — |9(¢)) (¥(t)| of (2.24) describes a
curve in the set of projection operators |1(t))(1(t)| whereas the path of (2.25) consists
of one point.

The set of one-dimensional projection operators W (t) = |(t))(¥(t)| of the Hilbert
space ‘H is denoted by P(H). It is the projective space of (pure) physical states. The
adiabaticity assumption (2.24) then means that if R(t) traverses through a path in
the parameter space M then the pure state |(t))(%(t)| traverses through a path of
Hamiltonian eigenstates t — A, (R(t)) in P(H). In particular if R(t) traverses through
the closed path C of (2.7) in the parameter space M then because of (2.10) the pure
Hamiltonian eigenstate traverses through a closed path -

adiabatic

C: Aa(R(0) = W(0) = W(t) = W(T) = Aa(R(T)) = An(R(0)) (2.27)

If the eigenprojectors traverse a closed path C in P(H) then the eigenvectors |n; R(t))
traverse a closed path in H

In; R(0)) — In; R(t)) — In; R(T)) = In; R(0)) , (2.28)

because these basis vectors had been chosen to be single-valued functions in the patch
that contained the closed curve C of (2.7).

That W (t) = |¢(t))(¥(t)| traverses a closed path in the state space P(H) does not
necessarily mean that the normalized state vector ¥(i), which fulfills the Schrédinger
equation (2.3) also traverse a closed path in H. In general the path

C : t—=9Pt) 0<t<T ; (¥(©),¥() =1 (2.29)

is not closed in ‘H but fulfills _
Y(T) = e 9(0), (2.30)

For the case of a time-independent Hamiltonian (2.22) or for (2.23), the phase factor is:

emiov = ¢mET  op  gTiav =7 Jo 2 Ene) (2.31)
which is called the dynamical phase factor.

We will instantly show that in case of a time-dependent Hamiltonian h(R(t)) there
is in general an additional phase factor which is called geometric phase for Berry phase
(We shall in general use the term Berry phase for the geometrical phase obtained in
the adiabatic approximation (2.24) only). But before we derive the geometric phase we
want to discuss the meaning of the adiabatic approximation.

The dynamical equation (2.3) and the adiabaticity assumption (2.24) are two sep-
arate conditions on the state |1(¢))(¥(t)| and may, therefore, not be compatible with
each other. This is indeed the case, which can immediately be shown by inserting (2.24)
into (2.3b):

i _ (), W(o)] = HR(), A(RO)] =0 (232

which means that W(t) does not change in time

W(t) = [$@) W)l = [%(0))((0)| = W(0) (2.33)
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This means that any adiabatic evolution (2.24) of a state (which obeys (2.3)) must be
a stationary evolution (2.25) and cannot be a non-trivial cyclic evolution

W(0) — W(t) — W(T) = W(0) (2.34)

for which W (t) changes in time.

It is, of course, not clear that for a given Hamiltonian h(R(t)) there exist at all a
cyclic solution (2.34) of the dynamical equation (2.3). But it is plausible that for a peri-
odic Hamiltonian, i.e. a time-dependent Hamiltonian fulfilling (2.8), there exist some (a
countable set of) cyclic solutions fulfilling (2.34). (In section 3 we shall demonstrate this
statement by an example). However, as we have seen from (2.32), these cyclic solutions

cannnt be Hamiltonian eigenstates A,(R(t)). Exact adiabatic cyclic evolutions do not
adiabatic

exist. The adiabatic equality L in (2.24) can only be an approximation, not a lim-
iting case (except for T — oo when the time-development becomes stationary and the
evoluticn a trivial cyclic evolution (2.25)). Nevertheless we can use the approximation
(2.24) and determine the adiabatic geometrical phase or Berry phase.

To do this we expand y(t) with respect to the basis system |n; R(t)):

B(O) = 3 em®)Imi RW) = Y an(t)et o EEO% mi R gy (2.35)

In the second equality we have separated the dynamical phase of the expansion coeffi-

cients ¢, (). For the special case (2.24) of the adiabatic approximation the expansion
(2.35) becomes

adiabatic

L L)l R() = et o B g yin R(e) (2.36)

»(t)

where because of (2.21)

an(0) =1 (2.21)

This is not an equality but an approximate equality which we indicate by the qualifi-
cation “adiabatic” at the equality sign. Inserting (2.36) into the Schrédinger equation
(2.3) and using (2.4) we obtain after a little calculation

2 6n(t) = dnlt) = ~an(m RO (5 WRE)) (237
This can be integrated:
an(t) dan 3 t . i .
/a = /0 (i R(8)| S Ins ROt (2.38)

and leads with {2.21') to:

,fn(t) i(n;R(2)] ,;%_‘ in;R(t))d R}

an(t) =€ JrO =m0, (2.39)

The coefficients ¢, (t) and a,(t) in (2.36) are phase factors (their absolute value is one),
because 1(t) is obtained from 1(0) of (2.21) by a unitary time-development (2.13) and
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is therefore a normalized vector. This justifies the definition of «n(t) as a real phase
angle by (2.39). Note that v,(t) is only defined up to a multiple of 2.
The phase angle v, (t) is defined in terms of an integral over a vector valued function

A™R) = i(n; R |V|n; R) (2.40)

which is called the Mead-Berry vector potential or the Mead-Berry connection.® It is
defined as the scalar product of the eigenvectors of h(t) and its derivative with respect
to the parameter R, V|n; R). For the definition (2.40) of A(R) one uses single valued
basis vectors only. As a single-valued |n; R) can in general not be found on the whole
parameter space but only on open subsets (patches) the same is true for the A(R). * We
will discuss this problem in detail for the example (2.1) in section 3. Here we will assume
that the curve C lies in one of these patches and that the |n; R) are single-valued. The
integral

t d R(¢) o )
@) = [ i ROIGImRONE = [ il ROl R() R
0 dt R(0) OR}
(2.41)
R(t) R(t) .
- / i(n: R(®)|dn; R(t)) = f AM(R)dR' = / Am
R(0) R(0)
is independent of the parameterization as expressed by the third term of (2.41) as line
integral of a differential along the curve t — R(t).
For the sake of simplicity we have so far pretended that the environmental param-
eter is a three-vector R, then a differential one-form is defined by

0
OR’
where AT are the components of the three-vector (2.40). In general the parameter space
is (assumed to be) a differentiable manifold and R';i = 1,2, ... f; are its arbitrary (local)
coordinates. The differentials dR* are covariant vectors and form a basis dual to the
basis 3-%7 of contravariant vectors and A™ = i(n; R|d|n; R) is a differential one-form
independent of the parameterization.®) The expressions for the phase angle ~,(t) thus
apply also to an f-dimensional parameter space in which case the Berry vector potential
AP is an f-dimensional contravariant vector.

Returning to our calculation of ¥(t) we obtain by inserting (2.39) into (2.36) for
the state vector in the adiabatic approximation with initial condition (2.21):

A™ = i(n; R|—=|n; R")dR' = ATdR' = i(n; R'|d|n; R*), (2.42)

adiabatic

) £ etS Ea) g R()) (2.43)

In addition to the dynamical phase factor (2.31) one obtains thus the phase factor e*7~(*)
given in terms of the eigenvectors of h(R(t)) by (2.41).

According to (2.12) the |n; R(t)) are only determined up to a phase factor. Thus,
the additional phase factor in (2.43) can be transformed away by a phase transformation.

* It is, therefore, also called a local representative of the Mead-Berry connection.
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From the requirement that the (eigen)vectors 1 (t) have the least possible oscillatory be-
havior, ||d—'/;§9|| = min, Fock”) derived in 1928 the condition (n; tl%ln; t) = 0 which —
according to (2.41) — leads to the phase choice of unity for this extra phase factor.
Though Fock did not consider cyclic time change as in (2.7) or (2.27), (2.34) his phase
choice was universally accepted, and the extra phase factor was ignored for half a cen-
tury. In the following we shall first show how <, can be eliminated and then discuss
that it can in general not be eliminated for cyclic processes.

From the definition (2.40) it follows that under a gauge tranformation (2.12) the
Berry vector potential transforms like:

A™(R) — A"™(R) = i(n; R|'(V|n, R)")
=i (n, Rle" %R (7 ¢~ (B)|n; R))
= i (n; R|V|n; R) + i e~ %n(R) (7 ¢¥n(R))
or
A™(R) — A™(R) = A™(R) — V¢a(R). (2.44)

R(t) R(t)
n(t) = / A™(R)dR — AT (R)dR = vn(t) = (n(R(2)) + Ga(R(0)) = vn (1)
R(0) R(0) (2.45)

We shall now do the calculations that led to (2.43) using the |n; R)’ in place of the
In; R). Then we obtain (2.43) with the primed quantities on the right hand side. Then
using (2.12) we obtain for the primed quantities:

eiv’n(t)|n, R@)) = ei'r'»(t)eicn(R(t))ln; R(%)).

If (o (R(t)) is an arbitrary single-valued function modulo 27 we can choose it such that
the phase factor e~ (8)e¥n(R(t)) becomes unity and we obtain in place of (2.43):

w(t) = e o BV 1 Ry (2.46)

This also fulfills the initial condition (2.21). Since |n, R)’ is as valid a basis system
(fulfilling (2.4)) as is |n, R), we can use it and thus describe the time-developement of
the state vector by (2.46) with the dynamical phase factor only. This is Fock’s result.”
The above arguments made use of the fact that (,(R(t)) was arbitrary. If after
some period T the environmental parameters return to their original value as for the
closed path C (2.7), then one cannot choose {,(R(T')) freely to remove v,(T).
Since e¥%~(R) is a single-valued function of R we must have for R(T) = R(0)

e“n(B(T)) = ¢4n(RO)  or (. (R(T)) = ¢a(R(0)) + 27 - integer. (2.47)
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Therefore according to (2.45)

Yn(T) — YL (T) = f A"™(R)dR = v,(T) — 27 - integer

c (2.48)

= f A™(R)dR - 27 - integer
C

Thus v»(T)— which is only defined modulo 27— is an invariant of the gauge transfor-
mation (2.12) and can therefore not be removed. We therefore have

. rT .
YT) = e~ o #EO+ D, per) (2.49)
with the v, (T) given by the loop integral over the closed path C of (2.7):

M (C) =4(T) = f i(%; R| i.-ln; R)dR! =f A"(R)dR. modulo 27 . (2.50)
c OR: c

If we insert the initial condition (2.21) and (2.11) into (2.49) we obtain

Y(T)=e"" Iy 4tEn (1) gi1a(C)y(0). (2.51)

The phase angle v, (T) is called the Berry phase angle, e™(T) is called the Berry phase
factor.

We have shown that for a closed path the extra phase factor cannot be transformed
away. This does not mean that 4,(C) could not be zero. Indeed this will turn out to
be the case for many Hamiltonians h(R). In this case the vector potential A™(R) need
not be zero but will be trivial, which means given by

A™(R) = V((R) = —ie (R gek(R), (2.52)

where ((R) is a well-defined function of R. Then, according to (2.44), it can be trans-
formed to zero by the gauge transformation with e~*(R), The cases that we are inter-
ested in are those for which the Berry phase is different from zero. The Hamiltonian
(2.1) is such a case, as we shall discuss in detail in the next section.

From (2.44) we see that the Berry vector potential transforms under the phase
transformation (2.12) like the vector potential of electrodynamics transforms under a
gauge transformation. The set of phase factors e*~(") form the group U(1), they are
continuous, differentiable, single-valued functions of the parameters R. We therefore
have here a gauge theory with gauge group U(1) and gauge potential A™(R). This is
the reason for which we call the phase transformation (2.12) a U(1)-gauge transforma-
tion. Whereas A™(R) is not an invariant with respect to a gauge transformation but
transforms like (2.44), the Berry phase is gauge invariant. Precisely, the phase factor
e'™(T) is U(1) gauge invariant and the phase angle v,(T") modulo 27 is U(1) gauge
invariant (it is only defined modulo 27). If the parameter space is three-dimensional
and the parameter R = R is the three-dimensional coordinate vector then we have
complete analogy with the electromagnetic theory. However, the physical meaning of
these quantities is different, because the gauge potential (2.40) is defined in terms of
the eigenvectors of the Hamiltonian and has nothing to do with electromagnetism. For

eI
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an f-dimensional parameter space we have again a U(1)-gauge theory, but the gauge
transformations and gauge potentials now depend upon an f-dimensional parameter R
and the A;(R); i =1,2,... f, consist of f components. It is called a U(1) gauge theory
over an f-dimensional base (= parameter) space.

In analogy to electrodynamics we can define a gauge field

o} 0

Fi= 6R"A? - 8R1A? ,5=12,... f; (2.53a)
or (if R is a 3-vector),
F'=VAA" (2.53b)
The corresponding 2-form is:
F" = dA™ = 6—A3'.1dR* AdRi = ~FMdR A dRY. (2.53c)
OR? 2°Y

This gauge field F™ with A™ given by (2.42) is also called Berry curvature. From (2.44)
it follows immediately that the gauge field - like in every abelian gauge theory - is gauge
invariant:

F" « Fm" =V AA" =F" (2.54)

In formula (2.50) Stokes’ theorem may be used to convert the line integral over the closed
path C in the environments parameter space into a surface integal over any surface S
enclosed by the path C. For 3-dimensional R this is:

(T = }i A"(R)dR = // dS(VAA™) mod 2, (2.55)
S

and for an f-dimensional parameter space
7,.(T)=f i (n; R| =2 ln;R>dR*=j{ e =/ dA"=//F" mod 2r. (2.55)

S is the surface that subtends C and dS denotes the surface element in parameter space.
The direction of dS is normal to the surface S and the line element dR of C is traversed
in the right-hand sense with respect to the normal.

Using (2.42) in (2.55’) we can express v,(7T') also in the form

y(T) = // e / d(i(n; Rld|n; R)) mod 2, (2.56)
S

or for the 3-dimensional case

%(T):/] dS-F=/ dSiV A ((n; R|V|n; R)). (2.56')
S
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We have added mod 27 in these equations because n(T) is defined only up to an integer
times 27. In these integrals the Berry curvature is:

F™ =i (d(n; R|) Adn; R) = — Im d (n; R|d|n; R)

—_ 0 . 0 1 J
= —Im(a—R; (n; R|) 57 Im R) dR* A dR? (2.57)
or for the three-dimensional case
F* = - Im(V(n;R|) A V|; R). (2.57)

Equation (2.56") shows that the Berry phase v, (T) is analogous to the magnetic flux of
the electromagnetic theory.

To see how non-trivial phases arise when two energy levels become degenerate for
some values of the parameter, we express the Berry curvature in terms of the eigenvalues
En(R). We continue the calculation of F in (2.57). Inserting the complete basis system

1= |m;R) (m;R] (2.58)

m
we obtain

F" = -Im (V(n; R|)m; R) A (m; R|V|n; R)

= —Im(n; R|V|n; R) A (n; R|V|n; R)
~1Im Y (m;R[V[n, R) A (m; R|V|n; R).

m#n

The first term is zero because (n; R|V|n; R) is purely imaginary. In the second term we
use
1

(m; R|V|n; R) = (m; R|(Vh(R)) |n, R) E,;(R) ) for n#m (2.59)

which can be easily proven (problem 2.2). * Then we obtain

P —tm Y (URUTHR I, B) A iR GAR i B) e
mzn [En(R) — Em(R)]
and the Berry phase angle is given in tems of this quantity:
7a(C) = / / dS F™(modulo 2r) | (2.61)
S

where S is any surface in the parameter space which subtends the closed curve C (we
write this also as C = 8S and call 8S the boundary of S).

The form (2.60) does not contain any phase factor of the basis vectors |m;R).
Whereas (2.40) is only defined for single-valued |n, R) and can therefore be defined only

* Problem 2.2. Show that for the eigenvectors |n; R) defined by (2.4) the relation (2.59) holds.
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on a patch where single-valued |n; R) exist, the formula (2.60) can also be used for an
area where single-valued |n; R) do not exist.

The formula (2.60) also shows that the singularities of F™ occur at those values of
R = Ry where the eigenvalues are degenerate E,(Ry) = E(Rp).

We conclude this part with the following remark: The Berry phase (2.50) has
been calculated with single-valued basis vectors |n; R) fulfilling (2.11). If we use in-

stead vectors fulfilling (2.11a) (which may have their origin in non-single-valued phase
transformations e*»(R(T)) = ginitn (R(0)),

In; R(T)) = e B in; R(T)) = ¥n|n; R(0)))

then there will be again an extra phase factor for ¥(7') which is now given by
B(T) = ™o 4B (@ gitny o)

where 9, (T') is the phase calculated from (2.50) with the |n; R) replaced by the |n; R).
This phase angle; calculated with the non-single-valued basis vectors is not the Berry
phase angle; the Berry phase angle is now given by 9, + ¢,. The Berry phase is thus
only defined by (2.50) if the basis vectors are single valued.

From the above formulas we see that v,(C) is independent of how the closed loop
C is traversed (provided it is such that all our conditions are fufilled, which means for
the case under consideration, that the loop is traversed slowly enough for the adiabatic
approximation (2.24) to hold). The Berry phase angle v, (T') thus does not depend upon
the dynamics of the quantum system or upon the details of the environmental changes.
It only depends upon the path C (with the provision of adiabaticity) and is thus a
quantity determined by the geometry of the parameter space. It is therefore called the
adiabatic geometric phase. Later we will also consider non-adiabatic cyclic evolutions
and shall reserve the name geometric phase for the non-adiabatic generalization of the
Berry phase v,(C).

" . " . L R mo
o . n " " o !
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3. A Spinning Quantum System in an External Magnetic Field
3.1. The Parameterization of the Basis Veciors

In this lecture we will discuss in detail a quantum particle with magnetic moment
m = u,gJ in an external magnetic field, B(t) = BR(t) whose direction R(¢) is chang-
ing periodically. In particular we will consider the case in which the magnetic field
direction precesses around the 3-direction. If the direction rotates slowly (“adiabati-
cally”) this system provides an application of the general ideas presented in section 2.
The Schrodinger equation for a magnetic moment in a precessing magnetic field has
been solved exactly.!) Therefore we need not restrict ourselves in this example to the
adiabatic approximation and will obtain the non-adiabatic (Aharonov-Anandan) geo-
metric phase.?) With the help of this example we will then introduce in section 3.4 the
non-adiabatic geometric phase for a general cyclic evolution.?)

The Hamiltonian is given according to (2.1) by:

h(R(t)) = ——Bgz—;-zft(t)-.] = bR(t)-J (3.1)

where J is the angular momentum operator of the quantum physical system, f\‘.(t) is

the parameter that describes the changing environment, and b = —Bgs%- is a constant.

2mc
eh  — ,p is the Bohr magneton and g is the Landé factor of the quantum particle. b
2mc gn

is a frequency and b/(—g) = wy is called the Larmor frequency).
The parameter space of the environment (the set of all R) is the unit sphere in
two-dimensions, S2. We parameterize S? by the polar angles (8, ) according to

sin @ cos ¢

- N <@<

R= R(0,p) = | sinfsingy |, 00<" 9<—27;_. (3.2)
cos @ =¥

This parameterization associates unique values of the pair (6, ¢) to each unit vector R
except for the unit vector

e3=y 0 (33)

of the north pole and the unit vector —e3 of the south pole. e3 and —ej3 are given,
respectively, by 6 = 0 and 6 = = for all values of ¢ in the range 0 < ¢ < 2m; the value
of ¢ is not determined when R = tej.

Cpm I I n e
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The special case in which the magnetic field precesses uniformly about the 3-axis,
is described by

B(t) = B(sinf coswt,sinfsinwt, cos§) = BR(H, wt) (3.4)

with B,f and w = ¢/t being constants.
The precession of the magnetic field is shown in Fig. 3.1. For t = 0 the magnetic
field lies in the 1-3 plane

B(0) = B(sin#,0, cos§) = (B2,0, B3) = BR(6,0)

Figure 3.1 also shows the angles (8, ») and a new angle  which we will define later.

P €2

Bz ep(t)

S

Figure 3.1. A quantal magnetic moment in an external magnetic field precesses uni-
formly around a cone of semiangle 6 with e3. (6, @) are the polar angles for the rotation
of the external magnetic field. (6, p) are the “polar angles” for the evolution of the state
of the magnetic moment.

The eigenvectors (2.4) for this example are given by

h(R)Ik; R(8(2), ¢(t))) = bR - J|k; R) = bk|k; R) (3.5)



21

They are eigenvectors of the operator fl(t) -J. The place of the energy quantum number
n in (2.4) is taken here by k which is the quantum number for the component of angular
momentum along the changing direction of the external magnetic field.

The eigenvalue Ex(R(t)) = bk of the time-dependent Hamiltonian h(R(t)) is for this
example a constant, but the eigenvectors |n; R(t)) and the eigenprojectors Ax(R(t)) =
|k; R)(k; R| change in time. The eigenvalue k is a constant but its physical interpretation
changes in time, it is the value of the observable R(t)-J where the direction R(t) changes
with respect to the laboratory frame (which is the observable given by the direction e3).

If the vectors |k; R) are also eigenvectors of J?, then the possible values of & are
given by

k=—j, or —j+1,..., or —+j; where j = integer or half integer (3.6)

and j(j+ 1) is the eigenvalue of the angular momentum J2. We assume here that 7 and
any other additional quantum numbers, which may be connected with the eigenvalues
of the rotationally invariant part Hy of the total Hamiltonian Htt% = Hj + h(R), have
fixed values and we suppress them throughout the current discussion as labels of the
vectors |k; R).

But it may also be that the |k; R) are not eigenvectors of J? and thus do not have a
definite value of j associated to them. This kind of vectors will be needed in the example
of a diatomic molecule where k is the eigenvalue of a quantum mechanical observable
X - J. The quantum mechanical observable X is the position operator (direction) of
the internuclear axis of the molecule, which rotates in space. This observable describes
the slowly changing quantal environment for the electron. The electron is the fast
quantum system that follows instantaneously the motion of the molecule as a whole.
The electronic angular momentum is not a good quantum number, because one does
not have spherical symmetry but only axial symmetry about the internuclear axis X.
So the total Hamiltonian commutes with X - J but not with J? (J being in this case
the electronic angular momentum or electronic spin) and the molecular states are not
J? eigenstates.

In this case the possible values, that k can take, are not given by (3.6) and 2k need
not have a priori an integer value. We shall, however, see below that also in this case
one can prove that k must be an integer or half integer. Thus k can be interpreted as
the component of angular momentum along the changing internuclear axis.

The vectors of (3.5) are parameterized by the unit vector R, or by the polar angles
(8, ¢). They can be obtained by applying (6, )-dependent rotations to an eigenvector
|k; €.) of the component of angular momentum in the direction of the north pole, J; =
e3 - J.

There are many (8, p)-dependent rotations R(6, ) €SO(3) which when applied to
es give the arbitrary unit vector R(6, p). We choose the product of rotation*

R(6, p)es = Ra(p)R2(8)Ra(—p)es = Ra(p)R2(h)es = R3(p)R(6,0)
=R(9,¢) (3.7)

* Problem 8.1. Show that the rotation R(6, ) defined by (3.7) transforms the vector €3 repre-
sented by (3.3) into the vector R(8, ) represented by (3.2). Use the standard representation matrices
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where R3(—¢) does nothing to the unit vector ez and where R,(f) produces the unit
vector R(B, 0) which lies in the 1-3 plane at an angle 6 with respect to the ez-axis. The
rotation R3(—¢) has been included in the definition of R(6, ) in order for the rotation
R(0, p) to be independent of ¢.

Rotations, like any other continuous transformations, are represented in the space

of quantum physical states by unitary operators (representing the group SU(2)). The
unitary operators that represent the rotations R3(y) and R2(6) are given by

— '—i‘la']:!: f -1— f 2 oo
Us(p) = e~ 98 = [ 4 iJa+2!(iJ3) . (3.8)

Usz() = =402 (3.9)

and an analogous expression holds for rotations about the e;-axis. The product of two
or more rotations is represented by the product of the corresponding operators. The
rotation R(6, ¢) of (3.7) is thus represented by the operator

U8, ) = Us(p)Uz(8)Us(~¢p) = e™*¢T3e 0 2¢ie s, (3.10)

-

We now choose a fixed normalized eigenvector |k;e3) of e3 -J = R(0,0) - J and
apply to it the unitary operator U(6, ). The resulting vector

Ik; 0 ) = U (8, p)lk; &) = 7" Te702¢"0 |k &), (3.11)
is an eigenvector of the operator R(6, ) - J with eigenvalue k:
R(O,0)-J |k;6,0) =k |k;0,0). (3.12)

To prove (3.12) one has to use the following transformation property of the angular
momentum operators J; which follow from their commutation relations:%

€02 26993 = J3c0s6 + J sind, (3.13)
e "% J1e"s = J) cosp + Josinp. (3.14)
e~ Jet?ds = J1(—sinp) + Jo cos g (3.15)
for R3(p) and R2(6):
{cosp —sing 0 cos§ 0O sinf
Ra(p) = ( sing cosp O , R2(0) = 0 1 0
0 0 1 —sinf 0 cosf

\

(Note the change in sign for the angle 6).
Problem 8.2. Find a rotation R'(6, ¢) which has the following properties
i. It ransforms e3 into the vector R.(6, ).
ii. The rotation R/(6 = 7, ) is independent of (.
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The vector (3.11) is a (continuous, differentiable) vector-valned function of (8, ). This

vector-valued function gives a unique vector for all R except for the south pole R = —e.
At the south pole, § = =, (3.13) becomes

e—i‘n’JgJSeiﬂ'Ja — "JS (316)
which implies
e—imhag—ipJaginda _ giwds (3.17)

and may be used to obtain

|k ) = e~ eeT et s | )
— e-—-t’n’Ja e2s’th3 |k, éB)
= e 3ekY |k 85) (3.18)

This shows that at the south pole different vectors of the unit ray are obtained as
varies in the range 0 < ¢ < 27m. ¢ also varies in the range 0 < ¢ < 27 at the north
pole e3 = R(0, p) but |k; 8, ) is single-valued at the north pole because |k; 0p) does
not depend upon ¢ as a result of the inclusion of the rotation R3(—¢) in the definition
of R(6, ). |k; 6, ¢) is thus a single-valued vector function everywhere on S? except on
the south pole.

A vector-valued function which is well-defined at the south pole but not at the
north pole is obtained by a gauge transformation (2.12):

|k; 8, ) = e7*22k; 6, p) = e*¢Tag =010 b |k, 0, 0). (3.19)

The new vector |k; 6, )’ differs from |k; 6, ¢) by the gauge transformation e¥©®) =
e~%2k¢. At the south pole |k; 6, ¢)’ evaluates to a single vector

|k;m, @) = €72 |k; &) (3.20)
but at the north pole it evaluates to many vectors
|k;0, ) = e™**¢|k; &) (3.21)

It therefore can be used everywhere on S? except on the north pole. Either vector (3.11)
or (3.19) can be used in the overlap region of the two open patches which consists of S2
with both poles excluded.

The vector |k; 7, ¢)’ is an eigenvector of J3 with eigenvalue —k and an eigenvector
of R(m, ) -J = —e3 - J = —J3 with eigenvalue k (Problem 3.3). *

We thus see that two different para:etrizations of |k; R) are needed. Since |k; 8, )
and |k; 8, )’ differ only by the phase factor e~*2*% the projection operators and sub-
spaces are, however, the same:

k; 6, 0)(k; 0, 0| = |k; 6, )" '(k;8, ¢l (3.22)

* Problem S.8. Show that the vector (3.20) is an eigenvector of J3 with eigenvalue (—k) and an
eigenvector of h(R(6 = 7, p)) fulfilling (3.5).
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3.2 Berry Connection and Berry Phase for Adiabatic Evolutions —
Magnetic Monopole Potentials
We now calculate the gauge potential (Mead-Berry connection) for the adiabatic
evolution of the Hamiltonian (3.1). The easiest is to calculate it as the one-form

A¥k(RY = AFFdR' = {(k'; R | — |k; R7)dR" . (3.23)

6R'
As the vectors (3.11) and (3.19) are parameterized by the angles 8, ¢ we will use for R*
the polar coordinates: R = (rsin @ cos ¢, r sin @ sin ¢, r cos 6).

We are mainly interested in the diagonal matrix elements A** = 4* but include in
our derivation also the off-diagonal matrix elements without much additional effort.

If dR* are the cartesian components, then A{"" are the cartesian components of the
vector

ARk o) = i(K'; 6|V glk; )

8 10
’, t LA
= (k'; &3[sU (8, w)( rgy Te- 55+ 8 *"smea )U(G,so)lk,ea>
= 8. AX*(0,0) + 8 A5 % (0, 0) + 8,45%(6, ). (3.24)

€,€9, &, are the unit vectors along the r—,6— and p—direction respectively and the
standard form for the vector V has been used. A, A,, A, are the spherical orthonormal
components of A. As |k; 68, p) = U(6, p)|k; €3) is independent or r
A¥* =0 (3.25)
The connection 1-form therefore is
A¥R(8, o) = Agrdd + A rsin 6dy
=i(k'; 6, <Pl 5 k; 6, 0)df + i(k'; 6, 0] 5- Ik 8, p)dp
= A§'*kdo + A’;, *dyp (3.26)

where A,’,fl", A’;"‘ are the spherical covariant components of A.

It is easiest to calculate the covariant components and then — if one wants to —
obtain the spherical orthonormal components from comparison of the first and third
row of (3.26).

We first use the vectors (3.11). In this gauge we obtain

AF* = iK' 6,01 25lKi6,0) = (KesliUN0,0) S U@, o) i) = rho (3.20)
and

" 8 . 9
AL = i(k'g, elglki6,0) = (k " &sliUt (6, )

57 U(8, ) |k; &) = rsinfA,, (3.28)
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We calculate:
) U6, . _; . Y, . ,
t 0 V¥ g —ipds ,i0J3 LipJs —ipJs ,—10J3 jiwJ3
iUV ( ,tp)———-—al9 ie e3¢ 56 € e e

— e—tcp.I3J2etgoJ3

= (Jzcosy — Jy sin ) (3.29)
and

U1(6,0) T2 = U160, )5V (0,9) — U6, #)U6, 5]
= [—(Jy cos + Josinyp) sinf + J3(cosf — 1)]. (3.30)
Inserting this into (3.27), (3.28) we obtain:
A5*(6, ) = (K'; &3](J2 cos p — Jy sin @) k; &) (3.31)
AKX (8, ¢) = (K';&3| [~(J1 cos p + Jasin @) sin@ + J3(ccs 6 — 1)) |k; &3) . (3.32)

For the diagonal matrix elements, J, and J; do not contribute so that we obtain

A§(6,9) =0, (3.33)

A’:,(B,cp) = (k; &3|J3(cosf — 1)|k;&3) = —k(1 — cosf), O #m. (3.34)

Thus the vector potential A has only a component in the ¢-dire ction which is given by:
- . k(cosf-1)
k — em——————————

A%8,p) =&, g 0#m. (3.35)

We now calculate the connection using the vector-functions |n; R)’ of (3.19) which are
single-valued everywhere except the north pole. We obtain in a similar way as above

A5*18,0) = (K'; 83](v2cos ¢ — Jy sin ) k; &), (3.36)
AER(8,0) = (K'; 83| [~ (J1 cos @ + Ja sinp) sin @ + J3(cosf — 1) + 2k] |k; &3) (3.37)
The diagonal matrix elements are:
AF(8, p) =0, (3.38)
A(8, )= (k; &3] [Ja(cos 6 — 1) + 2k] |k; &) = k(cosf+ 1), 6 #0 (3.39)
and the vector potential is given by:

k(cosf + 1)

A*6,0) =&, rsin@

6#0 (3.40)
According to the general theory of section 2 we expect from (2.44) and (x = —2ke:

A — AR = _d(i (8, p) = d(2kyp) = 2kdy (3.41)
or for the vectors

A% - AF = V(¢ =2k

1
—— €. (3.42)
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Comparing (3.39) with (3.34) we have indeed A’* — A% = 2k in agreement with (3.41)
and (3.42).

We now calculate the Berry curvature. According to (2.53¢):

F* = dA* = %‘%’5 dp A df + 6;5’ do A dyp (3.43)
where we have already made use of (3.25). Using (3.33) and (3.34) we obtain
F* = —ksin6 dd Adp = Ff, dO Adp . (3.44)
Thus except for the component
Fj,=~Ffy=—ksing (3.45)

all spherical covariant components of F;; are zero.

We now use (2.55) to calculate the Berry phase angle for a closed path C on the
unit sphere S2:

(C) = y{: Ak = y{: i(k; 6(2), 0(8) dIk;(2), 0(2)

=/F" = —k/sinOdG/\dcp= -k/dQ mod 27 (3.46)
s S s

where S is the surface (any surface) which spans the closed curve C (i.e. for which C
is the boundary, C=0S) and where d2 is the solid angle element (area element of the
unit sphere). We will denote by 2(C) the solid angle that C subtends:

Q(C) = /S $in6df A do . (3.47)

Then (3.46) can be written
7%(C) = —k(C) mod 27 . (3.48)

According to (3.46) S is the surface that lies above C when one traverses the curve C
(the direction in which C is traversed points along the fingers and the normal of S, ie.
the direction of df A dy points along the thumb of the right hand; cf. Fig. 3.2). Now
let us consider the surface S’ below C. Then again

1 (C) = /F" - -k/sinede Adp = -k(— / sin 6 A dgp) (3.49)
Y Sy S’\S
where the direction of the normal of S’ and the direction in which C is traversed are

again given by the right-hand rule. This means that the normal of S’ points into the
sphere §%, (C = 0S5’) and the normal of S points out of the sphere 82, (C = 85). In
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the equation (3.49) we denote by S%\ S the surface with the same area as S’ but whose
normal points out of the sphere S2. We rewrite (3.4a) in the form:

v%(C) = k (/ sinfdf A dp — / sin 8d6 A dcp)
S2 S

As the integral of d2 over the whole unit sphere is 47 and the integral over S is given
by (3.47) we obtain:

Y%(C) = +k (47 — 2(C)) modulo 2~ (3.50)

From this we conclude that k is integer or half integer, because from comparing (3.50)
and (3.48) it follows

—kQ(C) = 47k — kQ(C) mod 2w (3.51)
which can only be fulfilled if
k=0,:t%i1,:t-2—,:t2---. (3.52)

If the basis vectors (3.11) and (3.19) are also eigenvectors of J2 then the possible
values of k are already obtained from (3.6). But if these vectors are not J2-eigenvectors
— as is the case for the molecule — then (3.52) is a new result.5)

= d ANd

ds

SZ

S/

Figure 3.2. The difference of the line integrals of A and A’ can be transformed, using
Stokes’ theorem, into an integral over the closed 2-surface S U S’
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So far C could have been any closed path on the unit sphere. For the special path
given by (3.4) and shown in Fig. 3.1.

Ci: R(6(t),¢(t)) = R(6 = const., p = wt) (3.53)
the Berry phase (3.48) is

27 6
% (C1) = —k/ / sin 8#dfdy = —k2n(1 — cos 6). (3.54)
o Jo

where 6 is the constant angle shown in Fig. 3.1. We shall use this expression below
when we consider non-adiabatic cyclic evolution.

If Fg, = —F,¢ is the only non-zero spherical covariant component of F' then the
only non-zero spherical orthonormal component is Fy, = —F9. The 2-form F is given

by
F = Fp,df Adp = —ksin0dd A dp = Fp,(rdf)(rsinbdyp) = F - dS

and we immediately read off the value of Fy,:

Fop = —,._kz' or F=-— R(6, ) (3.55)
where & is the unit vector in the radial direction which we had denoted by R(8, ¢).

The gauge field (3.55) has a very familiar form, it is the form of the magnetic
field of a monopole. An imaginary electromagnetic system, with the vector potential
given by (3.35) or (3.40) and the magnetic field given by (3.55), had been envisioned
by Dirac more than 50 years ago® and has intrigued several generations of theoreticians
and experimentalists.” It consists of a charge e and a magnetic monopole with magnetic
monopole strength g with the vector R pointing from g to e. The magnetic field B™™
of this charge-monopole system is given by eB™°™ = e L % and the electromagnetic
vector potential eA™°™ is given by (3.35), (3.40)) with k — —3%. For this magnetic
monopole the field and the vector potential are supposed to be electromagnetic.

If one such magnetic monopole exists with magnetic charge g, then all electric
charges must be multiples of 27/g because k is integer or half integer according to
(3.52). This would be a remarkable explanation of one of the basic facts in nature.
Unfortunately, in spite of all efforts, such electromagnetic type of monopoles have never
been found.

The field F of (3.55) and the vector potential A of (3.35) and (3.40) are not elec-
tromagnetic in nature. They have their origin in a quantum system spinning with fixed
angular momentum component k around the axis R(t). The analogy between classi-
cal mechanical systems of this type and the charge-monopole system has been known
for some time.®) The Hamiltonian h(R(t)) of (3.1) also appears for quantum systems
in a quantal environement, e.g. for diatomic molecules, because there is a magnetic
field in the direction of the internuclear axis R(t) which changes while the molecule as
a whole rotates. As a consequence, the fast (electronic) motion about the body axis
“induces” the gauge potential (3.35), where k is the “fast” angular momentum along
the internuclear axis. So the dynamics of the collective motion contains the monopole
vector potential (3.35). (The canonical momenta: P; of the collective motion go into the
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gauge-covariant momenta P; — P; — A;). As a consequence, the effective Hamiltonian
of the slow collective motion (the quantal environment) is governed - in addition to the
radial potential — by the monopole vector potential.®) But this is not an electromangetic
vector potential because the electromagnetic constant £ is replaced by the motion con-
stant k. Thus there “is” a “motional monopole” in the molecule. But it cannot come
out of it because the monopole is the consequence of the fast (electronic) motion which
is the other part of the molecule, without which it cannot “be”.

The Mead-Berry potential of the molecule can be derived directly from the Schro-
dinger equation of the molecule if one does not make the drastic assumption of the
Born-Oppenheimer approximation.?) The same arguments should hold for any other
quantum physical system that can be visualized as a spinning bead which can slide
along a rod that rotates slowly in space.

Ve e e [ ' il [ IR B R
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3.3 The Exact Solution of the Schrédinger Equation
So far we have not discussed the time evolution of a state vector (t) for our
example (3.1), i.e. the solutions of the Schrodinger equation

0 .
z% = h(t)y(t) ; h(t)=>bR(f,wt)-J (3.56)
In particular we are interested in solutions which describe cyclic evolutions (2.34):

1%(T)) (D(T)| = [(0)){%(0)]- (3.57)

The period T in here could be any time period. In the adiabatic approximation T would
be given by T = 3Z,

It is not clear that solutions of (3.56) exist which fulfill the condition (3.57), however
for a periodic Hamiltonian, like (3.1), we would expect that solutions with the same
period exist. In addition we shall see that other cyclic evolutions exist and that even a
time-independent Hamiltonian can have cyclic states.

We start with the adiabatic approximation and obtain the expression for the state
vector by inserting the results, in particular (3.54) and (3.5) into (2.43)

adiabatic ‘ o "
pe) = e MO kgt , w=T%, mB=wCgz.  (358)

This formula is an approximate equality indicated by the suffic “adiabatic” and, in
general, not an equality (except for w = 0 in which case it is the stationary state of a
time independent Hamiltonian).

For the state vector after a period T we obtain from (2.51):

adiabatic

WIT) L eIk GmOy) ; $(0) = k6, 0). (3.59)

These expressions for the state vector are, as we showed in general in section 2, incom-
patible with the Schrédinger equation (3.56) and can only be approximation.

But as all solutions of (3.56) are known!) we can see whether there are cyclic
solutions and select those. The exact solution of (3.56) with the initial state 1(0) is
given byl)?)

Y(t) = UN(8)p(0) = e~*se ™ I4(0) (3.60)

The time evolution thus consists of a rotation of the sate ¥(0) about e by Qt followed
by a rotation about e3 by wt:
The unit vector e is shown in Fig. 3.1 and given by

e= fl(é’, 0) - %e;; = %(cosﬁ - %)83 + % sinfe, = cos fez + sinfe; = R(6, 0) (3.61)

The new angle 6 is shown in Fig. 3.1, and is defined by equation (3.61):

~ b w .z b .
cosf = -ﬁ(cose - 3) sinf = q Sin 6. (3.62)
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The angular frequency 2 is obtained from the normalization condition e? = 1:

w W\ %

Q—b(l-l-—b-(—2c050+ 3)) (3.63)

These relations between (6,¢) and (8, ) define a map F : M = §% — §2, which in

cartesian coordinates corresponding to the global orthonormal basis system (e;, ez, e3)

is given by

_ (Il’xza(IB_ %))
V@RF @+ @ -3¢

It depends upon the physical parameter

Fu(:r:l,:r2,:c3)

(3.64)

v

1]
o| €

(3.65)

and is given in terms of the local spherical coordinates by

cosf —v
V2 — 2cosfr+ 1’

Fy(R(6,9)) = F.(cos8,0) = ( #) = (cosb,¢) = R(B, ) (3.66)

The map F, is for ¥ < 1 a homeomorphism of S? and consist of a translation in the e3
direction followed by a projection along R onto S2.

F,(cos 8, ) is a continuous function over (—1 < cosf < 1,0 < ¢ < 2m) as long as
v =% <1 Ifv>1the map F, becomes discontinuous. We shall therefore restrict
ourselves here to v < 1;10) the adiabatic approximation is fulfilled for v <« 1 which means
that the external angular velocity w for the precession of R(8,wt) is small compared to
the Larmor frequence b.

The Larmor frequency b is the angular velocity with which the state ¥ (t) rotates
about the direction of the magnetic field R(6,0) when w = 4F =0 or v = 0:
D(t) = e HMROOI ) for  w=0 or v=0 (3.67)
This can be seen immediately if one rewrites (3.60) using (3.61) and (3.65):
w(t) — e—itbng e-—itb(R((),O)-J—ng)w(o) (3.60’)

Equation (3.67) gives the time evclution of a state vector ¥(0) for the time independent
Hamiltonian:

h=0bR(4,0)-J ; 6= constant (3.68)

In order to select from all the solutions (3.60) those, which describe cyclic evolution,
(3.57), we have to choose in (3.60) for the initial state vector 1(0) an eigenvector of the
operator

UT(T) — e—iTque—iTQR(é,O)-J (3.69)

Its eigenvalue e~**+ will then be the total phase factor in the cyclic evolution (3.57):

U (T)p(0) = e~* ¥ (0) = ¢(T) (3.70)
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If 9(0) is eigenvector of U'(T)) with eigenvalue e~** it must also be eigenvector of
U(T) = e'TOR-JiTwJs with eigenvalue e*®. This requires that e~*7«/s and e~iT?R(6,0)-J

commute: ‘ .
[e-mm , e“‘TQR(e'O)'J]=O (3.71)

This can be fulfilled under the following two conditions:

CLASS A . wT = 27n; evolution period : T= EE- (3.72)
CLASS B: QT = 2mn; evolution period : T= %r (3.73)

For both classes there will be a discrete set of cyclic solutions. A special case isw = 0
in which case we have a time-independent Hamiltonian (3.68) with evolution (3.67).
The class A cyclic solutions have the same period as the Hamiltonian and the adiabatic
evolution. The Class B cyclic solutions have a period which is given by the intrinsic
properties of the quantum system (the Larmor frequency b modified by the precession
frequency w).

We shall discuss here only the Class A cyclic evolutions because they are directly
connected with the adiabatic cyclic changes.

The Class A cyclic solutions are obtained by finding the eigenvectors of the operator
UM(T) = e~32mJs¢=iTOR(.0)3  These eigenvectors of U "(T) must be eigenvectors of
both e~ TR(@:0I and of ¢~273, From this it follows immediately that they must be
eigenvectors of the operator:

%h(é, 0)=QR@#,0)-J for 6#6 ieforw#0: (3.74)

These eigenvectors we call ¢:
Q -
50,00k = Qkdr ;  e-Ioi = k. (3.75)

From (3.11) and (3.12) with 8 replaced by 8 and ¢ by 0 it follows that ¢, is (up to a
phase factor if ¢, is assumed to be normalized) given by

o = |k:8,0) = U(8,0)|k; e3) = e~ |k; e3). (3.76)
To obtain the eigenvalue of e~*2"7s we calculate using (3.15) for ¢ = 27
e~ g — e=i2mS3 k. § 0 = o—i2mJ3 g =182 |k; 0,0)

— e—ié.]ze—i%'r.]g Ikv 0, 0>
= e~ 2% |k; 6,0) . (3.77)

The initial state vectors which lead to a cyclic evolution with period T' = <% are thus
labelled by the integer or half-integer number k and given by (3.76):

¥(0) = ¢k = |k; 6,0) (3.78)
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(after an arbitrary phase factor has been fixed). The total phase of these cyclic evolu-
tions, i.e. the eigenvalues e™*@* of (3.70) are also labelled by k and given by

W(T) = UN(T)9(0) = e~ **h(0) = e~k =12mSky(0) (3.79)

Thus the possible initial states of a cyclic evolution are very similar to the initial states of
an adiabatic evolution which are given by the eigenvectors |k; 8, 0) of h(0) = bR(6,0)-J.
The initial states of the real cyclic evolution are instead given by the eigenvectors (3.76)
of the operator

7(6,0) = %h(é, 0) = QR(4,0) - J (3.80)

They are thus state with the component k of angular momentum along the direction
e = R(6,0) rather than along the direction R(#,0) of the initial magnetic field, see
Fig. 3.1. For large values of w,w = b these two directions can be very different, but for
v = % — 0 they become the same.

We now have to determine the analogue of the single-valued eigenvectors |k; R(t)) =
|k; 8(t), p(t)) which are used in the calculation of the Berry connection and Berry phase.
These vectors ¢k (t) lie on a curve above the closed curve

Cit— ) @®)| 5  [W@)YW(T)| = [¥(0))((0)| (3.81)
They must fulfill:
$x(t) = phase factor - (t);  ¢k(T) = ¢x(0) (3.82)
There are many such vectors all differing by a phase transformation
B (t) = di(t) = eOg(t) , C(0) =¢(T)  mod 2 (3.83)

One, and the by far most obvious choice for ¢k (t) is

Or(t) = UG, wt)|k; es) = |k; G, wt) = e~ Wta g=i0Ja giwtk | o) (3.84)
These single-valued basis vectors |k; 8, ¢ = wt) are eigenvectors of the operator
. Q - . 0 .

where F,, is the function (3.66). The operator h(R) = %h(F.,(R)) is not the Hamiltonian
but another parameter dependent operator which can as well serve to define a basis
system for the space H. In terms of these known vectors |k; 6, o) the cyclic solution of
the Schrodinger equation (3.56) is given by

Y(t) = e~ ke k| k. 0 i) (3.85)

Therewith we have expressed the state vectors for cyclic time evolutions in terms of
the known quantities w,Q (of (3.63)) and |k,8,wt) (of (3.84). The equation (3.85) is
the i-2neralization of the adiabatic “equality” (3.58) and (3.79) is the generalization of
(3.59). However the phase factor in (3.85) and (3.79) is not in the form of a product
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of the dynamical and the geometrial part. In order to obtain that we have to calculate
the dynamical or the geometrical phase factor separately.

3.4 The Dynamical and the Geometrical Phase Factor for Non-Adiabatic

Evolution

The splitting of the phase factor into a “dynamical and a “geometrical” part can be
approach from two different points of view. Either one gives an argument why a certain
part is geometrical and obtains the dynamical phase as the difference between the total
and geometrical phase, or one defines the dynamical phase and obtains the geometrical
phase as the difference between the total and dynamical phase. We will define here the
dynamical phase azy" and obtain the geometrical phase as a derived quantity.

o™ = qy — aV™ (3.86)

The dynamical phase for general cyclic evolution was defined by Aharonov and Anan-
dan3 by -

T
o™ = /0 () IR(E) ()t (3.87)

This is reasonable because one can show that the phase for the evolution of a stationary
state (2.25) is given by (3.87) and because (3.87) goes into the dynamical phase for
adiabatic cyclic evoluton given by (2.31).

It is straightforward to calculate the dynamical phase (3.87) for the Hamiltonian
(3.1):

dyn T
o = [0 W@ hE)l(E))dt

0 ~
= k27r(:; + cosG). (3.88)
Using (3.86) we then calculate from (3.79)
af®™ = k2m(1 - cosf) = k21r(1 + % - %cos 0). (3.89)

This has the same form as (3.54) for the adiabatic case except that 6 is replaced by 6
of (3.62).

In the adiabatic approximation, v = % « 1, we can expand the expressions in
(3.62) and (3.63) with respect to %:

%zl-—% cos@ + (%)2

~ ~ 1
sinf ~ sinf + -;— % sin2f ; cosf =~ cosf + 3 %(coszﬁ— 1) (3.90)

From this we obtain that the adiabatic approximation of the geometrical phase angle
for general cyclic evolution (3.89) is identical with the Berry phase angle:

— 5™ ~ —21k(1 — cosf) = 2=, (3.91)
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These results indicate that (3.86) with (3.87) is the appropriate choice of the geometrical
phase also for the general cyclic evolution.

We now want to show that this phase angle can be obtained in the same way as
Berry’s phase for the adiabatic approximation from a gauge potential (connection).

In analogy to (2.40), (2.42) we define the connection one-form by

A% = i(ok(t)|d|ok (1)) = (k; 8, wt|d]k; §,wt) = (k;eaIU"(é,wt)gt- U (6, wt)lk; es)dt.

(3.92)
Here we have used in place of the single-valued eigenvectors of h(t) in (2.42) the basis

vectors (3.84) which are eigenvectors of another operator h(R) of (3.80a). From the
results (3.30) (with ¢ = wt) we obtain immediately:

A = (k; e3| — (J; cosp + Jasing) sinf + Jz(cosf — 1)|k; e3)d(wt)  (3.94)
or

A% = —k(1 — cos0)dwt = —k(1 — -;% cosf + ;—;—)dcp(t) (3.95)

The curvature (field strength) that follows from this connection (gauge potential) is
L (1 - % cosf)

(%)’

F=dA=- sin 8dé Ady

or
1 - $cosf

372
[1 — ¢ cos+ (-‘5)2]

. _ k (1—-%cosf)
sin 6, F = — 0 (%)3 R(8, ») .(3.96)

Fop = —k

This is again the “monopole” type field as in (3.55) but with modified “monopole
strength”.

The connection one-form (3.95) has the same form as (3.34) for the adiabatic con-
nection, except that here we have the angle # which is not the angle 8 for the direction
of the magnetic field (parameter of the Hamiltonian).

We can now use the analog of the formula (2.54’) and (3.46) for the adiabatic
approximation and define a “geometric phase” angle also for general cyclic evolution by

e = }i A% = f {6k () |dlok (1)) (3.97)

Then we obtain with (3.95)

T ~ ~ b w
Ve = —k/ (1 - cosf)dwt = —k2m(1 — cosf) = —27rk(1 ) cos + ﬁ) . (3.98)
0

This agrees with the result (3.89) obtained from (3.86), (3.87).
With these results we can rewrite the cyclic solution of the Schrédinger (3.85) in a
form which completely resembles the adiabatic approximation (3.58):

. = —iwtk £ cos § - . . _dyn ~
Pit) = ewwtki—cond) 7" (59) 15,0 = e el . (399
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The concepts introduced in this section for the cyclic evolution (3.81) are the
analogs of *he concepts for the adiabatic approximation. The single-valued basis vec-
tors ¢, are the analogs of the Hamiltonian eigenvectors |k; 8, ). The connections A%«
of (3.94) are generalizations of the adiabatic connections (2.42). The geometric phase
(3.97) is a generalization of the Berry phase (2.48).

The distinction between (3.99) and (3.58) is that in (3.99) we have an equality
sign. This means that the the state vector ¥(t) indeed “rotates” along the curve t —
®«(t) described by the curve t — (é, wt) in parameter space, whereas the curve t —
(6,wt), describes the path of the external magnetic field, not of a state. For slow
enough w (however before w becomes zero which is the stationary state development with
vk = 0) the curve (3.58) is “close enough” to (3.99), in order to provide an acceptable
approximation for the geometric phase. But an exact adiabatic cyclic evolution does
not exist.

As we mentioned above in addition to the cyclic evolutions of a pure state with
period T = sz (w=precession frequency of the external magnetic field) there exist other
cyclic evolutions with period T = %’- where (Q is given by (3.63) and therewith mainly
determined by the Larmor frequency b of the physical state (for w = 0, which is the
cyclic evolution in a constant magnetic field with time-independent Hamiltonian one
has exactly 2 = b). We shall not discuss these evolutions here.

The geometrical phase (3.98) is not purely geometrical in the way that (3.91) is,
which only depends upon # and is given solely by the path in the parameter space. The
geometrical phase for general cyclic evolution also contains the parameters w,b of the
Hamiltonian. To fully justify the name geometric phase also for the phase (3.98) of
non-adiabatic cyclic evolution we have to go from the geometry of the parameter space
to the geometry of the space of physical states P(H).
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4. The Anandan-Aharonov Phase for General Cyclic Evolution and its Re-
lation to Berry’s Phase — U(1) Bundles Over Parameter Space and Over
the Space of Physical States
In this section we shall uncover the general pattern that underlies the results which

we obtained for the specific example of the time-dependent Hamiltonian (3.1).
For a time-dependent cyclic Hamiltonian h(t) = h(z(t) with a period T, whose
time dependence may be given by a closed path C in the parameter space M:

C:z(0) — z(t) = z(T) = z(0) , (4.1)
There exists a number of cyclic paths
C:W(0) = W(t) = [p(®)(w(t)] - W(T) = W(0) (4.2)

in the space of pure physical states P(H) with the same period T. (There may be in
addition other cylcic paths with different period.) In our example the number of cyclic
path is countable and labelled by the half integer k,

Ci : W(t) = Wi(t) = [dr(t))(dx(t)] (4.3)

with ¢k (t) given by (3.84).

Associated with the curve C (or curves Cg) in P(H) are three different kind of
curves in the Hilbert space H.
1. The curve

C: P(0) — (t) — P(T) = e **¥9(0) (4.4)

is the curve of solutions of the Schrodinger equation with initial condition that leads to
a cyclic solution.
2. The curve

Celoed: ¢(z(0)) — ¢(x(2)) — ¢(z(T)) = ¢(z(0)) (4.5)

is a curve of smooth single-valued functions (continuous!y differentiable) of vectors in
H — that have the property W (t) = |¢(t))(#(t)|. These single-valued vector functions
are only determined up to a gauge transformation

(z(t) — &' (2(1)) = eEMg(z(2)); M = <. (4.6)

In our example this closed curve of vectors in the Hilbert space H associated with the
curve Cx in P(H) is

Cglosed . |k:6,0) — @i (t) = |k;0,wt) — |k; 6,wT) = |k;6,0). (4.7)

where the vectors ¢x(t) are those of (3.84) and the gauge transformation (4.6) is the
one in Eq. (3.83). The curve (4.4) in our example is given by the vectors (3.99).

In addition to the curves C¢'°**? and C in H associated with a closed curve of pure
physical states (solutions of the von Neumann-Schrodinger Eq. (2.3b)) C in P(H) we
define!)

3. The curve

G 1 9(0) = B(t) = & Jo VOB iy 5y (4.8)
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where ¥(t) is solution in (4.4).
All three curves in H have the property

O BB = 6())($(t)] = [BONB(E) = W(t) in P(H). (4.9)

For this reason we call these three curves in H lifts of the curve C in P(H), imagining
that ¢t — W (t) is a curve in some base space and t — (t),t — ¢(t),t — 1)(t) are curves
lying above these base space points. This is depicted in Fig. 4.1. The curve C will be
called the dynamical lift. The curve Celosed defined by (4.8) will be called the closed lift.
The curve C defined by (4.8) will be called the A-A lift. As we mentioned already, the
closed lift is not uniquely determined but only up to a gauge transformation (4.6). The
dynamical 1i”* of a given cuive in the space of physical states P(H) is also not uniquely
determined as we shall discuss instantly. However, the A-A lift of a given curve C is
uniquely defined, it is identical with the horizontal lift of differential geometry, as we
shall show below.
In our example (3.1) the A-A lift is given by

1,1-)(t) = ¢ L‘(*ﬁ(tl)lh(t')lib(t'))dg'w(t) - eia:-‘f‘" w(t) = eiﬂk(l+"‘% cmé)t’dl(t). (4.10)
It is not a closed curve but has the property
k2 9(0) = P(t) -» B(T) = €74(0) (4.11)

where yx(T') = —aj*°™ is the geometrical phase (3.89), (3.98).
The relation between the A-A lift, the dynamical lift and the closed lift in our
example is given by:

Di(t) = %" p(t) = e O|k; 6, (1)) (412)
It is a straightforward calculation (Problem 4.1) * to show that the A-A lift
B(t) = e Jo WENRENDENE oy (4.13)

in general fulfills the following equation and initial condition if ¥(t) fulfills the Schrédin-
ger Eq. (2.3):

zd“’“) (h(t) — WO LB (4.14a)

(0) = (0) (4.14b)
Taking the scalar product of (4.14) with 1(t) or 1/1(t) we obtain

(w(t)l lw(t)> W®)l= Iw(t)) (4.15)

* Problem . .. Show that the vector 1)(t) defined by (4.13) fulfills the equations (4.14) if 1(t)
fulfills the Schrédinger equation z'dj'{’?l = h(t)y(t).



40

This means that the tangent vector f;d](t) of ¥(t) is orthogonal (in the Hilbert space
sense) to ¥(t) and to ¥(t).

The dynamical lift C is uniquely determined by the Hamiltonian h(t), but not
uniquely determined by the physical problem. A simple substitution

h(t) — R'(t) = h(t) — x(t)1 with x(t)elR (4.16)

leaus to a new Hamiltonian h'(t) which describes the same physics. It has the same
(closed) curves of physical states t — W (t) = |1(t))(¥(t)| in the projective Hilbert space
P(H) as h(t) (Problem 4.2).* But h(t) and h'(t) have different dynamical lifts ¢ — (t)
and t — 9'(t) (Problem 4.3).* Also, two Hamiltonians h(t) and h/(t) which have the
same curves of physical states t — [1(t))(¥(t)| and t — |¢/(¢))(¥'(¢)| differ by a multiple
of the unit operator x(t)1. We are looking for a lift which is unique for a given physical
problem, i.e. a lift that is uniquely associated *o a closed curve t — |9(t))(%(t)| in
P(H). Such a lift happens to be the A-A lift C : t — 9(t). This can be seen in the
following way: In addition to (t) defined by (4.13) using h(t) and ¥(t), (where ¥(t)
is the solution of the Schrédinger equation (2.3a) with Hamiltonian h(t)), one defines
¥'(t) by

P(t) = ¢ Jo W OO EN (4.13))
where 9/(t) is a solution of the Schrédinger equation with A’(t):
d /
2 - e (2.30

Then one can show that ¢/(t) = ¥(t) (Problem 4.4).

We will now discuss the generalizations of (4.7), the closed lifts of the curve C. As
seen from (3.97) the ¢x(t) are the quantities in terms of which the geometric phase can
be calculated if one does not have a solution 1(t) of the Schrédinger equation. There are
various ways to obtain these single valued vectors ¢(t)eH.? In general they are curves
of local “sections”. Sections are defined as continuously differentiable maps of an open

* Problem 4.2. Show that the closed path C : t — |1(t)){t(¢)] in the space of physical states
P(HM) which is generated by a Hamiltonian h(t) is not affected by a change of the Hamiltonian
h(t) — h'(t) = h(t) — (t)1 where k(t)eRR.

Problem 4.5. Show that the dynamical lift of the closed path C in P () changes under the
substitution h(t) — h’(t) = k(t)1 and calculate the phase difference between the dynamical lift 1(t)
belonging to h(t) and the dynamical lift ¢’ (¢) belonging to h’(2).

Problem 4.4. Show that the horizontal lift C of a closed path C in P (), defined in terms of
the dynamical lift 1(t) by

9(0) = exp(i [ IR ()

is not affected by the substitution

h(t) — R'(t) = h(t) — k(t)1.
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area O C PHinto H : ¢ : O — H. We will assume that our curve C lies in such an
open area O. Then for any closed curve C : t -+ W (t) one has the single valued lift

t — ¢(t) = d(W(t)), W(t) =[ o(t))(e(t) | ; ¢(T) = ¢(0) (4.17)

(determined only up to a gauge transformation (4.6)). The problem is, of course, to
determine a “section” or one of these single-valued lifts for a given time dependent
Hamiltonian. But if one knows ¢ one can use it to calculate the geometric phase.

Since ¥ (t), ¥(t) and any ¢(t) are lifts of the same ¢losed curve W(t), there must
exist a phase factor w(t) such that T

Y(t) = w(t)g(t) - (4.18)
We now calculate w(t). Taking the derivative of (4.18), we get,
dy(t) _ dw() dg(t)
@ - @ el =g

Taking the scalar product of this with (), we obtain

o) 2 1 ) (a0, 280 = (50, 228 =g

dt dt
where the last equality holds because of (4.15). Thus
1 dw(t) _ do(t)
Integrating this we obtain
Wt) _ — [re), 2282 )ar
20) ~ e Jo . (4.19)

This phase factor we call e7(*) and write (4.18) as

P(t) = w(0)e’ Jy #6(), F ol nae o(t) = w(0) 7 g(2) . (4.20)

If we choose the arbitrary constant phase w(0) again such that ¥(0) = 1(0) = ¢(0), i.e.
choose w(0) = 1, then we have

B(t) = e7Og(2) (4.21)

which is the generalization of (4.12). With the general definition (4.13) of the A-A lift
we then have e
W(t) = e~ Jo BEVAEIEN in(e) 4y (4.22)

This is the general relation between the solution of the Schridinger equation (t)
and the closed lift ¢(t). The equation (2.43) is the adiabatic approximation of this,
and (4.12) is the special case of this for the spinning quantum system in the precessing
external magnetic field. The adiabatic approximation uses in place of the single-valued

lifts (&) the single-valued eigenvectors of h{R(¢) which are more easily accessible than

e R TI T o . . . e
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the ¢(t) (by solving (2.4)). For the closed path C in P(H) the phase angle is (according
(4.20))

T
AT =2(€) = § oIt = § iteldle) mod 2m.  (423)

In here ¢ is any of the closed lifts of C.

The phase angle v(T') is independent of the choice of the parameterization (the
speed with which ¢(t) traverses its closed path). It is gauge invariant. It is independent
of the choice of the Hamiltonian as long as these Hamiltonians described the same closed
path C in P(H). It depends upon the closed curve C. It also depends upon the class of
Hamiltonians that are connected to each other by the transformation (4.16), but only to
the extent that the possible curves C are determined by h(t). It can thus be considered
a “geometric” property of the curve C in the space of physical states P(H). Thus the
name geometric phase.

The one-form, defined in analogy to the adiabatic connection (2.42) and in analogy
to (3.92)

A® = i(¢|d|¢) (4.24)
transforms under a gauge transformation (4.6) as (Problem 4.5):*

A - 4% =A% —d¢. (4.25)

This one-form is called the (non-adiabatic) connection form. The formula (4.24) for
the connection was obtained from the requirement that 1(t) was the A-A lift i.e. the
lift fulfilling (4.15) (which in turn followed from its definition (4.13)). This was the
only possible definition of a lift which depends only upon the physics of the problem
(and not upon the arbitrary choice of the Hamiltonian within the class connected by
the transformation (4.16)) and which is uniquely determined by the closed curve C in
the space of physical states. The A-A lift ¢ is therefore uniquely determined by the
requirement that it be a property of the physical quantities W (t) only.
From (4.21) and (4.17) it follows immediately that

H(T) = e7O(0) = e y(0). (4.25)

Using (4.13) one obtains then for the cyclic evolution of a state vector:
W(T) = e~ /P Jy WOROWOE iv(©) y0) (4.26)

This is the general relation of which (2.51) is the adiabatic approximation.

As the physics is not in 1 (which depends upon some arbitrary choice of the Hamil-
tonian) but in 9 (which is uniquely determined by the physical state |¥(t)) (w(t)|), the
so-called geometrical phase v(C) is really the phase that is of physical importance.

A graphical representation of the above described situation for a general cyclic
evolution is shown in Fig. 4.1. It shows a “base space” with a closed curve in it. The
closed curve C represents the cyclic evolution of a pure state W (t), and the base space

* Problem 4.5. Find the transformation of the connection one-form A? = i(d|d|$) when the
section ¢ undergoes the phase transformation ¢(t) — ¢'(t) = e*()g(t).

"‘ e o
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represents the space of physical states P(H). Above the closed curve are shown the
three lifts C<*°*¢¢ C and C in the Hilbert space H (depicted in the figure by the three-
dimensional space). Also shown is one “fibre” above the base point W (0) (depicted by
the positive z-axis with the z coordinate representing the phase angle modulo 27 or the
element €%(9 of the gauge group U(1)). The “fibre” in this case (though it has been
drawn as a straight line) is given by the circle of unit radius S* or by the group U(1). We
can attach a copy of this S’ not only to the point W(0) but to every one-dimensional
projection operator A € P(H). In this way we get a bundle of U(1) fibres attached
(which means loosely associated) to each point of P(H).

L]
g
i
“ T)
1 (t): C
dyn
N Hilbert space
(T) (t): C
{0 losed

h (t): c ctose

:

]

! Space of physical

' states (projective

! Hilbert space)

w T)=w (0) '
)
w(T)=| (t)>< (t)
! c =l ") >< Tl
' = @) >< ()

Figure 4.1. Closed path in the space of physical states and its lifts.
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The mathematical structure that we have encountered here is an example of a
principal fibre bundle. The formal definition of a fibre bundle and a principal fibre
bundle will be given in the Appendix. Here we will adapt the mathematical notions
defined and developed in the Appendix to the U(1) bundles underlying the geometric
phase.3

In general a fibre bundle consists of a total space, E, (topological space or differ-
entiable manifold), a base space M, a fiber space F, a structure group G acting on the
fiber and a projection map

E:F-EXS M

Often, but not always, one denotes the fibre bundle and the total space by the same
letter E. If the structure group G is a Lie group of diffeomorphisms of F with G being
the same manifold as F itself (G acting on itself by left or right translations) then the
bundle is called a principal fiber bundle.

The set of all one-dimensional projection operators of H forms the projective space
P(H) = CP> (If H is finite dimensional, i.e. the N dimensional space CV, then P(H)
is the projective space CPN~1!). The set of all state vectors is the Hilbert space®
without the zero vectors H — {0}. If we restrict ourselves to normalized state vectors,
which we can do for unitary time development, then we have to consider only the
unit sphere S(H) = 8™ = {¢Y € H;|¢|| = 1} in H (If H is N dimensional then
the unit vectors form S?N—!). To each state [1)){1| € P(H) there corresponds a set
of vectors {e¥y;1 € 8%; € € U(1)} which have all the same projection operator:
le¥$ 1) (¥ | = |¥)(3|. Therefore we have a map, the projection map

r:SH)—=PH) (o =w:8NN"1_¢cpN-Y, (4.27)

with the property .
() = m(|y)) = [¥)(¥| (4.28)
The inverse image 7~!(|1)(3]) is called the fiber over |)(y|. For any |x)(x| € P(H)

the fibres 7=2(|x)(x|), x € (M) are essentially the same. They are given by {|x)e*,0 <
¢ < 27} = Fjyy, the fiber over |x). The fibres are all homeomorphic (related by a

continuous map whose inverse is also continuous) or diffeomorphic to U(1) = {e%},
called the typical fibre. Thus we have

P(H) = CP*® (or CPN-1) as the base space M,

S(H) =8> (or SV-1) as the total space E,

m of (4.28) as the projection map w, and
U(1) as the fibre F'

U(l) also as the structure group G.

The aggregate
n:U1) = S(H) 5 P(H) (or U(1) — §2N-1 L cPN-1)  (4.29)

is our principal fibre bundle (principal bundle because F = G = U(1).

The projection map = leads from a curve t — p(t) € E in the bundle to a curve
t — m(t) = n(p(t)) in the base space. The curve p(t) is called a lift of the curve m(t) in
the base space M. Thus the curves (4.4), (4.5) and (4.8) are examples of different lifts
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of the curve (4.2) in CP*°. We mentioned that of these three kind of lifts only the lift
(4.8), which we called the A-A lift, was uniquely defined. We shall now show that this
lift is related to the geometrical notion of parallelism which at first sight has nothing
to do with the definition (4.13) (by Anandan and Aharonov) V. Indeed it will turn out
that ¥ (t) € H is the point obtained from (0) = (0) by “parallel transport” along the
curve C in P(H). This is also expressed by saying that the curve C is the “horizontal
lift” of the curve C.

In order to discuss parallelism between a smooth curve in the base space C : t —
Ix(t))(x(t)| and one of its lifts C : t — x(t)) we have to define an additional geometric
structure for the fibre bundle, called a connection on 7. For a given bundle one can
define different connections and get different meanings of parallel transport. For the
U(1)-bundle over the projective space P(H), n, the mathematically natural connection
is the Stiefel connection which has been defined in mathematics long before® the lift
(4.8) was introduced in quantum physics.!) That the lift which is horizontal with respect
to the Stiefel connection is identical to the A-A lift (4.13), (which provides the quantal
phase factor, (4.25), that can be measured in an interference experiment) is one of the
more remarkable example of the “unreasonable effectiveness of mathematics in natural
science” (Wigner). This was probably the main reason for the popularity which Berry’s
phase acquired among mathematical physicists.

In order to define the connection and therewith the horizontal lift for the fibre
bundle E, we consider the tangent space T,E at the point p € E. This tangent space
can be decomposed into two subspaces: The vertrical subspace is defined as the subspace
of those vectors which are tangent to the fibre through p (tangent vectors to all possible
curves along the fibre only). This subspace is denoted by V,E; it is determined by the
fiber. For the principal bundle it is isomorphic to the Lie algebra of the structure group
G (in our case of G = U(1) it is generated by ¢) and has the dimension of the fibre (=
structure group G).

The horizontal subspace, denoted by HpE, is the space chosen to be the supple-
mentary linear subspace in T,E to V,E:

T,E = V,E T H,E (4.30)
where T is the direct sum of linear spaces. In other words, every T € T,E is given by
T = ver(r) + hor(r) ; ver € VoE, hor 7 € HyE (4.31)

The horizontal subspace is isomorphic to the tangent space T, M on the base space
M at ihe point to which p projects, w(p) .

The assignment to each point p € E of a horizontal subspace HpE of T E such
that (4.30) and (4.31) is fulfilled, is called a connection.

After the choice of a connection the horizontal lift can be defined: Let t — m(t) be
a curve in M then its horizontal lift p(¢) is the curve in E for which 7(p(t)) = m(t) and
for which all vectors tangent to p(t) are in the horizontal space Hy;)E.

We will now choose the connection for our particular bundle 7 of (4.29). This
means we have to assign the horizontal subspace HiyyS(H) to every |¢) € S(H). We
use the scalar product of H to make this assignment.
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In our case ¥(¢) is in the fiber over |¢(t))(¥(t)| for every fixed t. The vector f—tw(t)
is the tangent vector: H‘i;w(t) € Ty()S(H). We now define the horizontal lift of (4.2):

B(t) € T ([ (E)) (W(t)]) = 7~ (W (b)) is a horizontal lift

i.e.

%u}(t) € HyyS(H) (4.32a)
if f

~ood s d, -

(zb(t)lalw(t)) = <w(t)|al¢(t)) =0 (4.32b)

In other words: the curve t — 1(t) is a horizontal lift of the curve ¢ — W(t) if the
vector ad;w(t) € H is orthogonal in the Hilbert space sense to the elements of the fiber.

Note that 9(t) are elements of S (H) C H, and ﬂ}tﬂ are elements of TS(H). For a
general fiber bundle the elements of TE are not elements of E. But in the particular case
of (4.29) the fﬂb(t) (as the derivative of a parameter dependent Hilbert space vector)
is again an element of H: TS(H) C H. Thus (4.32), relating elements of T'S (H) with
elements of S(H) makes sense. The assignment of a horizontal subspace by (4.32) is
called the Stiefel connection.?

For a given curve m(t) in the base space and any initial point py = p(0) in E
(with 7(po) = m(0)) there exists exactly one horizontal lift p(t). For a closed curve
t — m(t); m(0) = m(T) = my, the horizontal lift starting from p(0) will end at a point
p(T) = n~!(mo) in the fiber above mg. As every point of the fiber can be reached from
p(0) by a transformation with exactly one element g of the structure group G we must
have that p(T) = p(0)g. The set of all the g for a given starting point p(0) forms a
subgroup of G which is called the holonomy group of p(0). In some cases, which we
shall restrict ourselves to, the I >lonomy group of some point py € E will be identical to
the structure group G. Then (if M is connected) the holonomy group is the same for
all p € E. In this case any two points of E can be joined by a horizontal curve in E.
A connection, for which the holonomy groups of any p € E is the structure group G, is
called irreducible connection.

After this review of general differential geometrical results we will turn to our
specific fiber bundle 7 and the closed curve (4.2) in the space of physical states P(H).
We want to find the horizontal lift ¢ — 1(¢) with respect to the Stiefel connection.
According to the general results above 9)(t) is uniquely determined foﬂr a given starting
point 1(0) for which we will usually chouse the initial state vector ¥(0) = ¢(0). The
phase factor e*7: . -

Y(T) = e"7Y(0) (4.33)
is then an element of the holonomy group (which here is identical wiEh the structure
group U(1)). The phase factor €'Y is uniquely determined for a given 1(0). It is called
the holonomy (anholonomy*) of the closed path C : 4 = 4(¥(0)) = %(C).

Another description of the connection than the assignment (4.32a) of a horizontal
subspace Hy,) S (H) is the description of the connection in terms of a connection-one-
form or the connection coefficients (gauge potential, see appendix). A connection form

no PRI Comoopr o ' ' . ' vapeon



47

is a one-form A with values in the Lie algebra of the structure group G (which is
isomorphic to the vertical subspace V,E) such that the holonomy can be written as

g = f A O ’T?{A if G is non — Abelian). (4.34)
c

where C is the closed path (4.2) in the base space. In order to obtain the connection
one-form A that leads by (4.34) to the holonomy in (4.33) we start with a section. A
section of a bundle (Appendix) is a continuous (C*°) map ¢ : M — E which assigns a
preferred point ¢(m) on the fibre 77!(m) to every m € M. Thus the section undoes
in a continuous way what the projection has done: w¢(m) = m for all m € M. Global
sections (for all m € M) of principal bundles only exist if the bundle is trivial (i.e.
homeomorphic to M x G). For the nontrivial bundle 7 there exist only local sections. A
local section over a patch O C M is a map ¢ : O — E such that #¢(m) = m for m € O.
For n (like for every principal bundle) there is always a covering {Os} of M such that
every O, admits a local section ¢(®). Given a local section ¢(®), one can define another
section ¢(®)’ by ,

¢ (m) = ¢(*) (m)g(m) (4.35)
where g(m) € G = structure group. This is the general gauge transformation which has
occurred in various specific forms before, cf (4.6), (3.83), (3.19), (2.12). A local section
@ of O maps a closed path t — W(t) in CP* (W(0) = W(T)) into a closed path in
S(H):

t— @(t) ; ¢(0) = (7). (4.36)
A local section thus provides a closed lift (4.5) of the curve C in P(H).

We now obtain (a local representation of) the connection one-form A in terms of
the local section.

We choose a local section ¢ = ¢(W) for the patch that contains the closed path C
of (4.2). The problem in each particular case is, of course, to find such a local section
for a given time-dependent Hamiltonian h(t). (In our example of section 3 we obtained
the section |k;8, o) of (3.84) (local in the northern hemisphere) essentially by solving
the problem explicitly.) With this section we lift the closed path C into a closed path
of this section

Cclosed o(t) = p(W(t)) : o(T) = #(0) (4.37)

As 9¥(t) is the horizontal lift of the same path (4.2) we can express the open path
t — 1 (t) in S(H) in terms of the closed path t — ¢(t) in S(H) by

¥(t) = e/ Wg(t) (4.38)
where f(t) is a smooth (single-valued) functon. As ¢(T') = #(0) we obtain
P(T) = e~ O)yh(0) (4.39)
Comparing this with the definition of the holonomy (4.33) we see that
¥=£(T) - f(0) (4.40)



I \”

48

This we can calculate now by substituting (4.38) into the defining relation (4.32b) of
the horizontal lift and integrating. This yields:

. [T, d [T
i= [ ieglewnd = [ ilde) (44)

Thus the connection one-form given by the assignment of the horizontal subspace (4.32)
is:

A =i(¢ld|o) . (4.42)

This connection one-form is also called the Stiefel connection (of the U(1) bundle n
over CPN-1 or CP*). The bundle space S(CN) = S?N-1 (for dimension of H = N)
is called the Stiefel manifold, denoted Vi n(C) = U(N)/U(N — 1) = S(CV). 1t is the
manifold of 1-frames in the space H = CV. We will call the bundle (4.29) with the
connection (4.42) the Stiefel bundle. It is the special case, N' = 1, of a whole class of
Stiefel bundles:

v UN) = V(€)= Graw - (4.43)

Here Grar,ny = U(N)/UN)x U(N —N) is the Grassmanian manifold of A'-dimensional
subspaces (or NV -dimensional projection operators) in the N-dimensional Hilbert space
H = €V and Vy n(C) = U(N)/U(N — N) is the Stiefel manifold of N-frames in
H = CV. The structure group of this bundle is U (N). We will not explain the cases
N > 1 any further here® but continue with the case N = 1.

The Stiefel connection (4.42) or (4.32) is the mathematically natural definition of
a connection for the bundle n = 7,. This connection is given without any reference to a
Hamiltonian or an equation of motion. For a given closed curve C (C is determined by
the Hamiltonian and the dynamical equation (2.3b)) the holonomy is a purely geometric
property of the Stiefel bundle; the gauge group is the structure group of this bundle.

Comparing (4.41) with (4.23) and (4.33) with (4.25) we see that the Anandan-
Aharanov phase angle v(C) is identical with the holonomy 4 and the A-A lift () is
identical with the horizontal lift of the Stiefel connection:

-~ P

Y(t)=9(t) ; vC)=7. (4.44)

Also, the non-adiabatic connection form (4.24) is the same as the Stiefel connection,
A = A. Of course, this is what we should have expected, because the consequence
(4.15) of the definition (4.13) is identical with the definition (4.32b).

Thus, the Stiefel bundle is the mathematical structure that underlies the theory of
the quantum geometric phase.

We started our investigation (in section 2) with a geometric phase, (2.50), which is
not the holonomy of a closed path C of physical states. Instead we had chosen a closed
path (2.7) = (4.1) in another base space, the parameter space M of the observables.
The bundle that underlies the adiabatic geometric phase (Berry’s phase) is therefore a
U(1) fibre bundle over the parameter space M:

AU = A= M (4.45)

I Lo " o
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We shall now discuss the relation between the bundle A, which Simon’ recognized as
the mathematics behind Berry’s phase factor, and the Stiefel bundle of the Anandan-
Aharonov approach.

As the Berry-Simon and the Anandan-Aharonov approach use different base spaces
we first have to establish a relation between the base space M and the base space
P(H). Then we use the classification theorem for principal fibre bundles to obtain all
the bundles A that relate to the bundle n in (4.29). The problem is thus to find the
right map:

M — P(H)(= CPN~! for N = finite) . (4.46)

There always exists a smooth map f, which is determined by the Hamiltonian h(z)
and defined by

M3z — fo(z) = An(z) = |n;z >< njz| € CPN ! (4.47)

(for every given value of the energy quantum number n). This smooth map associates

with the closed path C in M a closed curve of (one-dimensional) eigenprojections of
h(z) in P(H)

Ch: An(2(0)) = An(z(t) = In; 2(t))(n; 2(t)] — An(2(T)) = An(z(0)) (4.48)

As already mentioned in section 2 (following eq. (2.33)), the closed curve (4.48)
is a path of observables not of physical states. Any path of states t — W’'(t) with the
initial condition W’(0) = An(z(0)) where A,(z(0)) is an eigenprojector of h(z(0)), is
not closed. Thus the smooth map f, does not relate closed curves in M to closed curves
of physical states C. Only in the adiabatic approximation (2.24) do the closed curves of
eigenprojectors (4.48) approrimate a physical state.

The Berry phase v,(C) is according to (2.51) and (2.49) the holonomy of the
closed curves C* of eigenprojectors (4.48). The Berry connection form (2.42) is the
Stiefel connection, however it is not taken on the closed path C of physical states (4.2),
but on the closed path C* of eigenprojectors (4.48) in P(H) or on the closed path C of
parameters (4.1) in M.

The single-valued eigenvectors |n; z(t)) of h(z(t)), (2.4), are sections, however they
are not taken on a closed path above the cyclic path C of physical states (4.2) but they
are taken on a closed path above C* or Cin M. For the example (3.1) the sections
¢r(W) are taken above the closed path t — [9(t))(¥(t)] = |k, 6, ¢(t))(k; 6, ()| and
given by (4.7): ¢x(W(t)) = |k; 6 = const.p = wt). But the single-valued eigenvectors of
h(R(t)) are taken above the path R(6 = const,y = wt) of (3.53) and given by (3.11).
These two sets of functions are related by the map (3.64):

w

|k:6,0) =k F.(8,0)) 5 v=7 (4.49)
The Berry (adiabatic) connection on the path (3.53) in parameter space is given by
A*(8,0) = i(k; 8, 0ld]k; 6, p) = —k(1 — cos 6)de(t) (4.50)
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and the Anandan-Aharonov connection on the same path R(6,wt) in parameter space
is
A% (6, p) = i(¢kldldk) =i < k; F, (8, )|d|k; F..(6, p))

b w
= —k(1l - a cosf + ﬁ-)dnp

which leads to the two different expressions (3.54) and (3.98) for the adiabatic and exact
geometric phase connected with the same closed path C; in the parameter space M.

In addition to the U(1)-Stiefel bundle over the space of pure physical states (or of
one-dimensional eigenprojectors P(H) = CPN~!) we have thus a U(1) bundle over the
parameter manifold M as base space.

The Stiefel bundle (4.29) is the universal classifying U(1)-bundle.®) The classifica-
tion theorem states that any U(1) principal fibre bundle £ is isomorphic to the pull-back
bundle f*(n) for some continuous function f : M — P(H). (Appendix)

The pullback bundle f*(n) is a new bundle which one can define for each smooth
map f and original bundle n. It has the same fibre F' as the original bundle and is
defined in the following way: f*(7n) is the subspace of M x n = M x S(H) which
consists of the points (z,%) € M x n such that f(z) = n(y). Thus

fr(n) = {(z,¥) € M x S(H); An(z) = [¥ >< 9|} (4.52a)

if we choose fof f the map f = An of (4.47) and for the projection the map 7 (|y) >) of
(4.28). The fibre F; of f*(n) is a copy of the fibre Fy(;) of n: F; = Fy() which in our
case means that

Fo = Faam) = Figs<ol = {[¥ > 10 >= o} = {e¥} = U(1)

(4.51)

The projection map of the pullback bundle f*(n) T M is defined by 7y : (z,¥) — z.
If we define f. : f*(n) — n by f. : (z,%) — ¥ then the pair of maps (f«, f) is a bundle
morphism between the two bundles f*(n) and . This means

fomg=mo f., (4.53x)

or, in other words the following diagram is commutative:
4

frn)=¢ L

b

M —1. cP(w) (4.520)

The commutativity of the diagram (4.52b) follows because

foms(z,¥) = f(z) = An(z) = [¥)(¥]
o fu(z,¥) = n(¥) = [¥) (¥
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Sectiom pull back, too. Thus if ¢ : P(H) — 7 is a section of 7 then the pull-back section
®: M — f*(n) is defined by

&(z) = (z,6(An)) = (z,8(f(z)) = In; z) (4.54)

The diagram (4.52) with the sections is also commutative in the sense

food=¢of (4.534)

This commutativity follows since

fo 0 d(z) = fu(z, (An)) = d(An) = ¢(f ()

Two homotopic maps f; : n — P(H) and f2 : M — P(H) (Appendix) lead to
isomorphic bundles f}(n) and f5(n).

Thus there is a one-to-one correspondence between U(1) bundles over M and the
homotopy classes of maps of f : M — CP(oo0). For every homotopy class [f] of maps
there exist one U(1) bundle f*(n) (up to equivalence) that is determined by this map
1£).

In the construction of the pullback bundle in (4.52) we used the map f of (4.47)
given by the eigenprojectors A, of the Hamiltonian. From our example (3.1) we know
that the closed path of eigenprojectors f = Ax(8, ) = |k; 8, ©)({k; 0, p| € P(H) which is
the image under f of the closed path ¢t — R(6,wt) in M is not a closed path of physical
states. Thus the |¢)(¥| and ¥ in (4.52a) are not solutions of the dynamical equations
(2.3b) and (2.3a) respectively. From the results (2.32) we know tht this is generally true.
‘The map (4.47) does not map closed paths in M into closed paths of physical states.
We thus have to find in place of the map f another map f : M — P(H) that maps
closed paths in the parameter space M into closed paths of physical states (solutions of
(2.3b)) in P(H). To find such maps we will use our example (3.1) as a guide. The closed
path of physical states that corresponds to the closed path ¢ — R(6,wt) in parameter
space is given by

t— [k 6,wt)(k; 6, wt| = |k; F, (6,wt)) {k; F, (8, wt) (4.55)
= Ax(6,wt)

where ; . o
|k; 8, p) = et |k &3) = |k; F (6, ) (4.56)

are the sections of (3.84). (F, and 6 are given by (3.66) and (3.62) respectively).
The projection operator Ax(6,wt) is no more an eigenprojector of the time-dependent
Hamiltonian h(R(#,wt)), it is the eigenprojector of an other operator defined by

h(8, ) = h(6,3) = h(F.(6,p)) = bR(G,¢) - J (4.57)

However this projection operator A is a cyclically evolving state (solution of the dy-
namical equation (2.3)):

Ak(8,wt) = [W() (W) = W ()
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where (1) is the solution (3.99) of the equation (3.56). Therefore we choose in place of
the map f in the diagram (4.52) the map

fe=froF,:8%35 R — Ag(R) € CP(c0), v<1 (4.58)

This map fi associates with every R(8,p) € S? an eigenstate A of the operator
R(é, @) - J with eigenvalue k (k being the component of angular momentum along
R(6, ¢) not along the direction of the magnetic field R(#, ¢). The restriction v < 1 is
necessary so that F, and therewith fk is continuous.

We take this example as our guiding principle for the general case: There ex-
ist classes of time-dependent periodic Hamiltonians for which the dynamical equation
(2.3) has cyclic non-degenerate solutions with the same period as the period w of the
Hamiltonian.?) (We want to restrict ourselves here to the case of non-dezenerate solu-
tions, in the case of an N-fold degeneracy the U(1) principal bundle has to be replaced

by the Stiefel bundle with structure group U(N).6)) These classes are characterized by
the existence of a homeomorphism (diffeomorphism)

F-M—-M
which has the following properties:
1.) The operator h(x) defined by
h(z) = h(F(z))  has eigenprojectors  An(z) = An(F(z)) (4.59)

For a closed path (4.1) these eigenprojectors are cyclic solutions of (2.3b):
An(F(z(t)) = W(2).

2.) F is continuously related to the identity F(zr,v) — z for v — 0, where v are
parameters of the Hamiltonian h(z(t)) = h,(z(t)) with [h,—o(t), hu=0(t’)] = O for
t#t.

In our example (3.1), the parameter is given by v = w/b where w is the precession
frequency and b is the Larmor frequency.
The map

f=foF:M>z— Ay(z) € CP(x) = P(H) (4.60)
where f is given by (4.47), associates to every £ > M an eigenstate A,(z) € P(H)

of A(z). This map f also associates to a closed curve (4.1) in M a closed curve of
states W(t) = A(z(t)) in P(H). With thic map f we construct the pullback bundle
over the parameter space using the classifying theorem of U(1) principal fibre bundles.
The classifying theorem of fibre bundles thus becomes the central mathematical tool in
establishing the relation between the Stiefel bundle of the Anandan-Aharonov approach

and the parameter space U(1) bundle over M in the Berry-Simon approach.
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The U(1) bundle over M, that associates closed paths in M (4.1) with closed paths
of physical states (4.2) is given by the pullback f* of (4.60):

S

PH (4.61)

Thus for every value n we obtain a map f and a U(1) bundle over parameter space A

To see how Berry connection and Berry phase are obtained, we start with the
universal classifying bundle n of (4.29). The bundle n carries as a natural connection
the Stiefel connection. We choose a (local) section |¢(A)) of P(H) D O — S(H) with
the property |¢(A)){(¢(A)| = A,. The Stiefel connection is then (locally) represented by
the U(1)-valued one-form

A = 1(¢|d|¢) (4.62)

The local section ¢ in the fibre bundle f*(n) is given by
é(z) = ¢(f(z) = (f(F(2))) = In; F(z)) (4.63)
The |n; %) = |n; F(z)) are eigenvectors of h(z) and are determined up to a gauge

transformation (4.6). o
The canonical connection one-form on the bundle A = f*(n) is obtained from (4.62):

A@) = A = (m; F(@)] 5z P(@))da* (4.64)

The geometric phase factor (holonomy) is then given by

epitC)=emid A=en-¢  (@ide)

= expi fc FrA=exp(~ fc (n; F@)pozin F(2))dz*).

(4.65)
The path in the first two integral is over the closed curve (4.2) in P(H),C = foC. The
path in the second two integral C is the closed curve (4.1) in M. In the third equality the
property of the pullback was used. This formula (4.65) says that the geometric phase
can be either calculated using the canonical (Stiefel) connection A in the universal
bundle 7 or using its pullback f*A in the induced bundle. This means the geometric
phase factor €7(©) (the holonomy) acquired after parallel transport with respect to the
Stiefel connection along the closed curve C in P(H) is the same as the geometric phase
factor acquired after parallel transport with respect to A(z) = f*A along the closed
curve C in the parameter space M.
The exgression in terms of the integral over C in P(H) = CP(oco) is the standard
expression for the Aharonov-Anandan phase. Thus tke Aharonov-Anandon connections
and therewith the geometric phase can also be obtained from the eigenvectors of the
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Hamiltonian, if F is known. However this phase was introduced originally not through
the Stiefel connection but as the difference between the total pha.s and the dynamical
phase defined by exp(—i § (v0(t)|h(t)|¥(t))dt).

The Berry connection and phase is obtained from (4.64) and (4.65) in the adiabatic
approximation in which F is replaced by the identity

A= (n; .7:| 9 |n a:}dz (4.66)
v(C) - ol I
e"*) = exp f (n; z| oy |n,x)da:“) (4.67)
where C is the closed curve (4.1) which also appears in (4.45).

The B-S bundle (4.45) A = f*(n) and the bundle A = f*(n) of (4.61) are related

by the bundle morphism F™*:
F.

X — A
| |
M = M (4.68)

As F is a diffeomorphism continuously related to the identity, the two maps f = foF-1
and f belong to the same homotopy class in [M,CP(cc)]. Consequently A, A have the
same topology.?

In this section 4 we gave a general description of the structures which we discovered
in section 3 for the specific example given by (3.1). We introduced the geometric
phase for general cyclic (non-adiabatic) evolution and showed that the adiabatic phase
introduced in section 2 is a limit of the general geometric phase. But we also showed
that exact cyclic adiabatic evolution is always stationary, i.e. the closed path is a point
in P(H).

We uncovered the mathematical structure behind the gauge theory of the geometric
phase and showed that this involved two fibre bundles with the structure group U(1):
the U(1) bundle over the parameter space M (differentiable manifold) of the parameter
dependent Hamiltonian in the adiabatic approximation considered by Berry and Simon
and the U(1) Stiefel bundle in the Anandan Aharonov approach where the base space
is the space of (pure) physical states P(H) = CP(00).

We then related the time evolution (4.2) of a cyclic quantum state W (t) (considered
in the Aharanov-Anandan approach) to the change of a parameter dependent Hamilto-
nian and its eigenprojectors along a closed path (4.1) in parameter space, (considered
in the B-S approach). Since the Stiefel bundle is the universal classifying bundle of the
U(1) bundles over manifolds M, the classifying theorem provides all U(1) bundles over
M (characterized by the first Chern class). Bundles and Chern class are labeled by the
quantum number n.

The classifying Stiefel bundle has a natural connection (4.42) given by differential
geometry (Stiefel connection) which is identical to the connection obtained from the
Aharanov-Anandan approach by separating from the total phase in a natural way a dy-
namical phase. The connection in the parameter space bundle for exact (non-adiabatic)
evolution is the pullback (4.64) of the Stiefel connection (4.62). This pullback connection
goes into Berry’s connection (4.66) in the adiabatic limit.
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The mathematics of the fibre bundles was created and the classification theorem
of principal bundles was established® long before the quantum geometric phase was
considered to be of any importance in physics. Though we have accepted the fact that
physics is described by mathematical structures, one usually faces the situation that the
mathematics is not quite ready for sorne new physical theory and has to be created along
with, or adapted specifically for, this new physics. It is very rare that the mathematical
structure is already all there and the physical quantities need just to be mapped upon
the elements of this mathematical structure. This was the situation for the quantum
geometric phase and was therefore the cause of great excitement and exultation. The
role which the mathematics of fibre bundles plays for the physics connected with the
quantal geometric phase is one of the more spectacular examples of what Wigner calls
“the unreasonable effectiveness of mathematics in natural science.”
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Mathematical Appendix:
“A Brief Review of Fibre Bundles and Their Classification”
by
Ali Mostafazadeh

A.lL Fibre Bundles:

Definition: A fibre bundle () is a collection (E, M, ,G) of two (smooth)
manifolds £ and M, an onto continuous (smooth) map = : E — M and a Lie group
G-E,n,m, and G are called the “total space,” the “base manifold,” the “projection map”
and the “structure group”, respectively. For any z € M, the set 7~ !(z) is a (smooth)

manifold and 7~!(x) =: F; is called the fibre over z. As a point set E = U F:.
TEM
Furthermore, all fibres look alike, i.e. there exist a (smooth) manifold F such that F,

are homeomorphic (diffeomorphic) to F. F is called the “typical fibre”. The structure
group G is a group of diffeomorphisms of F and it has a global right (or left) action on
E. The collection (E, M, m,G), which sometimes collectively called F, is said to have a
fibre bundle structure if for any z € M there exist an open neighborhood O; of z such
that

10 ~0; x F (A.1)
Moreover, the (right) action of G on E is such that Vp € E, Vg € G:

m(p.g) = n(p)

i.e. the action of G moves the points along the fibres. Furthermore, G acts on fibres
freely and transitively.

Definition: If F happens to be identical to G (as manifolds), then the fibre bundle
is called a “principal fibre bundle”.

Definition: If E = 7~1(M) ~ M x F then the fibre bundle is said to be “trivial”
or a “product” bundle. Not every fibre bundle is trivial. The degree in which a fibre
bundle differs from being trivial is measured by a set of functions called the “transition
functions” {g;;}. Let {O;} be on open covering of M = | O; such that

1

Wi . TF-I(O,‘) — O;’ x F

are the diffeomorphisms of (A.1). Then one can view E as a collection of patches O; x F
over O;. The global or topological structure of E is characterized by gluing these patches
in their intersections. Let O; and O; have a nonempty intersection then the gluing map
is defined by:

94 = @i 0 p; 1 9i(0i N O;) — ¢;(0:i N O;)
(0iNO;)x F— (0;N0;) x F

Then Vz € O; N Oj
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gij(z) : {z} x F - {z} x F
:F— F
and
9i;(z) € G.

Example: A nontrivial and quite relevant(? example of a principal bundle is the Hopf
bundle: (52, 52%,m,U(1)) also denoted by:

S'=U(1) — 8% = SU(2) — 8% = SU(2)/U(1).
where the fibres are U(1) orbits in SU(2)(®.

A.Il: Sections, Lifts, Connections and Holonomy:

Let (E, M, n,G) be a fibre bundle.

Definition: For any open submanifold O C M, a continuous (smooth) map S :
O — E is called a “section” over O if

moS =1d
o
If O = M then S is said to be a global section of E.
Remark: A principal bundle is trivial if and only if it has a global section.
Definition: Let C : [0,T] — M be a continuous (smooth) curve in M. Then a
curve C: [0,T] — E in E is said to be a lift of C if

roC =C

If a principal bundle P is endowed with a connection (a geometric structure), one has
a well-defined notion of parallel transport.() Then, a point py € P can be parallelly
transported along the curve C, to define a curve

C :po — p(t) — p(T)

in P which is called the “horizontal lift” of C associated with the connection on P.

Alternatively, a connection on P may be defined in terms of horizontal lifts. More
precisely, a connection is realized as a rule which associates a lift C to any pair (C, po).
The tangent vectors w; := %C(s)lut to C(t) which project to the tangent vectors v,
to C(t) are called “horizontal vectors”. Note that w; € T,y P, and v € T,y M where
Tc() P denotes the tangent space of the bundle P at C(t) and Tg)M denotes the
tangent space of the base space M at the point C(t). Since one can reconstruct C from
the knowledge of the horizontal vectors, one has):
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Definition (1): A connection on (P, M,n,G) is a linear mapping op : T,M —
T, P,Vp € P, such that:

i) 7 ooy : TuM — T, M is the identity map.
ii) o, depends smoothly on p € P.
iii) 0pg = R,op

where, 7’ : T,P — Tr(,)M is the push forward map corresponding to = : P — M, and
R, : TP — T,P is the push forward map corresponding to the right action map of
g € G, Rg: P — P, which is denoted by Ry(p) =p-g,Y, € P and g € G. The right
action of G on P is defined as follows: Let g € G,z € O; C M,p € 7~ !(z) C P, and
@i(z) : {z} x #~1(z) — G be the restriction of ¢; : 7~1(0;) — O; x F (of A.I) onto
the fibre over z, 7~!(z). Clearly, p:(z) is a diffeomorphism identifying the fibre 7~ !(zx)
with G. The right action map R, : P — P is defined by

Ry(p) =p-g:= ¢ [vi(p) - 9]

where ;(p) € G and the product in the bracket is the group product.

The horizontal vectors span a subspace of T, P,V,, € P which is called the “horizon-
tal subspace H,P of T,P. Hence, a connection leads to a, not necessarily orthogonal,
decomposition of T, P into:

T,P=H,Pt V,P
VpP is called the “vertical subspace”. One can view a connection as a rule which
determines H,P,V, € P:

Definition (2): A connectionon (P, M, n,G) is a collection of vector spaces H,P C

T, P, such that

i) n|lu,p : HyP ~— Ty M is an isomorphism.
ii) H, depends smoothly on p € P.
i) Hpy = Ry Hp.

The vertical subspaces V, P are actually canonically isomorphic to the Lie algebra
G of G. This is seen as follows: For all X = i‘.’%(’:lbzo € T.G = G, let v(p) € V,P be
defined by

v(p) i= ﬂ%—i—(ﬁﬁluo (A.2)

Then, (A.2) establishes an isomorphism between G and V,P. This isomorphism allows
one to have a more practical definition of a connection on a principal bundle.

Definition (3): A connection on (P, M, n,G) is a 1-form w on P with values in
G, such that

i) Yup € vpPywp(Vp) = X where X € G is related to V, as dictated by (A.2).
ii) wp depends smoothly on p € P.
iil) wp.g(Ryup) = Ad(9~!)wp(vp) where Ad denotes the adjoint representation of G on
G. Given w the horizontal subspaces are obtained by

Hy = {w, € TpP : wy(wp) = 0}
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The three definitions (1), (2), and (3) can be shown to be equivalent.() In the
physics literature one usually encounters a 1-form A on M with values in G. This is
obtained by pulling back the connection one-form w on M , via a local section

S;':O,'——*P

Then, locally
A(,') = S: (w)

where the subscript i refers to the local patch over O; ¢ M and S denotes the pullback.
If P is a trivial bundle, as is the case in many gauge theories, S; can be taken to be a
global section, i.e. O; = M.

It turns out that the 1-form A;) is well-defined if one requires a particular trans-
formation rule which reads:

Ay =95 () - AG) - 9:5(2) + 95" () - gl () (A.3)

In (A.3), gij(x) € G is the transition function connecting the patch O; to 0j, g,;(lx) is its
(group) inverse, and gi;() is the push forward map: 9i;(z) : T:M — G, corresponding
to gij : M — G. Here we have assumed G to be a matrix group for simplicity. The
second term in the right hand side of (A.3) is known as the pullback of “Maurer-
Cartran” 1-form on G defined by gi; : M — G. Another notation for 9i;(z) is dgi;(z).
To motivate this notation, let 3‘% € TM;(,) and act g,’.j(z(s)) on f;. By definition of
push forward map(!*¥) one has:

95 (2() o = & (g5 (x(s))

In a local coordinate frame (z#) this becomes

/ dz*(sy 0 dzt(s) 8
gij(l‘(S))( ds}a'z:"): ds Ozh

which together with the fact that g{;(z) is a linear map suffices to see

(945 (z(s))

9@ (pz) = 5 (05(@))

Hence, in general one has:

0
gi(z) = 3_x';9ij(37)d$“ = dg,;(x)
and (A.3) is then written as:
Ay = 951 (@) Ag)9ii(T) + 95 (z)dgi; () (A.3)’

It is remarkable that (A.3’) coincides with the transformation rule for the gauge potential
of parti-le physics.

Cousider a closed curve, a loop, C : [0,T] — M in M and let p, € 7#~1(C(0))
and C be the horizontal lift associated to a connection 1-form w on P. Then, since

ton P
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C(0) = C(T),p(T) := C(T) € n~}(C(T)) = n~1(C(0)), i.e. p(T) belongs to the same
fibre as p, does. On the other hand, G has a transitive action on the fibres, thus, there
exists a g € G, such that

P(T) =po-g=p(0) g

since p(T) is the parallel transport of p(0), g is determined by the one-form A =
Audz# = A%dzt ® J,, as:

d*z(t)

g= IPexp[—— }i A] = :rexp[— /0 ' A“(a:(t))Tdt] (A.4)

where J, are generators of G, and IP and 7 stand for the path ordered and time ordered
products, respectively.(!)

Definition: The set of all elements g of G given by (A.4), for fixed po, form a
subgroup of G' which is called the “holonomy” group of w associated to Do - g is called
a holonomy element.

As is seen from (A.3), A does not transform as a tensor. However, one can introduce
a tensorial quantity for a given connection. This is called the curvature two-form € of
the connection w. § is pulled back on M by a local section to define a Lie algebra valued
two-form F on M. The latter is in perfect analogy to the field strength associated to a
gauge potential. F is related to A by the following local expression:

1
Foy =dAp + 5 [A(i), A(i)]
Fliy has the following tensorial transformation rule:

Foy = 95" (z) - Fij) - 935(x).
Finally (A.4) is also written in terms of F:

g =1Pexp[—/sF]

where Stokes theorem is used and S is any two-surface in M bounded by C.

A. III.Classification Theorem for Principal Fibre Bundles:

Definition: Let (£, M, ,G) be a fibre bundle, and M a (smooth) manifold. Let
f: M — M be a continuous (smooth) map of manifolds. Then one can induce a (G-)
bundle structure over M using f.

For any z € M, the fibre F; is defined to be 7~ (f(z)). The “pullback bundle” is

f*(E) i= Uzemm ™! (f(2)).

as a point set. The bundle structure is then fixed by requiring the transition functions
g9ij(z) of E = f*(E) to be given by

9ij(z) = §ij(f(z)) VreM
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where {§i;} are transition functions of E corresponding to an open covering {()i} of M,
and {gi;} correspond to the open covering {f~}(0;)} of M.

Definition: Let M and M be two topological spaces (smooth manifolds), and f;
and f two continuous maps

fi:M—>M i=1,2
f1 and f, are said to be “homotopic” if there exists a continuous map:
F:Mx[0,]]—-M

such that .FIMX{O} = f, and }'|Mx{1} = fo. The existence of F is equivalent to the
statement that f; can be continuously deformed into f2 and vice versa.

Theorem: For any Lie group G, there exist a principal G-bundle
n : (n(G), BG, &, G) such that any principal G-bundle (P, M, r,G) is obtained from 7
as a pullback bundle i.e. there exist a continuous (smooth) map f : M — BG such that

P =~ f*(n(G))

Furthermore, homotopic maps pullback (topologically) identical bundles.(®)
The statement of the classification theorem can be illustrated by a commutative
diagram:

P=fmG) —L— (G

M —'. Bg

BG and n(G) are called the “classifying space” and the “classifyiné bundle”, respec-
tively.
For G=U(N), BG can be chosen to be the complex Grassmannian

Gry = U Gr(n,N) and 7 is the so-called “universal (Stiefel) bundle.” For

n=1
G =U(1),BG =Gr, =CP().
Theorem: There exists a “universal” (Stiefel) connection on 7 such that any con-
nection on any principal G-bundle (P, M, 7, G) can be obtained as a pullback connection
one-form from the Stiefel connection.(®)

wo " g o [ T T ' [ [TE
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