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ABSTRACT 

D istr ibut ion 
Category UC-21 

This report reviews aspects of the military applications of the inertial 
confinement fuoion (ICF) program ut Sundiu Luborutorico, Thcoc appli­
cations exist in the areas of: (1) weapon physics research, and (2) 
weapon effects simulation. In the area of weapon physics research, 
ICF source technology can be used to study: (1) equations-of-state at 
high energy densities, (2) implosion dyanmics, and (3) laboratory simu­
lation of exoatmospheric burst phenomena. In the area of weapon effects 
simulation, IC F technology and facilities have direct near, intermediate, 
and far term applications. In the near term, short pulse x-ray simula­
tion capabilities exist for electronic component effects testing. In the 
intermediate term, capabilities can be developed for high energy neutron 
exposures and bremsstrahlung x-ray exposures of components. In the 
far term, system level exposures of full reentry vehicles will be possible 
if sufficiently high pellet gains are achieved. 
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THE APPLICATION OF INERTIAL CONFINEMENT FUSION 
TO WEAPON TECHNOLOGY 

I. Introduction and Summary 

The demonstration of inertial confinement fusion using lasers arrd intense charged particle 

beams is the result of work which grew out of the national nuclear weapons rese.arch and develop­

ment program. The development of nonnuclear high power sources of energy has resulted in the 

hope of harnessing inertial confinement fusion on a scale which can lead to peaceful power produc­

tion. At the same time, the technology that grew out of the weapon program still has application 

to those programs as to the development of new weapon concepts. 

The particle and laser beam fusion programs (Figure 1) at Sandia L.aboratories germinated 

from a pulsed power technology which was developed to simulate .nuclear weapons effects. This 

capability has grown into a comprehensive effort including both target physics research and par­

ticle beam and laser technology development, which have military applications in the areas of 

weapons physics research ·and weapons effects simulation. 

In pursuing the goal of inertial confinement fusion, Sandia interacts with the other ERDA 

laboratories and DNA contractors. The major nuclear des.igri labor~tories provide Sandia with ex­

pertise in the area of target design and fabrication, and Sandia provides. a pulse-po:..V.~r technology 

base for LLL and LASL prog~ams. For ICF, Sandia has concentrated on the development of short­

fJUlse (<50 nsec) accelerator technology. The laboratories carrying out work relevant to the weap­

ons effects simulation requirements of the Defense Nuclear Agency have concentrated on the de­

velopment of long pulse accelerator technology. This work has led to the development of sources 

of interest to inertial confinement fusion by the DNA contractors, and pulse-powe·r technology 

development of interest to DNA by Sandia. 

This report is a review of the military applications of the ine.rtial. confinement fusion pro­

gram. Within the areas discussed above, ·specific applications and the relevance of inertial con­

finement research to meeting the source requirements, broadening the data base, and developing 

the new technology for the fulfillment of these applications are discussed, In particulal;', the 

applications realized at the present time, applications which are projected to be. r.ealized from the 

present time to the achievement of high energy gain from pellets, and applications projected to be 

realized after achievement of high energy gain are reviewed. Finally, the contribution of ICF 

research and capabilities is quantified by comparison with alternative technologies. 
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This report contains two sections outlining the applic~tions. Section II is a review of the 

areas of weapon physics research which can be studied using inertial confinement fusion source 

technology. Because of,high.shot rate and low cost per shot, ·reF sources at present and in the 

intermediate and far terms provide a useful technology for conducting we,apon phy13ics experiments. 

A summary of past accomplis~ments is given in Appendix A. Section III dea~s with utilization of 

ICF sources for weapons effects simulation. The capabilities of ICF sources and technology for 

x-ray, gamma ray, and neutron production are reviewed. Present and intermediate term source 

technology makes possible the simulation of gamma ray effects using realistic pulse widths. and 
·. . ' . ·.· . . . ' 

exposures. For testing of complete weapons systems in a synergistic envircmment, far term ICF 

high gain pellet experiments are a possible alternative to underground testing for satisfying sim-

ulation requirements. 

ICF Source Capabilities 

: . - '• ' ' 

II. Application of Inertial Confinement Fusion 
to Weapon 1-'hycloe: 

Charged particle and la~ier beams are capable of concentrating large amounts of energy at 

high power flux levels onto small targets .. The resulting temperatures and pressures attained in 

the targets are orders of magnitude larger thim can be achieved iri the laboratory environment by 

mechanical means and surpass those obtainable with chemical explosives. At present, intense 

relativistic electron beams have delivered 10
12 

W/cm
2 

and deposited energies approaching 10
12 

to 10
13 

ergs per gram in millimeter size targets. With existing relativistic electron beam 



accelerators such as Hydra (0. 5 TW; 60 nsec) and Proto I (1. 5 TW, 24 nsec), shock strengths in 

the·1 to 10 megabar regime·can be achieved. With intermediate term facilities such as·EBFA-1 

shock strengths in the 10 to 100 megabar regime are projected. 

These parameters span a crucial range of pressures for which little data are available on 

hydrodynamic behavior and material equations of state. The complexity of inertial confinement 

fusion target experiments requires that they be analyzed by simulating the experiment- with one­

and two-dimensional hydrocodes. Thus, verification and improvement of weapon design codes 

will be an intrinsic part of the inertial confinement fusion experiments. In addition, a variety of 

new ideas have been and will continue to be developed in the course of designing inertial confine­

ment fusion targets. Many of these concepts appear to be applicable to weapon design. Also, the 

dynamics and stability of implosions can be studied using particle beam drivers. 

The irradiation of solid spherical pellets with high intensity lasers can produce nearly 

spherical plasma expansions which can be used to siqlUlate some aspects of high altitude nuclear 

explosions. Characterization of the atmospheric state produced by a single burst is necessary 

for several reasons: (1) prediction of the effects of subsequent bursts in a multiburst environ­

ment; (2) evaluation of the spatial extent and duration of satellite communications interference, 

and (3) evaluation of radar shielding effects which hinder detection of secondary missions. 

Alternatives 

Various alternatives to inertial confinement fusion sources are available and have been used . . 
to study certain aspects of weapons physics. The two-stage gas 15un facility at Sandia has be.en 

applied to material response studies which have direct application to the Lawrence Livermore 

Laboratory and Los Alamps Scientific Laboratory werapons programs. Successful experimental 

and diagnostic techniques developed on the gas gun facility have been extended to higher energy 

density levels using Sandia's ICF electron beam accelerators. 

Explosively driven systems have been traditionally used to :;;tudy equation-of-state and im­

plosion physics at high energies. One-dimensional flyer plate experiments can be carried out 

relatively inexpensively. Implosion experiments require a subst~ntially larger investment in a 

flash radiography diagnosttc, such. as Phermex at Los. Ala':los. Latest designs of _such flash x-ray 

accelerators such as the Physics International Pulserad 1480 used by the. French AEC employ in­

erlial confinement fusion rclo.ted accelerator technology. 

High altitude barium releases have been an P.xpP.rimen,tal te~hnique utilized to study prob­

lems related to interaction of nuclear burst.debris with the upper: atmosp~ere. 

For testing of weapons concepts, nnrlerground nuclear explosions have been traditionally 

utilized by the weapons laboratories. This is the only source for attaining energy density levels 

needed to expand the data base into the range of parameters required for weapon design. These 

tests are extremely expensive, 20 to 30 million dollars per shot for a weapon effects test, or 
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3 to 5 million dollars for a dedicated shot to te13t a given weapon design. The shot ro.tc is ex­

tremely low compared to that which can be attained from inertial confinement fusion experiments. 

Because of their low initial cost and high shot rate, particle beam inertial confinement 

fusion sources, to the extent that they can study certain aspects of weapon physics, are cost ef­

fective. Table I lists the shot rate per year and estim::~.terl cost to the user per shot for experi­

ments on various ICF sources. These estimates are based on experience with existing sources 

and affect the cost of operation of the source as a user facility (capital investment and operating 

budget) and do not include the cost of the ,experiment itself, which can vary appreciably according 

to the type of experiment fielded. 

Even ignoring the probability of a comprehensive test ban treaty, present and planned 

inertial confinement fusion sources are an attractive resource for continuing a weapon physics 

rese::~.rr.h program. 

() 

III. Application of Inertial Confinement Fusion 
to Weapon Effects Simulation 

Requirements and Capabilities 

In order to assess the hardness of weapons systems and their components to threat radi­

ation environments, a variety of simulation capabilities has been developed. These include labo­

ratory capabilities for above ground testing where in general the components 'of the threat 

environment are dealt with separately, and underground testing capabilities for which all the 

radiation components are present. In the latter case, synergistic effects can be studied. In 

light of this synergistic capability, underground test exposures are often viewed as proof tests of 

systems and components. These capabilities have been developed by both the DOD and ERDA to 

satisfy requirements in their respective areas of responsibility. In many cases, the effects pro­

duced by threat environments are simulated but the environment itself is not. This is especially 

true for above-ground capabilities. But even the components of the underground test environ­

ment are found to be deficient in some aspects. As compared 'to the system threats, examples 

of this are the short pulse widths for x-rays and gamma rays, the shortened time interval between 

the x-ray and gamma-ray arrival and that of the neutrons, and the relative intensities of the rad­

iation components. This results from the fact that the yields of the devices used for underground 

testing are generally much less than those corresponding to the system threats. 

The total radiation environment can be quite complex but is generally composed of x-ray, 

gamma ray, neutron, and EMP components. The intensity of the various components is strongly 

dependent upon the specific system in place of the mission under consideration. 



TABLE I 

ICF Source Capabilities for Equation-of-State (EOS), Implosion (IMP), 
· and Exatmospheric Nuclear Burst (NB) Experiments 

l .. 
I Sc-u:rce 

. •. * 
Cap. Inv. (M$) 
Source Bldg. 

·X· 
Operatin~ 

~1$/Yr 

·X· I 
Cost/Shot Experiments 

K$ . EOS ]]vJP 

I .5 r-~~~~~1~~~~~-----·~, --X--~ 
Shot/Yr. 

I. 

ln. 

Particle Bean (ICF) 

Hydra 
. ?roto I 
. ?roto II 

EB?A I 
EBFA.II 

.60 
1.4 
1.5 
9.2 

l.O.Ot 

.10 

.15 

.27 
5.0 
5.0 t 

.25 

.25 

.5 t 
LOt 
1.) t 

700 
300 
300t 
l50t 
lOOt 

., 1.3 j i X 
2.2t 1Gj781 lQ./78 ' X 

I 
15.ot 1Q/8ll lQ/81 i ? I 
28.ot 4Q/84I 4Q/84 1 ? j 

L~ser (ICF) -----r-------r------t-----.-:,.---~--T-~ 
A."!.· gus ( LLL) 3. 5 - - - - - - - - ? I ?_(\ /

7
.., · · I 

Sh iva ( LLL) 26. 2 8. 8 - - -- - - ? 3Q/77 3Q/'7.7 . 
Shiva-Ilova (LLL) 185.0 -- -- -- -- ? lQ/83 lQ./83 
1\·;o-Be8:n(LASL) l.O 

1l.4 -- 2000 -- ? / .; 
HEGLF (Ii\.SL) 45.0 9 5 4.6 t 200t lf5 t ? l<t/82 . I lQ./82 

1 
___ 2_o_c_· _kJ_HF __ ( s_LA_)_::~: --1--2-5 ._o_t __ , ~-:-~t ___ J ___ l_. 6_t __ L-· _lo_o_t __ _L_4_4_t __ _J__? _ ___J_ lQ./82 lQ/82 

* FY76 Dollars 

t - Esti.rrw:ted 

:f Preliminar,r estimate for this document. 

I - Experiment has been done or possible on indicated date (Quarter/FY). 

? - ExperimeEt proposed. 

X - Experiment not possible or extremely difficult. 
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Testing requirements can geJ;Jerally be broken down into a number of categories. These 

correspond to the testing. of the various parts of a we9-pons system separately prior to the testing 

of assembled units. Of course, the largest exposure requirement (primarily ·non responsibility) 

is that for the full system; RV, missile, satellite, etc. 

The culmination of weapons effects testing in support of weapons system development pro­

grams is the final "proof" test of the system. · As mentioned earlier, this is presently carried 

out using underground testing. Since underground testing is but a simulation capability itself, 

there are limitations associated with its use. In the event that a comprehensive test-ban treaty 

were to become a reality, this synergistic testing capability would no longer be available to the 

weapons effects community. In light of these considerations, it appears Llml im::rtial confine111e11t 

fusion i$ a possibie alternative to underground ·testing in order to satisfy weapo11s effects testing 

requirements. Although inertial confinement fusion will have many of the same shortcomings as 

underground testing it appears to b,e an approach to satisfy both the x-ray component and the 

synergistic requirements in the foreseeable future. 

Inertial Confinement Fusion Capabilities 

The development program as laid out by the Division ·of Laser Fusion includes a number of 

facilities which are stepping stones to the final goal of energy gain from· ·pellet burn. These var­

ious facilities will_have rather limited inertial confinement fusion capabilities but may be used in 

other modes of operation to satisfY. many weapon effects requirements., 

Weapon effects simulation utilization of existing machines such as Proto I and Proto II or 

intermediate term' machines such as EBFA I will pruviut: a useful x-ray simulation capability 

when operated in the bremsstrahlung mod~. Also, thes'e high current machines could be of value 

for driving high energy gas lasers which may then be used to produce an x-ray euvin:mrnent for 

testing purposes. Far term accelerators such as EBFA II should provide a capability for pro­

viding useful simulation environment. in the pellet burn mode. The use of EBFA II or other high 

power inertial confinement fusion facilities operating in the pellet burn· n:ode will aliow synergistic 

exposure of'weapon system components and units. 

Since the pos.sibility exi~:;t~:; lhal· a comprehensive test ban treaty could be negotiated, inP.rtial 

confinement sources i-hay be the only possibilities available in the future for synergistic weapons 

effects testing. For weapons effects simulation, a single shot system would suffice. Thert:fure, 

the requirements for inertial confinement fusion sources will probably be less severe for weapons 

testing applications than for civilian power applications. In any c.:ase, if inertial confinement 

reactions are achieved, simulation should be less costly than underground testing. Averaging lhe 

costs of the last 5 Nevada Test Site (NTS) events indicates that for tests conducted in a tunnel the 

average cost is of the order of 20 million dollars, exclusive of the Laboratories' labor. A typi­

cal vertical line-of-sight effects test cost 1/3 as much, incorporates about the same area, but has 

about 1 I 3 the data channels. In contrast, it is anticip.ated that the entire EBFA II facility will cost 



approximately .30 million dollars. It could, of course, be used repeatedly. Future facilities 

capable of higher pellet gains should be available at a cost of between 100 and 200 million dollars. 

It appears that ICF sources could be attractive for full system testing in the future. 

IV. Conclusions 

The Sandia inertial confinement fusion program has military applications to the development 

of advanced weapon concepts and nuclear weapon effects simulation 

Inertial confinement fusion drivers can be used as a tool to study the physics of interest to 

nuclear weapon design and exoatmospheric burst phenomena in the laboratory. Some work is 

already being carried out on existing facilities. Intermediate and far-term drivers will be cap­

able of studying parameter regimes of high-energy density which approach or attain levels pro­

duced in underground nuclear tests. If a comprehensive test ban treaty is negotiated, inertial 

confinement fusion sources will be an important experimental tool for weapon designers. The 

type of information to be gained in inertial confinement fusion experiments will provide a data 

base for improved weapon design ahd effects evaluation. 

Utilization of inertial confinement fusion sources and technology for weapon effects simu­

lation will meet ERDA requirements for an x-ray source with pulse width and exposure levels 

consistent with system threats to RV's. Present inertial confinement fusion electron accelerators 

operating in the bremsstrahlung mode are useful as x-ray simulation sources. For the far term, 

inertial confinement fusion sources operating with high gain pellets appear to be the only altern­

ative to underground testing for hardening and synergistic effects. 

I 

{ 

13-14 



APPENDIX A 

REPRINTS OF PUBLISHED ARTICLES 

1. M. M. Widner, F. C. Perry, L. P. Mix, J. Chang, and A. J. Toepfer, Jour. of Appl. 
Physics, 48, No. 3 (1977). 

2. J. R. Asay, L. P. Mix, and F. c. Perry, Applied Physics Letters, 29, No. 5 (1976). 

3. F. c. Perry and L. P. Mix, Applied Physics Letters, 27, No. 4 (1975). 

4. F. c. Perry and L. P. Mix, Applied Physics Letters, ::!4, No. 12 (1974). 

5. L. P. Mix and F. c. Perry, Jour. of Appl. Physics, 45, No. 7 (1974). 

6. F. c. Perry and M. M. Widner, Applied Physics Letters, 29, No. 5 (1976). 

7. F. c. Perry and M. M. Widner, Jour. of Appl. Physics, 47, No. 1 (1976). 

15-16 



Implosion dynamics of a hemispherical target irradiated by 
an intense relativistic electron beam* 

M. M. Widner, F. C. Perry, L. P. Mix, J. Chang, and A. J. Toepfer 

Sandia Laboratories, Albuquerque. New Mexico 87JI5 
(Received 14 October 1976) 

An intense tightly pinched relativistic electron beam from the Hydra accelerator {250 kA, 800 kV, 80 
nsec) was used to produce an ablation driven implosion of a dense hemispherical shell. A laser renection 
measurement was used· to measure the implosion time and the velocity of the jet of material produced 
following the· implosion. X-ray pinhole photography and optical holography were used to study the 
uniformity of target loading and ablator motion. Target dynamics was modeled by a two-dimensional 
Eulerian hydrodynamic code. The results indicated 17-50% of the total beam energy was delivered to the 
target, where the total beam energies varied between 17 and 20 kj. The uniformity in target loading varied 
betwem 20 and 80% from pole to equator. Suggestions are given for improving beam accuracy and target 
loading uniformity. · 

PACS numbers: 52.70.-m, 52.65.+z. 52.30.+r 

I. INTRODUCTION 

One method which has been proposed to achieve 
inertially confined thermonuclear fusion involves the 
use of high-power relativistic electron. beams (REB's)1

•
2 

to implode spherical targets containing DT gas. The 
feasibility of irradiating millimeter size targets with 
·both one and two beams has -been demonstrated in recent 
experiments. 3- 8 To investigate the feasibility of the two­
beam approach as proposed in Ref. 1, it is relevant to 
study the dynamics of a hemispherical target irradiated 
by a single electron beam. In this paper, we present 
results from a series of experiments which were de­
signed to study hemispherical targets irradiated by a 
single REB. 

A new laser reflection technique9 was employed to 
measure directly the interior target motion consisting 
of (a) the implosion time-the time for material to first 
reach the center of the hemisphere and (b) the jet velo­
city-the velocity of material produced on axis following 
the implosion. A two-dimensional Eulerian Hydrody­
namic code was used to calculate these parameters. 
Vlhere the implosion time and jet velocity were mea.­
sured on a single electron beam shot, it is possible 
through the hydrodynamic analysis to obtain both the 
energy deposited in the hemisphere as well as the degree 
of loading uniformity, Inc;lepenctcnt clata on deposition 
uniformity are provided by x-ray pinhole photography 
and optical holography of the blowoff plasma. 

About 50 separate experiments were carried out with 
. various diagnostics. Shot-to-shot variation of pinch 

TABLE I. Deam parameters nnd diagnostics. 

Shot N.o. d (em) V (kV) I <k./1) 

1170 o. 92 750 330 

2666 1.3 950 280 

2669 1.2 BOO 270 

2798' 1,4 950 300 

2799 1.4 960 302 

2971 1.3 830 250 

location and focusing resulted in a 60% probability of 
striking. the 4-5-mm-diam target within 3 mm of the 
axis, and the pinched beam FWHM varied between 4 and 
6 mm. Six experiments were analyzed in detail. For 
these shots, results indicate 17-50% of the total beam 
energy was delivered to the target. Total beam energies 
were as large as 20 kJ. The bulk of the experiments in­
dicated an 80% variation in beam intensity and target 
loading over the hemisphere, but a low of 20% nonuni­
formity was observed on one shot. 

II. EXPERIMENTAL ARRANGEMENT AND DATA 
A single line of the Hydra accelerator'" was used to 

produce a pinched beam with intensity -1011 -1012 W/cm2 

on a gold hemispherical shell target. The diode con­
sisted of a 12. 7-cm-diam cathode with a 2. 54-cm hole 
in the center in which a 1-cm-diam hollow cylinder was 
located, extending 0. 05 cin beyond the cathode face. 
Table I lists the beam parameters and diagnostics for a 
series of shots which will be analyzed below. 

Time-integrated pinhole photography was obtained 
from side- and axial-looking pinhole cameras as shown 
in Fig. 1. In shots where other diagnostics were utilized, 
the use of one or both pinhole cameras was sometimes 
precluded. Centering of the beam pinch on target could 
be monitored with the axially looking pinhole camera. 
For a series of shots, the dispiacement of the axis of the 

· pinched REB from the target axis was tabulated. Figure 
2 illustrates the resulting statistics for pinch centering 
on target for a total of 30 experiments. The observed 
variation of pinch axial position from shot-to-shot can 

z (fl) fVldt (kJ) Diagnostics 

2.3 18 X-ray pinhole, 
holography 

3.4 20 X-ray pinhule 

3 17 X-ray pinhole 

3,2 17 Implosion time 

3.2 17 Implosion time 

3.3 20 Implosion time ami 
jet velocity 
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FIG. 1. E:-..-perimental arrangement showing x-rny pinhole cam­
era placement. 

be correlated with variations in anode and cathode 
planarity and alignment, as well as the geometry of the 
return current path. In the present experiments anodes 
were milled to 0. 03 -mm planarity and the anode-cathode 
gap typically varied by ,; 0. 2 mm over a diameter of 
13 em. Misalignments,; 0. 2 mm led to wandering of the 
pinch off axis by .,s; 5 mm 'to the side of the diode where 
the gap was smaller. The effect of asymmetry in the re­
turn current flow was to distort the pinch. 

Uniformity of target loading could be monitored on a 
shot-to-shot basis by the side-looking pinhole camera 
in Fig. 1. Data from sh9ts Nos: 2666 and 2669 are 
shown in Fig. 3. In both these shots, the front-looking 
pinhole camera indicated good centering on target. The 
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FIG. 2. Histogram showing displncement of beam axis from 
~nrget nxis for n hemispherical tnrget mounted on a flat high-Z 
anode. Datn is for a totnl of 30 shots. · 
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FIG. 3. Optical density versus polar angle for two shots on 4-
mm-diam gold hemispheres. Inset shows pinhole-photo photo­
graph for shot No. 2666. White lines follow contours of equal 
optical density. 

pinhole photographs were digitally processed, corrected 
for spatial aberrations due to x-r~y penet.r::.tinn of the 
pinhole edges and finite pinhole size, and were restored 
using an optimum Wiener filter at eliminate noise due to 
'film graininess. 11 The in~et in Fig. 3 is a restored 
photograph of.an irradiated hemishell target showing 
contours of equal optical density for shot No. 2666. 
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xJ:tP cm·2• 



-
-· "-. 

REFLECTIVE 
MEMBRANE 

X-RAY TRACE 

ZERO ll GHT LEVE 
0.5 Jlllcm 

l 

\' :o 

I 

b [(] 
k. h{ 

IMPLOSION JET ARRIVAL 
TIME AT QUARTZ 

QUARTZ 
BEAM SPLITTER 

LASER BEAM 

OUAATZ 
SPAll 

FIG. 5. Diagram of the target beam-splitter. assembly and. the 
data trace for shot No. 2971. 

(The curves labeled by shot number correspond to target 
loading as a function of angle over the target surface.) 
For the exposures and film utilized, film calibration in­
dicates that the optical density is directly proportional 
to exposure. 12 It is seen that the variation in target 
loading from shot-to-shot can be appreciable for similar 
diode operating parameters. However, analysis of five 
of the six shots in Table I indicates a 50-80% variation 
from pole to equator in beam energy deposition, as 
shown for shot No. 2669 in Fig. 3. 

Uniformity of tar.get' irradiation can also be deter-. 
mined from holographic interferometry13 of the target 
blowoff. Figure 4 shows a hologram of an irradiated 
target (Hydra shot No. 1170), taken using a 3-nsec pulse 
rength PTM ruby laser. This hologram was made at the 
end of the beam power pulse; 110 nsec· after the· onset 
of diode current and ::80 nsec after convergence of the 
pinchetl beam onto the target. Abel inversion of the 
fringe shift pattern, assuming the major contribution to 
the refractive index ·of the blowoff is due to free elec- · 
trons, shows 

n.(r) = n0exp{- r/X), 

where X= 0. 032 ± 0. 008 em over the density range 3 x 1018 

o:o: 11 (,.) .c;; 2 >< 1019 em·'. The veludlv uf t'he blowoff 0-2 
cmi J.LSec) can be showrl to be proPortional to the square 
root of the enerp;y/unit maSS·E deposited in the front 
surface of the target, 14 which can in turn be correlated 
with the bremsstrahlunp; intensity as measured in the 
pinhole photop;raphs. The normalized variation in e over 
lhe target surface for the·hologram is also shown in Fig. 
4, assuming v.,, a,' 12 , and is consistent with the x-ray 
pinhole photop;raphy data for the same shot as shown. 
This result establishes a direct correlation between 
uniformity of target loading as observed with x-ray ·pin-

hole photography, and inferred from ablator motion 
using optical holography. 

Radial density profiles at large anp;les to the diode 
axis (II;:,. 60°) show a steplike behavior at large radii 
(> 0. 5 em). This is probably due to a contribution from 
the plasma expandinp: off the surface of the flat anode. 
The presence of a dense hip:h-Z plasma in the region of 
the tarp:et equator probably leads to enhanced beam .. 
scattering and reduced loading as observed near the 
anode plane. 

It is also possible that there is some interaction of the 
expanding plasma with the magnetic field of the electron 
beam. 15 If approximately one-half the total beam current 
flows inside a radius < 4 mm, than at the time the holo­
graph was taken, I= 390 kA and the mp:anetic field pres­
sure at a radius of 4 mm from the diode axis would be 
-108 dyn/ cm3

• For a gold plasma with ion density = 1017 

cm·3 and a velocity of u = 2 em/ 11sec, the kinetic pres­
sure is ~pv2 = 108 dyn/ cm3

• Hence,· at radii ? 4 mm from 
the diode axis, the blowoff kinetic pressure and magnetic 
pressure may be comparable. Although magnetic pres­
sure plays a minor role in modifying the ablator motion 
in present experiments, at the beam current levels con­
sidered for breakeven targets 16 magnetohydrodynamic 
effects may dominate the ablator dynamics. 

The experimental arrangement for the laser reflection 
experiment is shown in Fig. 5. The target has. an out­
side radius of 2 mm and thickness 0. 25 mm and was 
mounted on a 1. 1-mm-thick copper anode plate over a 
cylindrical hole 1. 5 mm in diameter. A 0. 025-mm-thick 
aluminized Mylar membrane, which provided a reflect­
ing· surface for the laser beam incident from the rear, 
was mounted at the base of the target .. At a distance of 
2. 72 mm from the membrane was the front reflecting 
surface of a beam -splitter mirror, which also reflected 
a portion of the laser light. As the target imploded to 
the center, the Mylar membrane was destroyed with a 
resulting loss of that portion of the reflected laser 
signal. Subsequently, the jet of material which was pro-· 
duced, moved axially and impacted the beam-splitter 
mirror with a resulting change in light intensity. In the 
case where the impact was sufficiently weak, a loss of 
reflected light occurred due to destruction of the reflect­
ing Surface. When the impact was strong, a burst of 
shock-induced luminescence was produced. In either 
case, the arrival time of the material at the beam 
splitter was recorded. 

The data trace for shot No. 2971 is also shown in 
Fig. 5. A dual-beam oscilloscope recorded the PIN 
x-ray detector signal (upper trace) and a photomultiplier 
signal of the reflected light intensity (lower trace). The 
data was corrected for differences in cable delay time. 
The sharp peak in the PIN x-ray signal was chosen as 
the r.eference time (l = 0) in both the experiment and in 
the calculations. In the lower trace, the implosion time 
was sharply defined when the first loss in intensity 
occurred and the arrrival time at the beam splitter when 
the burst of shock-induced luminescence occurred. 9 An 
additional piece of d:~ta, which is not analyzed here, was 
the further loss in intensity oc·curin~ when the shock 
arrived at the rear surface of the be:tm splitter. Table 
II is a summary of the l:tser reflection data consistin~ 
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TADLE II. Summary of experimental data. There is nn un­
certainty of about ""15 nsec in the times. 

Implosion time Time to beam Deam-splitter 
Shot (nsee) splitter (nsee) ~ap (mm) 

2798 :154 
2799 :105 
2971 2:12 489 2.72 

of three shots, all of which used gold hemispherical 
shell targets with a 2-mm outside radius and a 0. 25-. 
mm shell thickness. The first two shots only measured 
the implosion time since the beam-splitter mirror was 
not used. All of these data will be analyzed in: Sec. III, 
with emphasis given to the last shot No. 2971. 

Ill. CALCULATIONAL. MODEL 

The two-dimensional Eulerian hydrodynamic code 
CSQ'-7 was used to calculate the target dynamics. The 
CSQ code contains a complete material equation-of-state 

· with multiple materials including material phases, 
mixed phases, phase transitions, Saha equilibrium ioni­
zation model,_ elastic-plastic model, and a fracture 
model. The CSQ code has been previously used to study 
material response to REB's. 9• 18 Cylindrical geometry is 
used with axisymmetry assumed. The electron beam 
deposition is included as an external energy source, 
with the total incident power on target P 1{t) (W) given as 

P(t) = V(t)l(t)F1~/r!(tl, 
where V(l) is the diode voltage. (V), l(t) is the measured 
current. (A), r 1 is the initial target radius (em), rb is the 
pinch ra.dius, and F is the fraction of the total beam 
current contained in the pinch. The pinch radius is 
chosen in accordance with the following time- and space­
dependent beam pinching model: 

or 
rb = rP for rc- vpt'.; r,, 

where rc is the cathode radius, 1:P is the pinch collapse 
velocity (em/sec), and rP is the final pinch radius. The 
time t' is measured from the beginning of the current 
rise. For the calculations here, we chose·r.=r1 and 
vP = 108 em/sec which provided a pinch formation time 
which is in agreement with PIN array x-ray measure­
ments. 19 The electron deposition, prior to pinching, 
does not noticeably affect the dynamic response, since 
the intensity is so low. Thus, the results were not sen-. 
sitive to the details of the deposition model prior to 
pinching, but were senSitive to lhe chuice of pinch-for­
mation time. The incident power was further allowed to 
vary with the polar angle 8(0.; 8,; h, defined in Fig. 4) 
with the incident power P between angles 81 and 82 

1s2 r•tz -1 
P= P1 [ 

81 
j(B)sin(B)dB] [Jo j{B)sin(B)dB] , . 

where f(B) = 1 + (2 8/r.)(H- 1), R = const is the ratio of 
the intensity at the .equator to that at the pole (0,;; R .;;1). 
For the following calculations, the energy deposited on 
target and the deposition uniformity were .selected by 
choosing F and R. 

The in-depth deposition was assumed classical9 with 

the profile computed using a separate one-dimensional 
electron transport code. 20 An isotropic angular distri­
bution of incident electrons was assumed. As V(t) 
changes, the deposition depth was adjusted in accor­
dance with the appt·opriate volta~e range table. A 
spherical source, similar to that used for one-dimen­
sional target calculations, 10 was used with areal density 
computed along paths in the spherical radial direction 
toward the target center. Typically about 200 or more 
of such paths were used per deposition calculation, 
separated by equal increments in e. 

The computational accuracy was checked by compar­
ing results for a spherical test problem with those ob­
tained using a finer-zoned one-dimensional Lagrangian 
c:ode21 with the same equation-of-state. The test pro'­
blem consisted of depositing 16 kJ over a 2-mm-radius 
gold spher·ical shell of thiclmess 0, 25 mm in 80 nsec .. 
The electron energy was 800 keV and a profile cor .. 
responding to an isotropic angular distribution was used. 
The Lagrangian code calculated· an implosion time of 
270 nsec. The calculated. implosion time using CSQ 
differed by about 2% for the zone spacing of 0. 04 mm 
which was also used for all the two-dimensional calcula­
tions reported here. 

An example of one calculation is shown in Fig. 6. We 
used the experimentally measured voltage and current 
from the Hydra accelerator, and in this case chose 
R=0.5 and £

0
, the absorbed energy on target, =6.9 kJ. 

Shown are cross-sectional plots of the target, anode, 
and beam splitter with the dot density proportional to 
the material mass density. The dots are used only for 

. plotting and do not represent a fluid PIC calculation. As 
·can be seen in the figure, energy was deposited only in 
the hemispherical shell and not in the copper anode 
plate. The first snapshot, at t = 20 nsec, shows the 

20 nsec 200 nsec 

2HO nsec 400 nsec 

FIG. 6. Calculntion of target implosion at several times show­
. in~ .the cross-sectional view of target density. 



TABLE ill. Summary of calculations .. 

Run 

1 
2 
3 
4 
5· 
6 
7 
8 
9 

10 
11 
12 

Energy deposited (kJJ 

6.9 
6. 9 
6.9 
6.9 
6.9 

.2. 0 
4.& 
2.0 
4.5 
2.5 
4;7 
6. 9 

Intensity ratlo (RJ 

0.0 
0.25 . 
0.5 
0.75 
1.0 
0.0 

.o.o 
1.0 
1.0 
0.0 
o.5· 
(Used expt. measured 
profile)_ 

expanded ablator, which, in this case, consists ·or the 
outer portion of the gold target. The ablator thickness 
was approximately equal to the practical range for an 
800-keV electron (0. ~ 9 g/ cm2). Also, a shock has 
traveled to the interior of the target shell and acceler­
ated it inward. At 200 nsec, the target has traveled 
more than halfway to the center and the nonuniform in­
terior shell position reflects the nonuniform loading. At 
280 nsec, the imploding material has just passed the 
target center and at 400 nsec, a jet of material is 
streaming towards the beam splitter. Note that the 
anode plate has also responded to the target expansion; 
however, the rear surface velocity is much less than 
the jet velocity of the target· and thus should not inter­
fere with the measurement. 

A large number of such calculations were made with 
different choices of R and E . These are summarized . . . 

E' ;.! .. .... 
:; 
"' ~-1 
~ .. 
"' ... 

0 
"' 0 

§ 
:! 

-.I 

~ : -.. ... 
-.r .. 

~ 

IIME(ouc) 

FIG. 7. Pint!'! of Interior tnrget position on "-'<iS versus time 
for calculation runs No. 1-5. Also shown is·the power pulse 
and the experimental d:1ta points for shot No. 2971 on the same 
time scales. 

Implosion time (nscc) 

205 
253 
271 
285 
285 
407 
267 
521 
351 
361 
327 
248 

Jet velocity (em/sec) 

1. 2 x106 

1. 2 X106 
1. 6 X106 

3,0X106 

4.8X106 
5. 9 x10~ 
9. 5 X10~ 
2.1 x1os 
2.6X106 

6.4Xl~ 
1.3 x1os 
1. 2 x1o6 

in Table III. The example in Fig. 6 .corresponds to run 
No. 3 in Table III. Shown in Fig. 7 are plots of the 
position 'of·th'e material surface on axis versus time for 
runs No. 1 through 5. Also shown on the same time 
scale is beam .power pulse obtained from measured V 
and I for shot No. 2971. The peak in the J:lO~er pulse 
corresponds to the pe.ak in the PIN x-ray detector signal 
shown in Fig. 5, and defines the reference time for the 
calculations. The shock wave is s.een to arrive at the 

- shell interior at about I= 0 for all the .calculations. 
During the early phases of the implosion, the:implosion 
velocity is nearly constant, while at later times the 
velocity increases as the material focuses near the tar~ 
get center. While the absorbed 'energy· is constant for 
all these cases, the peak intensity is not and is largest 
for the case where R = 0 for which the profile is strong­
ly peaked on axis. The laser reflection data are also 
shown and appear most consistent with nonuniform 
loading with R < 0. 25: If ·we further parameterize the 

. calculation results giv~n in Table II with respect to R 

.. .. ... 
~ 
2 .I .. 
0 ... 

liME ( ••••) 

FIG. 8. Plots of Interior target position on axis versus time 
for (n) run. No. 6, OJ) run No. 10, :md (c) run No. J.J 
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F1G. 9. Cnlc;ulated implosion time versus nbsorbed energy for 
R = 0, runs Nos. 1, 6, and 7 and for R = 1, runs Nos. 5, 8, :md 
9. 

and E. , we find the best agreement for 5. 1,;; E.,;; 6. 8 
kJ and R :S 0. 1 for shot No. 2971. This is qualitatively. 
consistent with the x-ray pinhole data shown in Fig. 2 
for shot No. 2669 and the data for shot No. 1170 in 
Fig. 3. 

Figure 8 shows another plot of material position. ver­
sus time for three cases in which the intensity at the 
pole (G= 0) was the same while the uniformity was dif­
ferent. Cases (a), (b), and (c) correspond to runs 5, 10, 
and 11 in Table III with R = 1, 0. 5, and 0, and with E. 
= 6. 9, 4. 7, and 2. 5 kJ, respectively. The response is 
seen to be essentially the same on axis during the early 

·phases of the implosion. At later times, as the target 
material approaches the center, the curves separate as 
a result of different amounts of acceleration resulting 
from focusing. The amount of acceleration is propor­
tional to the uniformity of loading. We deduce from 
these and other calculations then that the implosion time 
depends principally on the peak intensity on target, 
whil~ the jet velocity depends strongly upon both the in­
tensity and the loading uniformity. Also, the implosion 
time alone is not a sensitive measure of. the total energy 
absorbed in the target as can be seen in Fig. 9. 

Figure 9 plots implosion time versus absorbed energy 
for runs 1, 6, and 7 for R=O and runs 5, 8, and 9 for 
R = 1. These curves can be parameterized with 11 aE~·

54 

for R = 0 and 11 aE~·
5 for R = 1. If we assume that 0.; H. 

"' 1 represents the extremes in loading distributions, 
then for shot No. 2798, 2.4"'E."'4.8 kJ and for shot 
·No. 2799, 3. 2.; E.,;; 6. 9 kJ. The large uncertainty re­
sults from the uncertainty in loading uniformity which 
was not measured for these two shots. The total beam 
energy was only about 17 k.T for shots Nos. 2798 and 
2799 (compared with 20 kJ for shot No. 2971) which may 
acco\l.nt, in part, [or the longer implosion time. 

·Finally, we deviated from the previous profile shape 
to consider j(O) == 1, ;170°) = 0. 5, and f{90°) = 0. 1 with 
linear variation in f(B) between the above points. This 
shape is somewhat more consistent with the holography 
and time-integrated x-ray pinhole data. The energy 
deposited was 6. 9 kJ and the results are described in 
Table III, run No. 't2. These c:~lcul::.tinn data are nearly 
the same as those for run No. 2 which is qualitatively 
consistent with the data for shot No. 2971. · 

IV. CONCLUSION 

In the inertial confinement fusion ·concept described 
by Yonas ct al., 1 the ablation driven implosion of a 
spherical target by two relativistic electron beams was 
proposed. The feasibility of this approach has been 
previously demonstrated• and the experiments reported 
in this work are part of a systematic study to determine 
the physics of target dynamics :~nd beam-target coupling 
upon which electron beam fusion is based. 

In particular, the implosion dynamics of ablatively 
driven hemispherical targets irradiated by an intense 
REB have been studied. The uniformity of target loading 
has been determined by a measurement of material jet 
velocity, optical holography of the blowoff plasma, and 
pinhole photography of x-ray emission. The distribution 
(uniformity) of deposited energy was determined by 
comparing cJcperimcntur implosion times and jilt velocity 
W1th the results or a cah:ulaliunal wodel from target 
response. For these experiments 17-50% of the total 
beam energy was delivered to the target, which com­
pru·es well with the total energy in the central portion of 
the focused beam. Total beam energies were as large 
as 20 kJ. The uniformity of energy deposition was as 

. poor as 80% variation over the target surface for most 
cases, and as good as 20% in one case. 

Recent calculations of target performance for low 
power levels corresponding to those achievable with the 
Hydra accelerator indicate that measurable thermo­
nuclear yield requires target irradiation with uniformity 
within ""2%. 22

-
25 The targets in the present Pxperiments 

were mounted at the equator on thick copper anode plate. 
It is probable that the high angle of incidence of the 
beam electrons to the diode axis near the plane of the 
anode results in significant scattering of the be:o~m from 
the dense anode blowoff near the target equator. This 
would result in reduced loading of the target near the 
anode plane. Solutions to this problem may be (a) to 
suspend the target at the equator in a thin low-Z mem­
brane to reduce -scattering or (b) to Stlspenrt the target 

-on a stalk, thus allowing uniform irradiation with a sin­
gle beam. 5 It should be pointed out, however, that the 
results of the present investigation along with those for 
previous single-beam irradiations of "spheres on stalks" 
suggest that improvements in deposition uniformity may 
be accompanied by reduced beam-target coupling. 

Alignment of beam and target axes has been shown to 
be dependent on return current symmetry and anode­
cathode planarity and alignment. For very large diam­
eter cathodes, it may be necessary to jnject a low-den­
sity stream of plasma on axis to define an axis of sym­
metry. Pa5t experirnl!nls have shown 26

-
28 that beam 

centering can be improved by this technique. 
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Ejection of material from shocked surfaces* 
J. R. Asay, L. P. Mix, and F. C. Perry 

Sandia LabQIPtories, Albuquerque, Nrw Mexico 87115 
(Received 12 May 1976) 

Velocity interferometry and double1'1Jise holography have been used to study material ejected from 
surfaces which are impulsively loa&d with plane shock waves. Experiments performed on aluminum 
shocked to 25 GPa (250 kbar) provide the average mass and velocity distribution as well as the spatial 
distribution of material ejected from the surface. A total mass of about 3 IJ.g/cm' was ejected when the 
shock arrived at the surface in the present experiments, and a substantial part of this material resulted 
from jetting at small pits on the surface. 

PACS numbers: 62.50.+p, 79.90.+b, 42.40.Kw 

It is well known that the reflection of strong shock 
waves from surfaces can cause either the development 
of Rayleigh -Taylor instabilities at material interfaces1•

2 

or jetting of material from surfaces. 3
-6 However, very 

little is known about physical mechanisms which are 
important in the degradation of surfaces during shock 
loading. In this paper, we present a technique which 
should prove to be useful for evaluating the ejection of 
material from shocked surfaces. The technique allows 
quantitative measurements of the mass-velocity dis~ 
tribution of ejecta and also a measure of its spatial 
distribution. The latter information is especially useful 
for studying physical mechanisms which influence the 
ejection of mass. 

It has been observed in previous investigations that 
when a shock arrives at a free surface, material can 
be ejected in the form of a fine spray. 3•

4 A common 
technique previously employed to study the .motion of 
this spray has been fast streak and framing photogra­
phy. 4 With these methods, it is difficult; if not Impos­
sible, to deduce information about the mass or velocity 
distribution of ejected material. In addition, the spatial 
resolution obtained previously has generally bee_n In-

adequate to reveal structure of ·ejecta on· the scale of a 
few microns. Both of these features can now be investi­
gated with the technique described here, and the method 
has been used to obtain the first measurements of the 
spatial and velocity distribution of material ejected 
from aluminum surfaces during shoclt loading. 
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minum Rp~clmcn thlckn.rsscs In the present experiments were 
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or cC'Ilulo"<:' acetate was uRcd "s foils, For the cellulose ace­
tate foils, a 120~nm-thlck Sp<'Ctral aluminum reflector was 
vapor neposltcd en the rear surface. 
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FIG . 2. Results of a VISAR experiment obtained on an alu­
minum foil, 4 . 3 1Jm thick, and separated by 2. 74 mm from the 
aluminum free surface. (a) Foil velocity as a function of time 
after impact at the free surface of the specimen (t=O). (b) The 
corresponding total mass accumulated on the foil. 

The basic experimental configuration is shown sche­
matically in Fig. 1. Plane shock waves in aluminum 
were produced by impact of a projectile accelerated 
with a high -velocity gun. 1 After shock arrival at the 
rear surface of the aluminum specimen, material eject­
ed from the surface was detected by impeding it with 
a foil after propagation across a carefully measured 
gap. The time at which mass arrived at the foil, the 
particle velocity of the foil, and the local microscopic 
deformations of the foil were then precisely measured. 
Two interferometry systems have been used for this 
purpose. One is a diffuse surface velocity interferom­
eter8 (VISAR) which allows a continuous measurement 
of the arrival time of ejected mass and the particle 
velocity of the foil. In this technique reflected light 
from a focused laser beam of -0. 1 mm diameter on 
the foil is used as incident light to a velocity interfer­
ometer. 8 The fringe shift produced in the interferom­
eter is proportional to the particle velocity of the foil. 
The second interferometer used in this work was a 
double-pulse holographic system, which produced a 
series of four holographic exposures with a time sepa­
ration of 16 nsec during the foil motion. Interference 
of these exposures with a corresponding set taken be­
forP. thP. P.XpP.riment allowed a time-resolvea fringe 
record of the local deformations of the foil. These local 
deformations were then used to deduce the spatial dis­
tributlon of mass arriving al lhe fuil. The art!a u11 lhe 
foil observed with this system was about 6 mm in diam­
eter. The precision in velocity obtainable with the VISAR 
is about± 0. 2 m/ sec, while the spatial resolution of the 
holographic system is about 20 J.lm. · 

In principle, the VISAR and holographic systems can 
be combined in a given experiment to provide all of the 

data necessary to determine the parameters discussed 
earlier and this has been accomplished on a number of 
experiments. However, the best results to date have 
been attained under conditions which optimized the 
capabilities of each system in a given experiment. Since 
the VISARexperiments were designed to determine the 
average response of the foil, it was necessary that the 
foil separation be sufficiently large to smooth out any 
structure of the ejecta. In contrast, it was necessary 
to maintain close separations in the holographic experi­
ments, since these experiments were designed to detect 
the spatial resolution of the ejected mass. Thus, these 
different requirements indicate separate experiments . 
The best VISAR experiments have been obtained from 
diffusely reflecting 4- J.lm -thick aluminum foils separat­
ed from the surface by about 3 mm. On the other hand , 
the best holographic results have been obtained with 
specularly reflecting 8- 11m -thick cellulose acetate 
pellicles10 separated by about 0 . 5 mm from the free 
surface. 

The velocity history of the foil measured with the 
VISAR can be used to deter:nine the mass and velocity 
of ejecta arriving at the foil if certain assumptions are 
made. The major assumptions necessary to reduce 
these data are that (i) all mass is ejected instantaneous­
ly when the shock arrives at the free surface; (ii) in­
elastic collision with the foil is obtained, with no pene­
tration through the foil, (iii) the spatial distribution of 
e jected mass is sufficiently fine so as to be essentially 
continuous over the area recorded by the interferom­
eter; and (iv) the foil can be treated as a rigid body 
during its motion. Under these assumptions, the ejected 
mass per unit area, m, accumulated on the foil can be 
determined from the conservation of momentum, which 
results in the approximate relation 

dm_,_M dV 
dt - u dt ' 

where M is the areal density of the foil (-1. 2 mg/ cm2 

in the present experiments) , u is the velocity of the 
ejected mass, and V is the foil velocity . Assumptions 
(iii) and {iv) would not be valid if the foil were close 
enough to the surface to experience highly localized de­
formations. However, data taken to date for various 
foils and separations indicate that these assumptions 
are reasonable under the conditions employed in the 
present experiments . 

Two e?Cperimental results are reported which ill us­
trate the capabilities of the technique. the nominal 
shock pressure obtained in each case was 2S GPa {250 
kbar), with resulting free surface velocities of 2. 6 
km/sec and surface accelerations of at least 10'' km/ 
sec2

• The specimen free surface in each case was 
polished to a specular finish with 1-J.lm diamond paste 
and then rf sputtered to remove any residual impurities 
u11 lht! :,uda.c., . 

Figure 2 shows the results of a VISAR experiment 
conducted on an aluminum foil sep:uated from the free 
surface by 2. 74 mm . The measured foil velocity in 
Fig. 2(a) illustrates that si~tlificant motion of the foil 
is obtained before impact by the free surface which 
occurs at 1. 04 J.lSec. The first ejecta to arrive at the 
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FIG. 3. Interference holograms of the surface of a cellulose 
acetate foil separated by 0. 61 mm from the free surface of an 
aluminum specimen. The time origin is taken to coincide with 
shock arrival at the free surface of the specimen and Impact 
with the foil occurs at 0 . 23 j.lsec. 

foil have a velocity of about 7 km/ sec, which is about 
2. 5 times larger than the free surface velocity of 2 . 6 
km / sec. From the relation above, the data shown in 
Fig. 2(a) allow a determination of the ejected mass 
arriving at the foil as a function of time, which is shown 
in Fig . 2(b) . As illustrated by the figure, a total of 
about 3 J.Lg/ cm 2 is ejected from the surface of the speci­
men in this experiment. The absolute accuracy of eject­
ed mass which can be determined is estimated to be 
about± 0. 5 J.Lg/ cm 2

, although changes in mass approxi­
mately an order of magnitude smaller can be detected. 

Fi gure 3 illustrates the result of an experiment ob­
tained with the holographic technique. In this figure 
fringe records are shown which were reconstructed 

· from four holograms taken during the motion of a cellu­
lose acetate pellicle separated from the free surface 
by 0.61 mm. The ori gin of tlme (1=0) is taken to coin­
cide with shock arrival at the free surface. Simulta­
neous VISAR measurements indicated that the first 
mass ejected from the free surface in this experiment 
arrived at the foil at 0 . 07 J.LSe c and that free surface 
impact occurred at approximately 0. 23 J.LSec. 

The most prominent features of these records are the 
small circular fringe patterns which represent small 
protruding deformations of the pellicle. Such deforma­
tions could be formed by small particles or microjets 
impinging on the pellicle. Most of these microscopic 

deformations are observed to smooth out as time pro­
ceeds. An important point established by these results 
is that the ejected material does not penetrate the 8-J.Lm 
pellicle, although penetration has been observed in 
another experiment using a 6-J.Lm Mylar foil . 

Photoniicrographs of the specimens studied in these 
experiments have been obtained in order to deduce 
physical defects which could cause the observed pellicle 
deformations . The most reasonable explanation for the 
circular fringe patterns is that they are caused by im­
pact from material jetted from small pits which are ob­
served on the free surface of the aluminum specimens . 
These irregularly shaped pits range in diameter from 
a fraction of a micron to several microns and are 
formed by the removal of precipitates and inclusions 
during surface preparation of the samples. The areal 
density of these surface defects is on the order of the 
density of the circular deformations observed on the 
foil . Thus this correlation provide;; evideuce that mate­
rial may jet from these pits during impulsive loading 
of the free surface . The phenomenon of jetting from 
shaped cavities is well known, 3" although previous ex­
perimental work on jetting has been performed on cavi­
ties with dimensions 4-5 orders of magnitude larger 
than the pits observed here . Nevertheless, maximum 
jet velocities observed in the present experiments are 
compatible with predictions of the steady-state theory 
fu1· jet founation. 3 

In addition to the circular deformations, the fringe 
records in Fig . 3 indicate additional local deformations 
occurring on the foil. These include the large nearly 
straight fringes observable on the fringe records in 
Fig. 3 and some very fine fringes with spacings on the 
order of tcnG of microru:; , which are not observable in 
the reproductions shown in Fig. 3. The mechanisms 
responsible for these effects are not presently under­
stood. However, it has been suggested that microjetting 
r.an or.r.ur at manv different surface defects such as 
scratches , tool ~arks, subsurface inclusions, 4 or from 
crystal imperfections such as grain boundaries and slip 
bands. One or more of these mechanisms could con­
tribute to the total mass ejected in these experiments, 
although the present data are not sufficient to unambig­
uously identify any of these additional effects. 

In couclusion , the combined interferometer tech­
niques presented here provide powerful tools for study­
ing the effects of microjetting from f;urfar.P.s during 
shock loading. The VISAR allows precise measurement 
of the velocity history of a secondary foil separated 
from the free-surfilce and, therefore , a quantitative 
evaluation of the m~f;f; ~nn vPi or.ity of material ejected 
from the surface. The pulsed holographic technique 
provides complementary information regarding the 
local foil deformati ons , which therefore allows an 
estimation of the spatial distribution of ejecta. The 
combined information is extrP.mely useful for deducing 
the relative importance of different physical mecha­
nisms which influence the ejection of mass from 
shocked surfaces. Data obtained with these two tech­
niques in the present experiments indicate that approxi . 
mately 3 J.Lg/ cm2 is ejected from an aluminum surface 
shocked to 25 G-Pa. Over this range of pressure the 



results indicate that a substantial part of the ejection 
occurs at small pits on the surface. 
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Electron-beam-driven instability in a solid* 
F. C. Perry and L. P. Mix 

Sandia Laboratories. Albuquerque, New Mexico 87/15 
(Received I I April I 975; in final fonn 2 June 1975) 

A relativistic electron beam (REB) accelerator was used to generate a shock wave (~10 kbar) in a solid 
aluminum plate, and the tensile wave following the compressive wave produced an in•tability of the back 

~u tf:l •:•: nf tlw pl.ll .:. The wovclcn~th of the instJbility . """'"'t•.rl hy holographic interferometry, and the 
measured negative acceleration of the solid-gas interface were used in a modified theory of Taylor 

instability to cietermine a value of 1.7 X 103 P for the visco•ity of aluminum which was in reasonable 

agreement with a previously reponed value. It is •uggested that the mechanism of Taylor instability can 
qualitatively explain the observation in a previous experiment of a distr ib ution of particle velocities at a 

surface of a solid upon arrival of a very high-amplitude (-I Mbar) shock wave. 

PACS numbers: 62.50., 45.40.N, 52.75.0 

It is of considerable interest' to investigate the role 
of dynamic material properties, e. g., the dynamic 
yield strenbrth, tensile strength, and viscosity, in the 

development of hydrodynamic instabilities. In addition, 
such studies are· relevant to experiments and calcula­
tions directed towards the goal of electron beamz or 



ll [CI P.O ~ ,lAM 

GlNl ~ArUR 

''< DE 
(a) 

v 

~ ·l 
0.2 

·• 

·2 
0.2 

z g ·4 

~ ·6 

~ -a 
· 10 

0:>) 

0.4 

0.4 o . .; 

TO HO LO(qAPHIC 
I Nl[<f[ 'lOMETER 

T\ 11" [1 

0. 8 1.0 1.2 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
'-' 

1.4 

1.6 

1.6 

1.8 

TIM.£1~SKI 

1.8 

TIMEI,usec l 

FTG. 1. (a) Experimental arrangement ; (b) ve locity and accel­
eration of the rear surface o~ aluminum plate. The peak 
pressure generated was about 7. 6 kbar . 

.... ... - . ' o;:,",--. -.. ·---.-· ...... . - . ~-~.,.,. "''!1.'""""""""''*.,...,. - ""':\, .• c·,·. ·. ·• .' .. ·~ 

l 
L ... -~. ~ ~··-· -~···· ·~~- · - ··--· ...... -·-·--~ ... · ~ 
(a) 

laser3 fusion by means of pellet implosion. In this 
paper we report on the first observation of an elastic­
plastic instability or buckling of a solid -air interface 
where the acceleration of the interface arose from the 
arrival of a relief or tension wave generated by an in· 
tense elec~ron· beam pulse. 

The experiment consisted of the following: a Febetron 
705 electron beam generator with the nominal charac­
teristics (energy - 1. 5 MeV, current 6 kA, and a trian­
gular pulse shape with - 100 - nsec base width) was used 
to deliver beam fluenc es -10 cal / cm2 on to 6061-T6 
aluminum targets. For these electrons the specific 
energy deposition E (energy/ mass) is roughly 2 cal/g 
per cal / cm2 • Under the conditions of the experiment, 
a single electron beam pulse deposits energy in the 
aluminum in a time duration short enough that the mate­
rial is inertially constrained. Thus, a stress pulse4 

with magnitude a= p yE, where y is the Gruneisen 
parameter (- 2) and p is the density (2 . 7 g/ cm3

) is gen ­
erated in the front part of the aluminum and propagates 
with amplitude ~ a to the rear of the target. From pre­
vious materials experiments, we know that the com­
pression wave in aluminum behaves predominantly in a 
thermoelastic fashion and propagates in a state of uni­
axial strain at the dilational wave speed. The Hugoniot 
elastic limit (HEL) for 6061-T6 aluminum is approxi­
mately 6 kbar and the experiments were in the range of 
6-10 kbar. Therefore, some plastic yielding occurred. 
The release wave following the compressive wave at 
these stress levels has been shown6 to be influenced by 
reverse plastic straining. 

The dynamic response of the rear surface upon ar­
rival of the stress wave was observed by the method of 

(b) 

FIG . 2. Holographic interfcrograms of the renr surfnce of an aluminum plate of thickness 0. 635 em and diameter 5. 08 em at ~) 
0. 9?. l'~~c nnd (b) 1. 02 i' GCC after energy depu~iliuu. Th" scribe marks are U. o.U!l em a part. 
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holographic interferometry. 7 The experimental arrange­
ment is shown in Fig. 1(a). A PTM ruby laser with a 
pulse duration of about 3 nsec is fired twice for each 
electron beam pulse; first, before the electron beam 
pulse, and second at a selected time during the excur­
sion of the rear surface. The fringe pattern obtained 
on the holographic plate gives the net displacement in 
the beam axis of the rear surface at the time of the 
second laser pulse. The laser pulse duration of 3 nsec 
was sufficiently short in these dynamic experiments 
to produce fringe patterns of good clarity. 

The complete time histories of a point on the rear 
surface are shown in Fig. 1(b) for velocity and acceler­
ation. The velocity time history was experimentally 
obtained in a previous study using laser velocity inter­
ferometry . A time of 0. 99 IJ.Sec is required for the 
crossing of a dilatational wave from the front to the 
rear surface of the aluminum target. After that time 
the rear surface velocity decreases rapidly, thus 
causinp; ne!f<1tive acceleration. The acceleration profile 
was obtained by differentiating the velocity profile. 
For the shot illustrated in Fig. 1(b), one notes a peak 
negative acceleration of about 1011 em/ sec• lasting for 
a time duration less than 0. 2 IJ.Sec. 

The results of two shots employing holographic inter­
ferometry are illustrated in Fig. 2. The experimental 
conditions were the same for each of the shots except 
for the time of the second exposure of the holographic 
plates. In Fig. 2(a) thP sPcond exposure occurred 0. 92 
IJ.Sec after the beginning of the electron beam pulse, 
and in Fig. 2(b) the second exposure occurred 0. 10 
IJ.Sec later at 1. 02 11-sec after the electron pulse. The 
clear undistorted fringes of 2(a) are the result of the 
compressive wave accelerating the surface from the 
solid to air. In Fig. 1(b) the time of 0. 92 IJ.Sec is near 
the peak of maximum velocity and the acceleration is 
still positive. On the othe r hand, the distorted fringes 
of 2(b) exist at a ti mP (1. 02 IJ.Sec) when the velocity of 
the surface is rapidly dec reasing and the negative ac­
C'E'IPriltion is near its peak value. These interferograms 
represent typical results in that additional experiments 
always produced clearly undistorted patterns during the 
positive acceleration cycle and obviously distorted pat­
tPrns during the negative acceleration phase of the free 
surface. The electron beam shots did result in a small 
permanent distortion of the rear surface of the target; 
the texture of this distortion was similar to that of 
uran~e peel. 

From the interferogram of Fig. 2(b), we estimate 
the w~vPIPnE;th of thP instability >- to be about 0.1 em . 
Using this value for >-m (most unstable wavelength) and 
an accelerati on of 1011 em/ sec• in the relationship8 

:>-..,= 2rra- 113 v213 gives a value of 1. 7x l03 P for the vis­
cosity v of aluminum . The above relationship assumes 
that viscosity damps out the shorter wavelengths of a 
Ray leigh-Taylor instability. It is interesting to corn­
pare this result with values of viscosity for aluminum 
obtained from the analysis of shock wave data . Prieto 
and Renero 9 assumed a constitutive equation which con-

tained a viscosity coefficient to account for dissipative 
effects. In modeling the steady shock profiles (in the 
range 10-90 kbar) obtained by Johnson and Barker10 a 
value 1. 4 x103 P was reported. A higher value of 2X104 

was obtained by Sakharov C'l al. 11 in an experimental in­
vestir;ation of the stability of shock waves at a pressure 
of 310 kbar. 

In the interest of electron beam or laser fusion ap­
plications, we wish to prop6se a qualitative explanation 
for the observation" of a velocity distribution of parti­
cles at the free surface of an aluminum plate upon ar­
rival at the surface of a high-amplitude shock (-1 Mbar). 
The existence of a velocity distribution was inferred 
from the lack of a well-defined Doppler shift of light 
frequency within the diameter ot a tocuSed laser beam 
(- 0.1 mm) in laser velocity interferometer measure­
ments. We suggest that an unstable condition of the 
type reported here could occur immediately behind a 
very high -amplitude shock as the shock wave impinges 
at a free surface. The forces responsible for the cohe­
sion of particles Will tend to produce a negall ve accel­
eration; and if the most unstable wavelengths decrease 
with increasing pressure so that a focused laser beam 
encompasses one or more wavelengths, the net effect 
of the instability will be a distribution of particle 
velocities. 

The authors would like to thank A.J. Toepfer, P.A. 
Miller, and D. L . Wesenberg for helpful suggestions 
and criticisms, and R. W. Kessler for experimental 
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Application of holographic interferometry to shock waves in solids* 
F. C. Perry 
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L. P. Mix 
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(Received 2 November 1973) 

Double-pulse holographic interferometry has been used to determine the rear-surface displacement of 
a target exposed to a pulsed electron beam. The · technique has been applied to ihe study of 
shock-wave propagation in a complex heterogeneous material-three-dimensional quartz phenolic. The 
results suggest a multiple-wave character for shock propagation in this materiAl. 

Very intense pulsed electron beams (tens of nano­
seconds and lhuu~ands ofAmperes) have been previous­
ly used to generate shock waves in materials. 1 Mea­
surements of material response have ordinarily been 
performed with laser interferometers 1•2 and piezoelec­
tric gauges, 3 where experimental data consisted of 
stress, displacement, or velocity time histories at a 
~ingle puint (or over a small area). Purposes of such 
experiments have been the determination of Gruneisen 
parameters and dynamic response over a wide ran(.(e of 

internal energies, and analyses of data have generally 
included the assumptions of one -dimensional response. 

The application of holographic interferometry to the 
measurement of material response has significantly 
altered and expanded the above pic ture, and it is the 
purpose of this letter to report on the first of these ex­
periments. By means of this technique, it is .now pos­
sible to study the multidimensional response of comple:x 
heterogeneous materials to pulsed e lectron beam dep-

3 1 



32 

, ... -...,. 
' J ' . ) r} 

\. '\. l ~·"'\ t 
l 

--- ~ .. ' ...... -
F1G. 1. Cross section of three-dimensional quartz phenolic. 
The dark spots are radials and the light regions are laterals 
(see Ref. 5). 

osition (or for that matter to other stress wave generat­
ing techniques). As a consequence of this, it will be 
possible to learn more about two -dimensional response 
to finite electron beams as well as shock generation 
and propagation in complex materials and structures. 

The electron beam chosen for the presently reported 
results was one extracted from a Febetron 705 rna­
chine. • The beam characteristics were the fulluwiug: 
an average energy of 1. 5 MeV, a current of 6000 A, 
and a triangular pulse with a rise time of 20 ns and a 
base width of 90 ns . The intensity and size of the beam 
(cal/cm2) were controlled by a combination of apertur­
ing and an externally pulsed magnetic field. The beam 
was drifted outside the field emission diode at atmo­
spheric pressure in a chamber where the target was 
located. Increasing the magnetic field strength had the 
effect of increasing (focusing) the beam intensity ala 
given axial position. 

AI or To 

.Radial 
Direction 

3DQP 

Fused Quartz 

To Holographic Camera 

L~se]_~~ ___ _ 

Mirrored 
Surface 

FIG. 2. Holographic photography technique. Target construc­
tion in the 3DQP exper iments. The overlays of aluminum and 
tantalum were 0. 32 and 0. 10 em thick, respectively; the 3DQP 
was 0. 2 em thick and the quartz window was I. 27 em thick. 
The hologram scene was n 1. 27-cm-diam mirrored surface. 
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FIG. :J. Holographic interferogram uf the back surface of an 
aluminum target. 

Two materials were chosen for the initial study. A 
disk of aluminum 6061-76 alloy, 5 em in diameter by 1 
em in thickness, was polished on one face to a mirror 
finish and employed as a target to demonstrate the 
feasibility of the technique. The shock generation and 
propagation ciHlradP.ristics of this alloy are well known. 
The other material (complex) was orthogonally woven 
three-dimensional quartz phenolic (3DQP). 5 Character­
istics of shock propagation in 3DQP are not at all well 
known and have been the subject of recent investigations 
using the more standard methods of plate impact and 
quartz gauges. 6 The target, in the case of the composite 
3DQP, consisted of the specifically constructed !ami­
nate structure shown in Fig. 1. An overlay of tantalum 
or aluminum was used to absorb all the electron energy. 
Initially, bare 3DQP was employed as the stress-gene­
ration medium, but becau:;e uf its very low Griineisn 
llarameter (y-0.1 compared withy- 1. 6 for tantal11rn 
and y= 2. 1 for aluminum) only a fraction of a fringe was 

FIG. 4. Holographic interferogram of the mirror surface for 
three-dimensional qu:.rtz phenolic with the tantalum ovcrl:<y. 
The time of the second hologram exposure was 0. 70 I-'S after 
energy deposition. 
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FIG. 5. Holographic interferogram of the mirror surface for 
three-dimensional quartz phenolic with the aluminum overlay. 
The time of the second hologram exposure was 1. 06 liS after 
energy deposition. 

observed in the holographic system. In this paper, we 
present only the results for the configuration shown in 
Fig. 2 where a sufficiently high-stress amplitude was 
generated by the electron beam so that a rather well­
defined response was obtained after propagation through 
2 mm of 3DQP. On the back of the 3DQP a 1. 27-cm 
thickne:s:s uf fused quartz was bonded, and between the 
quartz window and the 3DQP a 1. 27 -em diameter mir­
ror (vapor-deposed aluminum) provided the reflecting 
surface for the hologram scene. 

Holographic exposures were accomplished using 3-
ns 10-mJ pulses from a PTM ruby laser. The scene 
beam was expanded and reflected from the mirror sur­
face of the specimen and imaged onto the film. The . 
reference beam was passed through a delay leg and 
expanded to uniformly illuminate the film. Two holo­
graphic exposures were obtained by firing the laser 
both before and after the arrival of the electron pulse. 
The second pulse was timed so that the scene was under­
going deflection due to the arrival of the electron-beam­
induced stress wave. The interference pattern was then 
proportional to the surface deflection, each fringe 
corresponding to a change in position of one-half the 
ruby waveleneth or ahout 0. 35 11m. 

In Fig. 3, the holographic interferogram of the back 
surface (about 2 em diameter) of aluminum after being 
exposed to an electron pulse of energy of about 10 cal/ 
cm2 is shown. The circular fringes indicate that the 
surface is bowed out by the arrival of the stress wave. 
The uuw :sha!Je is a manifestation of the fluence distribu-

tion across the front surface of the target. Figures 4 
and 5 show the interferograms for the motion of the 
interface mirrors in the two samples of 3DQP. 

In both of the 3DQP cases, the interferograms indi­
cate sets of localized fringes. For the tantalum overlay, 
the second holographic pulse occurred at 0. 79 1-!S after 
deposition, and for the aluminum overlay the second .. 
pulse occurred at 1. 06 1-!S after deposition. At the 
earlier time, the localized fringes were centered about 
the geometric centers of the radials, while at the later 
time the fringes were localized at the lateral positions. 
These observations support the hypothesis of a multi­
pie-wave structure for propagation in the 3DQP. The 
interferograms show that strong relative motion had 
occurred between the radials and laterals of the mate­
rial. Because of the hetergeneous character of 3DQP, 
it is reasonable to expect at least a two-wave structure 
based on the different sound speeds attributable to the 
two components. Such an interpretation had been sug­
gested in previous experiments using quartz gauges and 
ordinary laser interferometer instrumentation. On the 
other hand, no such multiple-wave structure had been 
observed in studies7

• 6 of the more homogeneous com­
posite 2DQP. 

In conclusion, it appears that the holographic tech­
nique should have useful applications in the response of 
complex materials and structures to shock waves and 
pulsed radiation. 

*Work supported by the U.S. Atomic Energy Commission. 
1F. C. Perry, Appl." Phys. Lett. 17, 478 (1970). 
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and- 25% phenolic r esin. The fiber bundles in the material · 
are of. two types: (i) "radial" bundles which run parallel to one 
another in one direction and ""lateral" bundles which run in 
the two orthogonal directions. The radials have nominally 
circular cross sections, -0. 06 in. in diameter and are placed 
in the matrix in a square array on -0.10-in. centers. The 
laterals have nominally rectangular cross sections, -0.01 in. 
thick by -0 . 04 in. wide, and are put down in layers in such 
a way that in a single l:tyer all laterals run in the same di­
rection and each lateral runs between two adjacent rows of 
radials. The direction of the laterals alternates in going from 
one layer to the next. The 3DQP specimens were in the form 
of cirbular disks, cut so that the direction of wave propaga­
tion was parallel to the radials. 

60. E. lllunson, Sandia Laboratories Report No. SC-DR-71 
OfiR4, 1972 (unpublished). 

7N. C. Anderholm and R. R. Boade, J. Appl. Phys. 43, 434 
(1972). 

8F. C. Perry, J. Comp. Mater: 6, 2 (1972), 

33 



34 

Characterization of the dose from a pulsed electron beam using 
holographic interferometry;r 

L. P. Mix 

Electron Beam Physics Division 5242. Sandia Laboratories. Albuquerque. New Mexico 87ll5 

F. C. Perry 

Applied Material Science Division 5167. Sandia Laboratories. Albuquerque. New Mexico 87115 
(Received 2 November 1973; in final form 16 January 1974) 

Energy deposition of a pulsed electron beam has been investigated using double·pulse holographic 
interferometry. The technique has been shown to provide depth·dose data over the illuminated area 
for a thermoelastic absorber. Possibilities of employing the method at higher doses are discussed. 

In a recent paper, 1 we discussed the use of holograph­
ic interferometry and intense pulsed electron beams in 
material response applications . The purpose of this 
paper is to describe an important additional use of the 
holographic technique, 1,e . , an eH~cttoh-beam diagnos­
tic or dosimetric application. 

Previous studies2- 4 with very intense eiectron 
beams have shown that laser interferometer mea­
surements of displacement or velocity-time histories 
along with an analytic solution of the one-dimensional 
thermoelastic equations can provide quantitative data 
for the one-dimensional depth-dose profile in an appro­
priate material. If the target material is homogeneous, 
behaves elastically, and the Griineisen parameter is 
independent of energy, then the deposited energy can 
be written• 

(1) 

or 

E(L -at) -E(L +ar0 -at)= (aT0 /r)u .. (L,t). (2) 

Equation (1) applies to those situations where the energy 
can reasonably be assumed to be deposited instanta­
neously, and Eq. (2) must be used when a finite duration 
T0 is assigned to the electron pulse width. E is the ener­
gy per unit mass, a is the dilational sound velocity, r 

.r : -. 

(a) 

is the material Griineisen parameter (assumed con­
stant), L is the thickness of the target, I is the time, 
and u is the back -surface displacement. These simple 
relationships, as well as the constancy of the Griineisen 
parameter, derive !rom linear behav10r ot the thermally 
·stressed material; i . e , , the squares and products of 
strain components and temperature changes are negli­
gibly small compared to the quantities themselves. 

Double -pulse holographic interferometry has been 
applied to the problem of measuring electron dose. The 
technique involves the double exposure by laser pulses 
(PTM ruby with -3 ns duration) reflected from the tar­
get surface, once when the target is unstressed-before 
the electron-beam pulse-and the other when the mate­
rial is in a stressed condition. The experimental appa­
ratus was the same as that 'described in Ref. 1. The 
timing of the second pulS!:! is aruitrarily placed after the 
electron beam pulse and would normally occur when the 
electron -beam-induced stress wave is propaBating in the 
target materiaL The . reconstructed scene then shows 
interference fringes which give the net displacement of 
the surface at the time of the second exposure. 

One can easily see that if the conditions for one­
dimensional thermoelasticity are met, then holographic 
interferograms of pulse-heated targets taken at different . 
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FIG. 1. Hologr aphic intcrfc rograms of the back su rfncc of an alu m inum t nrgc t a t discrete times nfte r ene rgy deposition; 
(a ) 0. n ~ s , (b) 0. 82 ~ s, and (c) 0. 72 1J s . An inte rfe rogr;tm gi ving th e lowe s t dntn point obtained a t 0. 62 ~ s is not shown. 
The sc ribe markers are set 0. 508 em apart. 
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FIG. 2. Comparison of on-axis (xj and 0. 3 em off-axis ~) 
holographic displacements with Michelson interferometer dis­
placement-time history. Each hologram point corresponds to 
one electron pulse while the interferometer time history was 
taken on a single shot. 

instants of time during the compressive wave cycle 
should provide response data interpretable in the sense 
of Eqs. (1) and (2). That is, the displacements obtained 
holographically at the rear surface tor selected times 
t,:; I./a correspond to the compressive wave displace­
ments obtained by conventional interferometry at those 
timf;'s, The holographic information, in addition, pro­
vides displacement data over a large portion of the 
target surface. The symmetry of the beam, insofar as 
radial stress wave smearing does not occur in propaga­
tion through the target, can be obtained from the surface 
displacement. In addition, the one-dimensional thermo­
elastic analysis can be applied to off-axis points to pro­
vide off-axis depth-dose profiles. 

The tvchniiJ.IIP. has been aPplied to a target of 6061-T6 
aluminum exposed to pulses of -1. 5 MeV electrons and 
6000 A. The electron pulses (peak fluence or energy 
nux of about 10 caljcm') wet'e triangular in shape with 
a 20-ns risetime and 90-ns-base width. The aluminum 
target was cut in the form of a disk having a thickness 
of 0. 63:1 em and diameter of 5. 08 em. Back surface 
interferograms taken at three instants of time (averaged 
ovP.r the 3-ns-laser pulse) are shown in Fig. 1. These 
holograms, of course, correspond to three separate 
elect~;c;m-beam pulses which have expected reproduci­
bility of :1:10%. The times of the second;-laser pulses 

were chosen to lie within the band L - R/a.; t.; L/a, 
where R is the approximate range of the electrons in 
aluminum ( -0.7 G/cm 2 or 0. 26 em, where the density 
is 2. 7 G/cm3

). 

It can be seen from Fig. 1 that the fringe pattern im­
plies a highly peaked fluence or energy flux (cal/cm2 ) 

distribution, which is a consequence of the upstream 
aperture a·nd high magnetic focusing field ( -4000 G). 
The centers of the fringe patterns actually lie on the 
geometric axis of the electron beam, since the scribe 
lines on ·the target we·re not exactly centered. The rear 
surface area illuminated by the laser corresponds 
approximately to a 1. 7 -em diameter. · 

In ord.er to determine whether the displacements ob­
tained hqlographically at discrete times correspond to _ 

. the displacement-time history resulting from ordinary 
interferometric measurements, a comparison was made 
with previous Michelson interferometer records. F:igure 
2 shows such a comparisou where the time history is· 
normalized to the on-axis holographic points. Also 
shown are the holographic displacements obtained at a 
point 0. 3 em off the target center. It is seen that the 
agreement in shape for on-axis response is excellent, 
thus supporting the contention that the holographic 
technique can provide a good measurement of off-axis 
response. These data can then be related to the fluence 
or energy-flux distribution through the one-dimensional 
theory. This is demonstrated in Fig, 3. For example, 
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FIG. :). Comparison of on-~xls (solid curve) and 0. :J em off­
axis (d~shed curve) depth-dose profiles In alum lnum. The 
profiles were obtained usln~ the curves of Fig. 2 ~long with 
Eq. (2). The complete on-axis profile is shown. because thP. 
Michelson Interferometer record was used for early and late 
time a In tho analysis (I< 0. 72 liS and I> 0. 92 J'S). 
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in the case studied, the fluence is quite symmetric, and 
at points 0. 3 em off axis it is down from the peak value 
by about 70%. 

Althougl) the data presented here correspond to rather 
low electron doses where thermoclasticity is expected 
to prevail, the technique can be applied to higher doses 
where plasticity and thermal effects (such as melting 
and vaporization) would dorninate. Under these condi­
tions, the cons'ervation equations couple nonlinearly with 
the constitutive equation so that a hydrodynamic wave 
propagation calculation must be employed to relate 
material response with beam parameters. Limiting . 
factors at high doses are the fringe resolution capability 
of the holographic film and the speed of the holographic 
scene. With the present 3-ns laser pulse 'duration, free­
:sul'facl:! velocities are limited to about to• cm/s. How-

ever, the use of shorter-pulse-length mode-locked 
lasers would greatly increase the velocity resolution. 
It is expected that the holographic technique combined 
with velocity interferometer data will provide important 
boundary conditions for the wave propagation analysis of 
stress waves from tightly pinched electron beams where 
two-dimensional effects must be included. 
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In-depth heating by an intense relativistic electron beam* 
F. C. Perry and M. M. Widner 
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(Received 22 March 1976) 

The dynamic _response of a planar target irradiated by a tightly pinched intense relativistic electron beam 
is found to be very sensitive to ip-dep:h heating by the beam due to ~-ray deposition and to diode voltage 
fluctuations. We find that voltage lluctuations are primarily r<sponsibk for the obs,•rvcd wave structure 
preceding the large-amplitude shock wave while ~-ray deposition affects the response to a lesser extent. The 
implications of these results for electron-beam fusion target and accelerator designs are noted. 

PACS numbers: 28.50.Re, 45.40.Nx, 52.75.Di, 84.70.+p 

The energy deposition profile in a solid target from·an 
intense relativistic electron beam (REB) is an important 
consideration in the design of targets for inertially con­
fined thermonuclear fusion. 1'

2 In particular, it has been 
shown3

•
4 that low-level in-depth heating due to brems­

strahlung x-rays in an ablatively driven implosion can 
strongly degrade the pusher quality and thus increase 
the requirements for achieving break-even. 

In a recent paper5 concerning REB energy deposition 
in solid aluminum targets, we reported that dynamic 
response data were consistent with classical beam­
target coupling. However, an unexplained stress pre­
cursor wave, arriving at the back surface before. the 
electron-beam-induced shock wave, could not be de­
duced from the_measured diode voltage and classical 
deposition. We have considered five possible reasons 
for the existence of this precursor wave. 'J'hP.y are as 
follows: (i) The equation of state describing .stress 
generation and propagation may be incorrect; (ii) there 
may be an electron-beam prepulse, although none is 
observed in electrical measurements; (iii) "hole boring'' 
may occur, i.e., radial motion of material in the de­
position volume during the beam pulse which leads to 
enhanced penetration of electrons; (i v) the x-ray deposi­
tion may excite the wave; and (v) there may be some 
electrons whose P.nergy exceeds the measured diode 
voltage. 

In this paper we present the results of an experin1ent 
designed by configuration to obviate the first two mech­
anisms. The latter three mechanisms must stili be 
considered, although it will be shown that only an addi­
tiona! source of high -energy electrons (but within the 
error bar of the diode voltage determination) can ex­
plain the experimental data. Also, it will be shown that 
the x-ray deposition is consistent with classical cou­
pling of the beam to the target. 

The experimental configuration as well as a data 
trace are shown in Fig. 1. Instead or a single plate, the 

· anode consists of two aluminum plates iri tandem sep­
arated by a vacuum gap. The high-;~mplitude (-1 Mbar) 
shock is induced in the front plate (facing the Hydra6 

beam) and is decoupled in space and time from the back 
plate. A velocity interferometer is used to detect rear 
surface motion of the back plate. The rear surface 
rriotion results initially from thermal expansion and a 
stress wave generated by energy deposition in the back 
plate and later from the shock arising from impact of 
the front plate onto the back plate. The areal density 
of the front plate was chosen to he o. 42 g/cm2 corre-

spending to one range (continuous slowing down approxi-
. mation) for 800-keV electrons. 7 In this configuration 

only x rays and electrons with energy exceeding 800 
keV should be deposited directly in the back plate (areal 
density 0. 86 g/cm2

); therefore, the aluminum will not 
undergo any phase changes, and only the well-known 
thermoelastic -plastic behavior for 606l-T6 aluminum6 

must be considered in the analysis. The configuration 
also eliminates the possible observation of a stress 
wave arising from beam prep~lse, since such a distur­
bance must arrive at the observation point at a time 
significantly after the arrival of the impact-generated 
shock. Hence, any precursor wave to the main shock 
must be interpreted in terms of mechanisms other than 
prepulse or equation-of-state considerations. 

In Fig. 1(b) a typical fringe pattern is shown with the 
signal from a PIN x-ray detector on a dual-beam oscil­
loscope. A noise pulse simultaneous with the x-ray sig­
nal (PIN) is followed at approximately 0. 4 j.LS a by .well­
defined fringe pattern. With the velocity per fi:·inge con­
stant in the experiment of 6. 2x 103 cm/s/fringe, the 
peak velocity at 0. 65 j.LS is about 1.1 x 104 cm/s. The 
intensity loss at 0. 65 j.LS corresponds to the arrival at 
the rear surface of the impact-generated shock wave. 
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FIG. 1. (a) Diagram of experimental arrangement. (b) Inter­
ferometer trace (lower) and PIN detector (upper). The velocity 
·io given by V= I.V2T)N, where the velocity per Crint:e constant 
;v'2T=6,0xl03 em/a Cringe. · 
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FIG. 2. Corrected diode voltage trace. The ·solid curve is the 
unmodified voltage apd the dashed curve is the modified voltage. 

In this. experimental configuration,. it is clear that ;an 
elastic-plastic wave does precede the shock·wave. 

In order to explore the effects of "hole boring" and 
x-ray and electron deposition on dynamic response, we 
apply the computational procedure in Ref. 5 to the 
prese.rit experiment. This procedure c·onsists of using 
a two-dimensional hydrodynamic wave propagation 
calculation9 with a time- and space-dependent beam 
pinching model. The electron energy is given by the 
experimentally measured voltage with a depth-dose pro­
file shape calculated from a one-dimensional transport 
code1 for the·electron energy BOO keV. The depth of the 
deposition profile is adjusted as the voltage changes 
with time. 

In Fig. 2 the diode voltage, measured with a capaci­
tive monitor and corrected for the diode inductance, 
is shown corresponding to the data trace in Fig. l(b). 
It is clear that considerable structure exists. A pro­
minent peak at 100 ns arises from a reflection in the 
transmission line between the diode and switch and is a 
general characteristic of the Hydra accelerator. A 
voltage enhancement at that time has been predicted 
from a circuit analysis of the accelerator. 10 However, 
both the analysis as well as PIN x-ray measurements 
suggest that the enhancement is not as sharply peaked 
as that shown by the voltage monitor. 

A comparison of velocity-time histories computed 
via the above procedure and the experimental profile 
corresponding to Fig. l(b) is shown in Fig. 3. The 
curve denoted as 1 represents the result using the un­
modified corrected voltage and the measured 4-mm 
diameter (FWHM) of the electron-beam pinch. One ob­
serves that the position of the sharp shock is in agree­
ment with the experiment, but the amplitude of the 
precursor wave (arising from deposition by x rays, 
hole boring electrons, and electrons from voltage 
deviations above BOO keV) is an order of magnitude 
lo\l!_er than the experimental value. By artificially re­
ducing the pinch diameter to 2 mm, we can enhance the 
effects of hole boring, etc., and the res·ult is denoted 
as curve 2 in Fig .. 3. Again, the calculated wave struc­
ture preceding the sharp shock disagrees with the ex­
periment and, In fact, the shock ar.rival time is in dis­
agreement with experiment. 

In order to predict the measured stress wave struc­
ture, it is necessary to have greater in-depth heating 
than would obtain from the m!!asured diode voltage. 
The desired results (shown as curve 3 of Fig. 3) can 
be closely approximated by the modified diode voltage 
in Fig. 2. For this modified voltage we have assumed 

· a square pulse instead of the sharp reflection peak at 
100 ns. The pulse magnitude of 1.0 MeV is certainly 
within the error margin of the voltage measurement 
and therefore does not represent an anomalous source 
of electrons. The extreme sensitivity of the dynamic 
response measurement to voltage fluctuations can be 
realized by assuming a voltage pulse of 1.1 MeV; the 

. corresponding velocity history is shown as curve 4 
(Fig. 3), and the resulting wave structure disagrees 
with the experimental result. 

In order to assess the x-ray deposition, another ex­
periment was performed using a hfgh -Z target (tungsten 
carbide). The thickness of the target was chosen so that 
only x rays pen~>.trated through the front plate (0. 79 
g/cm2

) and were deposited in the back plate (4. 73 g/ 
cm2

). The free surface velocity of the back plate was 
400 cin/s ± 30%. A simple calculation assuming instan­
taneous deposition and thermoelastic response 11 is 
appropriate here, so that vo:(y/c)E, where.y is the 
material Gruniesen parameter (1. 4), ·c is the dilatation­
al wave velocity (0. 6Bx 106 cm/s), and E is the specific 
energy absorbed by x rays per unit mass (erg/g). For a 
total energy deposited during the pinch of about 5 kJ, 
the absorbed energy per unit mass at the front of the 
back. plate is about 5 cal/g. Thus, the velocity of the 
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FIG. 3.· Calculated velocity time histories and E.'xperimental 
data. Data are represented by circles connected by dashes. 
Computed histories wE.>re obtained using (l) unmodified cor·rect­
ed voltage, 4-mm FWHM pinch; (2) unmodified conected volt­
age, 2-mm F\\1il\1 pinch; (3) modified corrected voltage. I. 0-
MeV square peak, 4-mm Fl\·1il\l pinch; and (4) modified cor­
rected voltage, I. 1 !\leV square peak, 4 mm FII"Hl\1 pinch, 
(t) represents arrival time of sharp shock. 
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back surface will be about 430 em/s-in substantial 
agreement with the experiment. 

The implications of these results .for REB target and 
accelerator designs are the following: The beam energy 
fluctuations described here will give rise to in-depth 
temperatures several times greater than those which 
would result only from secondary x rays. Thus, depend­
ing on the target design, pusher quality in ablatively 
driven implosions may be affected. Finally, it should 
be noted that the voltage enhancement caused by a 
diode-switch reflection can, in principle, be avoided 
by employing longer transmission line accelerators. 
Present concepts for prototype electron-beam fusion 
accelerators are compatible with this requirement. 

The authors thank J.P. VanDevender, Sandia Labo­
ratories, for providing the circuit analysis (SCEPTRE) 
of the Hydra accelerator and for a careful review of the 
manuscript. 
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Energy deposition of superpinched relativistic electron beams 
in aluminum targets* 
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(Received 20 January 1~75; in final form 2 September 1975) 

Dynamic response data, which traditionally have been used to obtain. equation-of-state (EOS) i~formation 
of materials. were instead used here to study energy deposition of an intense(- 10 11 W/cm2 } tightly focused 
relativistic electron beam (REB). Measurements of the REB-induced shock-wave trarlsit time and average 
rear-surface velocity were compared with two-dimensional hydrodynamic calculations which contain 'well­
known EOS information for 6061-T6 aluminum. The experimental results were consistent with classical 
electron deposition;· i.e:, a one-dimensional Monte Carlo transport calculation. In addition, peak pressures 
in the range 1-2 Mbar (0.1-0.2 TPa) were implied. Two anomalous effects' were observed: (i) a low­
amplitude (free-surface velociiy -10' em/sec) precursor signal, preceding the RE8-i11duced shock WAVP. 

411U (ii) a velocity disttib\ition ol' material behind the rear surface of the target following the arrival or the 
REB-induced shock wave. 

P.AC:S numbers: 2H.50.R, 62.SO., 79.20.K 

I. INTRODUCTION 

The advent of relativistic electron-beam (REB) ac­
celerators with pulsed current outputs in the range 
106 A/cm2 has stimulated considerable interest in these 
machines as a means to initiate controlled thermo­
nuclear reactions. 1 •2 Recently, 3 work has concentrated 
on pinching or focusing these electron beams within 
small areas (a few square millimeters) in pulses of 
tens of nanoseconds duration. Under these circum­
stances sizeable craters are formed in solid metal 
anodes. It has been suggested4 that the beam self-mag­
netic field may affect the classical energy loss and 
scattering of electrons in the target blowoff in such a 
way as to enhance the deposition in the blowoff. Also, 
it has been proposed2

•
5 (without experimental evidence) 

t!lat enhanced electron-beam-target coupling may arise 
from beam-plasma instabilities. Therefore, the purpose 
of the present study was to assess the validity of classi­
cal energy deposition in the target material using the 
Hydra accelerator6 and to determine the extent to which 
dynamic response data can be useful in establishing the 
energy deposition profile. 

Using the electron-beam parameters from the Hydra 
accelerator, nominally a 600-keV 350-kA 100-nsec 
beam, Widner and Thorripson7 have compared cratering 
in lhitk aluminum and copper anode plates with predic­
tions of a two-dimensional energy-flow hydrodynamic 
code called CSQ. 8 To obtain computational damage pat­
terns which agreed with experiment, the computation 
predicted pressures in the megabar region and peak 
electron energy depositions of about 1ol2 erg/g. Direct 
material vaporization !;ly the beam, fihor:k hPating, 
plastic deformation, and spall contributed to the ob­
served damage. 

In this paper we will present results of an experi­
mental investigation of the dynamic response of the rear 
surface of aluminum plates, thicker than an electron 
range, to the Hydra beam. Traditionally, such data have 
been useful in .characterizing the material equation of 
state (EOS). However, because of the well-known EOS 
data for aluminum8 (in this case 6061-T6 Al), our pur­
pose is to utilize these data with hydrodynamic calcula­
tions to obt:iin information about the deposition of'beam 

energy ln the target. The various experimental shock­
W'd.Ve measurement techniques included Velocity Inter­
ferometer System for Any Reflector (VISAR), 9 standard 
interferometry, 10 target reflectivity changes, flash 
gaps, and beam-splitter-mirror techniques. The re­
sponse data as well as supplementary diagnostic infor­
mation were analyzed to characterize the thermodynamic 
state of the electron-beam-heated and shock-compressed 
material. 

To accomplish the goals the following approach was 
taken; Diode voltage, c~rrent, and x-ray pinhole data 
were obtained on a shot-to-shot basis and used along 
with an experimentally determined form for the pinching 
beam in the hydrodynamic calculations. The form for 
the time- and space:..dependent current density profile 
was provided by previous investigations of the Hydra 
electron beam involving time-resolved x-ray pinhole11 

and PIN detector array12 techniques. The calculations 
included (i) collisional electron deposition profiles from 
a one-dimensional Monte Carlo electron transport code 
similar to that developed by Berger and Seltzer13 and 
(ii) a two-dimensional three-pha~;e hydroclynamic code 
developed by Thompson. 8 Experimental dynamic re­
sponse data were· compared with results of the hydro­
dynamic calculations. 

II. MACHINE CHARACTERISTICS AND 
EXPERIMENTAL DETAILS 

Characteristics of the Hydra accelerator have been 
previou~ly reported. For this study a single line was 
used with the nominal electron-beam parameters 650 
keV, 360 lu\, and 100 ub~~:. The cathode geoltletrf1 

consisted of a 1-cm-diam cylindrical shell protruding 
about 0. 1 em from the center of the face of a 12. 7-cm­
diam brass plate. This cathode has been shown to pro­
duce reasonably pinched beanis. 11

•
12 The anode confi­

guration underwent a few minor modifications during the 
course of the present investigation, and. the ·correspond­
ing changes in diode inductance were incorporated into 
the analysis of voltage and current records. 

The ideal experiment involving the response or solid 
material to electron-beam heating would be the deter­
mination of the continuous velocity-time history of every 
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FIG. 1. Velocity interferometer system for any reflector. 

point of the rear surface (or interior surface) of the 
solid from the moment energy, begins to be absor!)ed. 
In order to measure dynamic response we have em­
ployed present-day shock-wave techniques which have 
been primarily used in previous st\ldies of material 
properties. Most of the following methods will involve 
the measurement of dynamic response over the area 
of a focused laser beam (diameter -o; 1 mm). 

Initially, VISAR instrumentation was applied in the 
dynamic response measurements. When a diffuse speci­
men surface is used, the instrument is quite insensitive 
to specimen tilt during the experiment. In this technique, 
specimen surface velocity u is related to the fringe 
count:F at time t through the relation 

X0F(t) (· 1 ) 
u(t-i!) 2T(1+Av/v

0
) 1+6. 

where 

6=- n- tl/n) (d~~xt· 
Here, T is the initial delay time of the interferometer, 
Xo is the wavelength of light used (514. 5 nm), and Av/ 
v0 is an index-of-refraction correction factor which is 
equal to zero unless. a "window" material is placed on. 
the specimen's reflective surface. The factor 6 results 
from the chan~e in refractive index n in the etalons of 
the interferometer as the wavelength cll~nges fruf•1 its 
initial value ><0, due to the Doppler shift ( 6 = 0. 034 in 
these experlm~ut:;l. 

Figure 1 shows a di::tgr::tm of the VISAR arrangement 
used in the Hydr::t experiments. The photomultiplier 
tubes and the oscilloscopes had to be placed inside a 
copper-shielded rf enclosure. Also, the laser inter- · 
ferometer unit was positioned outside a concrete-walled 
radiation cell, ::tnd the ::trgon-ion l::tser beam was di­
rect~ through u hole i.n t.hP. wall before focusing on the 
anode pl::tte. The interfe!'ometer h:ls the feature that 

fringe patterns are recorded in. quadrature, i.e., there 
are tWo fringe outputs which are· goo out of phase: with 
each other. The benefits of goo-out-of-phase signals are 
(1) acceleration can be distinguished. from deceleration 
and (ii) over-all resolution is improved because at all 
times there will be·a fringe rec:ordwhich is not near a 
maximum or minimum light level. Since intensity 
changes .may be caused by shock-induced changes in 
surface reflectivity, each fringe signal is recorded 
along with its intensity on dual-beam oscilloscopes so 
that suitable corrections can be applied. 

In Fig. 2 are shown the output traces corresponding 
to one of the fringe patterns and intensity. One notes 
the x-ray-induced noise pulse in both the data and in­
tensity traces followed by about three-quarters of a 
fringe in the data trace. During the initial fringe re­
cord, the intensity remains essentially constant. Follow­
ing the initial fringe pattern both signals rapidly de­
crease with increasing time. The interpretation of these 
traces corresponds to the velocity-time profile also 
shown in Fig. 2. It is seen that a precursor signal fol­
lows the beginning of the x-ray pulse by about 0. 2 #J.S, 
and the arrival of the shock wave occurs when the in­
tensities start to decrease 0. 1 1J. s later. The peak velo­
city of the surface could not be determined unambigu­
ously because the fringe contrast appr'oached zero after 
shock arrival. Also, it appears that after shock ar.rival 
at the free surface the fringe contrastbegan to fluctuate. 
In principle, it is possible by suitable analysis15 of the 
intensity and quadrature ·traces' to distinguish between 
noise and fringes given the condition that both the con­
trast and intensity undergo rapid changes. This has been 
done by the method of Asay and Barker, and the results 
suggest that the reflected light did not have a well-
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FIG. 3. Experimental arrangement for reflectivity and stan­
dard velocitv interferometer measurements. The equation re­
lates free-s~trface velocity V, wavelength >.(632. 8 mm), delay 
timer, and N the number of fringes· observed up to timet. 
Also shown are typical osclllograms. The top oscillogram 
(0. 2 l-IS/em) shows a PIN detector output superimposed on a 
reflectivit\· determination of shock arrival, and the lower os­
cillogram. (0. 1 us/ern) indicates PIN output and velocity inter­
ferometer data on separate traces. X-ray pinhole photographs 
are obtained si~ultaneously with the experiment. 

defined Doppler shift. A possible implication is that a 
distribution of particle velocities exists near the sur­
face after arrival of the shock wave. However, neither 
the existence of a precursor wave nor the'velocity dis­
tribution accompanied by a drastic intensity reduction 
are well understood at this time. 

Since the experiment employing the VLSAR instrumen­
tation appeared to raise some questions,· and we were 
not able to determine a peak free- surface v'elocity, it 
was decided to carry out further experimentation using 
simpler techniques. One of these methods was simply 
to record the onset of the reflectivity change associated 
with the arrival of the shock at the rear surface.· Since 
at the expected high shock amplitudes the pressur-e is 
a strong function of the shock speed, the determination 
of a shock transit time in the target plate should be use­
ful diagnostic .information. This is especially true for 
thin plates (approximately one electron range thick) 
where the shock has not appreciably diverged. Also, 
it was .decided to attempt ordinary velocity interferom­
etry using specularly reflecting surfaces. This technique 
should, in principle, be capable of determining the 

profile of the relatively low-velocity precursor, although 
it was expected, because of tilt and/or reflectivity 
change, that no information other than shock transit 
time would be obtained after arrival of the shock wave. 

In Fig. 3 are shown the optical arrangements for both 
reflectiv~ty and velocity interferometer determinations. 
In contrast to the VISAR experiment, the back surface 
of the anode was polished to a mirror finish. Also . 
shown are data traces for each measure merit. In the. 
top trace (reflectivity) the output of a PIN x-ray detec­
tor was summed with that of the photomultiplier. In this 
measurement the anode was an aluminum disk with 
thickness of 0. 635 em. The rapid decrease in intensity 
at 0. 70 IJ.S (shown uncorrected for. PIN detector cable 
length) from the start of the PIN Olltput is intPrpreted 
to correspond with the arrival of the shock wave at the 
free surfacP.. I11 the lower trnce (velocity interferometer) 
a th\rmer (-1 electron ran~;~e) anode was used, and the 
PIN output was recorded on one sweep of a dual-beam 
scope. It appears that one to two fringes were. recorded 
prior to the shock arrival at theiree surface. This is 
supporting evidence for a precursor wave which was 
inferred from the VISAR data. The shock arrival time. 
of about 0, 12 IJ.S is in agreement with reflectivity deter­
minations using the thinner plates and comparable elec­
tron-beam conditions. 

The flash-gap technique16 was employed to obtain 
dynamic response data. The anode configuration, shown 
in Fig. 4, consists of an aluminum plate followed by a 
thin gap filled with air (1 atm) and covered with a trans­
parent. block of Plexiglas. When the electron-beam-
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FIG. 5. Diagram of the mirror-beam-splitter me.thod for 
simultaneous determination of shock transit time and free-sur­
face velocity. ·Laser intensity modulation and PIN outputs are 

· shown for two target thicknesses (top trace 0. 5 I'S/cm, lower 
trace 0. 2 !!S/cm). A value of 65 ns must be added to the transit 
times taken from the oscillographs to account for the difference 
betw.een the light path and the PIN detector cable length. 

generated shock wave reaches the rear surface of the 
aluminum plate, it accelerates this surface and closes 
the gap between the plate and the plastic block. The air 
in the gap is heated and compressed by the successive 
gas shock reverberations and becomes. luminous for a 
short time before heating of the plastic or gap closure 
effectively shuts off the light. This light is recorded by 
a fast streak camera. The brightness depends upon the 
strength of the shock and the gas filling the gap. Argon 
or xenon are brighter than air, but the air was found 
suitable in the present study as is shown in the accom­
panying streak photograph. The photograph also shows 
the x-ray-induced luminosity of either the plastic block 
or the phosphor of the streak camera which provides a 
convenient time fiducial in the experiment. Note also, 
the structure of the x-ray-induced luminosity; this 
qualitative intensity variation has been shown to occur 
in the response of PIN detectors. 

Previous investigation of shock waves using flash gaps 
have always been concerned with planar shocks. It is 
quite obvious from the streak photograph of Fig. 4 that 
we do not have a plane shock as we would expect from 
the dimensions (a few millimeters) of the electron beam. 
In fact, it appears that the radial velocity of the lumi­
nous front changed gradually from the moment of shock 
arrival out to a time when the slope is relatively con-

stant. This is interpreted as the velocity of the shock 
wave traveling in air perpendicular to the beam axis. 
We can use this interesting observation to infer some­
thing about the free-surface velocity of the aluminum 
plate. · 

From the gas dynamics of strong shock waves we 
know that the velocity of the "piston" (rear surface) 
creating the wave is given by17 

where D is the shock velocity in· the gas and y is the 
ratio of specific heats. In the photograph of Fig. 4, the 
shock velocity is about 10 times the ambient sound 
speed. The value of the free-surface velocity is, the-re­
fore, approximately 3X 105 cm/s, One can also estimate 
the free-surface velocity from the time of shock arrival 
to the time the light shuts off on the center of the streak. 
In the present case, the value is almost an order of 
magnitude lower than the above estimate-of 3Xl05 cm/s. 
Such a low value, representing a lower bound for the 
free-surface velocity, is in error because of the severe 
nonplanarity of the shock and the unknown duration of 
the luminescence after impact. That is, heating of the 
plastic or gap closure may not immediately shut off the 
light to the camera. 

The final dynamic response technique used is called 
the beam-splitter-mirror method which was designed 
to make simultaneous determinations of shock transit 
time and free-surface velocity. In Fig. 5 is shown the 
specially fabricated target anode· and associated optics. 
The method consists of collinearly r!'!flecting a laser 
beam partly from a beam splitter and partly from the 
mirrorized surface of an aluminum anode-the two are 
separated in vacuum by a specified distance (-l mm)­
and measuring the changes in reflected light intensity 
with a photomultiplier-tube oscilloscope. The arrival 
of the !lhock at the aluminum rear surface is accom-. 
panied by an abrupt decrease in intensity, and the im­
pact of the free aluminum surface on the surface of the 
splitter causes another intensity change. From the di~ 
mensions of the anode-splitter assembly and the record 
of light intensity changes, it is possible to infer free­
surface velocity spatially averaged over the gap. 

The oscillographs shown· in Fig. 5 are examples of 
data traces for this technique. Again the output of a 
PIN detector is indicated on the top trace of each re­
cord. For the 0. 32-cm-thick plate some noise on the 
PM output is followed by a sharp reduction in light in­
tensity at 0. 3 1-LS (from the start of the PIN output, but 
uncorrected for PIN detector cable length) corresponding 
to the shock arrival at the rear surface of the plate. At 
a time 0. 3 1-LS later the light intensity is further re- . 
duced; the intensity drop here is attributed to the de­
struction of the dielectric coating of the beam splitter 
by impact of the aluminum. The free-surface velocity 
averaged over the interval is 0. 3 cm/1-Ls. For the thin­
ner 0. 142-cm aluminum plate the behavior is quite dif­
ferent. The shock is presumed to arrive at the free 
surface at a time of approximately 0. 1 j.Ls (uncorrected) 
after the start of the PIN signal. This time corresponds 
to a reduction in intensity as expected. However, the 
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FIG. 6. Deposition proflles (normal and Isotropic electron an­
gular distributions) fur 600-keV electrons. 

ne."t break in intensity occurs at about 0. 26 IJ.S and cor­
responds to an increase in intensity followed by a slower 
decrease and leveling off. This increase in intensity is 
attributed to the self-luminosity of the quartz beam 
splitter due to the impact of a sufficiently high-velocity 
aluminum flyer plate. The duration of the self-lumino­
sity results from the nonplanarity of the shock and the 
quenching in the quartz. According to this interpretation 
the free- surface velocity is approximately 0. 7 em/ IJ.S. 

Ill. COMPUTATIONAL MODEL AND COMPARISONS 

The dynamic material response was calculated using 
a two-dimensional hydrodynamic code CSQ which con­
tains a three-phase equation of state. Saha equilibrium 
is assumed for ionization and material properties are 
employed in elastic-plastic and fracture calculations. 
For these calculations the shock transit time in the ma­
terial is comparable to the duration of the electron­
beam pulse; therefore, attention was given to the time 
and spatial modeling of the electron beam. The current 
density profile used in the calcul.at1otl$ i$ based upon 
experimental time-resolved pinhole11 and PIN detector 
array stl,ldies. 1 ~ For detailed ·comparisons w~th the ,:-e­
sults of particular shots we employed the experimentally 
obtained voltage and cur~ent traces with the following 
current density profile 

· J(1·)= J 0(1-r/rb), r<r~ 

= 0, r;;..,rb, 

where rb is the beam radius and J 0 is the c.urrent den­
sity on a{(i~ (J0 = 31/rr~, where I is the total current). 

The time-dependent beam collapse is modeled using 

rb=rb 0- Vpt, rb0- Vpt>rp 

=rp, 

where rbo is the initial beam radius (chosen to be the 
cathode radius = 6. 35 em), VP is the pinch collapse 
velocity = 108 cm/s, and ,.P is the final pinch radius. 
The value of ,.P is taken to be the full width at half­
maximum of the x-ray pinhole trace for each eiectron-·· --­
beam shot. In this form for J(r) 50% of the current is 
contained in the full width at half-maximum, which is 
consistent with the PIN array measurements. 

The electron energy is given by the experimentally 
measured voltage with a depth-dose profile shape cal­
culated by a one-dimensional Monte Carlo electron 
tran~port code for the electron energy 600 keV .. The 
electron penetration is varied with voltage using a sin­
gle shape for the depth-dose profile. One might object to 
using a single profile shape valid for an energy of 600 
keV, since it does not correctly model the profile shape 
and larger specific energy absorption for low-energy 
d~::o.:l! o,;;,. How eve,, it is a.-gued that low• energy elec­
trons are present primarily in the early portion of the 
beam pulse where significant pinching has not yet oc­
curred. Also, we will demonstrate later in a sensitivity 
analysis the effect on the results of decreasing the ef­
fective electron range and increasing the energy ab­
sorbed per unit mass near the front of the target. 

The exact angular distribution of electrons impinging 
on a solid anode is not known. For the purpose of com­
parison with experimental results both normal and iso­
tropic .angular distributions were assumed in the elec­
tron transport calculations. In Fig. 6 are shown the 
deposition profiles usilig these angular distributions for 
600-keV electrons in aluminum. Not shown, because 
of the linear scale, are the low-level x-ray tails. Both 
of these profiles will be used in comparisons with data. 

We compare in Fig. 7 the results of calculations with 
experimental shock transit time and free-surface velo­
city (measured by the mirror-beam-splitter method). 
This figure shows the calculated shock and free-surface 
trajectories for both· the normal and isotropic distri­
butions. The "off-axis" shock and surface trajectories 
are shown because the experiments generally yielded 
crater or hole positions which were not c_entered on the 
geometric axis of the diode. We were not able to use 
the pinhole camera results to accurately locate the po­
sition of the electron-beam pinch in the anode plane. 
The pinch location relative to the geometric axis of the 
diode {and, therefore, the focus of our laser beam) had 
to be estimated after each shot from the position of the 
hole produced by the pinched beam. The error in these 
estimations arose from the irregular boundaries of 
these holes, i.e., their centers were not exactly de­
fined. For example, in shots 2052 and 2060 (Fig. 7) the 
off-center positions were each estimated to J:)e 2 ± 0. 5 
mm. However, accounting for these errors, it is seen 
from Fig. 7 that the calculational model is quite suc­
cessful in predicting the experimentally measured shock 
tra~sit and rear-surface position. Also,- one observes 
that. the shock and surface trajectories are almost the 
same for the normal and isotropic angular distributions, 
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FIG. 7. Comparison of experimental dynamic response using 
the mirror-beam-splitter method with calculated shock and 
free-surface trajectories for (a) shot 2052 and (b) shot 2060. 
Solld and dashed ·trajectories· correspond to isotropic and nor­
mal angular distributions, respectively. 

and the experiment is not capable of distinguishing be­
tween them. 

All of the data are summarized in Table I where we 
have included both the calcul;tted "on-axis" and "off­
axis" results. Except where indicated in Table I the 
model calculations were based on a normal angular dis-

TABLE L Data summary. 

· tributi'.on of elecfrons. In cases where only the shock 
transit. times were measured, the· irlodel predictidns are 
in reasonable agreement with the experimental values:· 
In shot 1515, the large difference between predicted 
and measured transit time may be attributed to. the par­
ticularly large uncertainty in cr~ter position for that 
case. That is, for a "thin" anode the damage caused by 
13 kJ of beam energy precludes an accu'rate estimate 
of the bea·m position. In general, ho:wever, the discrep­
ancies between experimental values ·and model predic-
tions lie within 1 091;. · 

In order to examine more carefully the effect of the 
deposition upon dynamic response, we have made addi­
tional hydrodynamic calculations. The input conditions 
and the .results of the calculations for shot ·2060 are 
shown along with the experimental data in Table n. An 
isotropic distribution of incident electrons, corresporld­
ing to footnote c of Table I, was used to calculate the 
deposition profile. This was selected a,s the reference., 
case and th~ee additional variants of this profile were 
examined·. These variants consisted of (i) redue,ing the 
total energy by. one-half, .(ii) reducing the pe.netratiori 
depth by one-third, and (iii) s_imultaneously redu.cing the 
penetration depth by one-third and reducing the pinch 
radius rp. by one-, half. It is se~n that either reducing the 
en~rgy, or ·~he penetration depth decr,eases the rear- .. 
surface veloc.ity. despite the fact. that the energy ab~ 
sorbed per unit mass. in the latter case was ,significantly 
higher. By comparing the calculated off-axis portions 
i~ Table n with the data of Fig. 7, on~ observes that the 
calculated results for all three deposition variants lie 
outside of the error bars of the experiment.. 

Because two-dimensional hydrodynamic calculations. 
are quite expensive in terms 'or computer time,· we . 
were not ·able to make these sensitivity comparisons 
for ~ll electron-beam shots. lnsteaq, we have concen­
trated our efforts on shot 2060. 1his shot ~.s most ap~ 
propriate because it involved a thin aluminum target 
where the effects of.sl)ock divergence will be minimized. 
An isotropic distribution of incident electrons was as­
sumedfor the standard case sil).ce.it is generally be-, 
lieved that electrons with incident angles ~ther tha,n 

.' .. · 

Shot Target Total Beam X-ray Crater Shock transit Time to beam· ·Free-sur- Free-surface Peak 
No. thick- beam pulse pinhole position time (ns) splitter (ns) ·.,face veloc- velocity • pres-

ness energy dura- ,.p off axis E • Model Expt. Model tty• (105 cm/s), sure 
(mm) (k,T) tion (mm) (mm) xpt. U05 cm/s) (Mbar) 

(nsi On orr On orr EXP\: 
Model 

On Off axis axis axis axis 
!!XIS axis 

1245 :1.05 7.2 120 6.0 0.0 300 300 4.1 1. 4 7 
1515 1.60 12.7 146 4.0 5.0 180 150 225 8.8 ... . 2.13 
1517 3.05 13.0 146 5.0 5.0 385 305 370' ... ~·: 5.8 .. ·: 1.·64 
1518 6.35 12.2 146 3.0 3.5 765 640 740 2. 7 .... 2. 34 
2052 3.20 8.1 194 4;0 2.0 365 355 365 . 665 545 6:10 3.3 5.2 3 .• ·t. 1. 25 
2052.0 3.20 8. 1 194 4.0 2. 0 365 350 370 665 560 605 3.3 4.7 4.2 1. 33 
2060 1.42 7.9 166 4.0 2.0 165 170 170 325 300 345 6.5 8.0 5.9 r:2s 
2060° 1.42 7.9 166 4.0 2.0 165 156 175 325 295 335 6.5 7.4 6.5 1. ~6 

aTlmes here have been corrected for n 6!i-ns time difference 2052 And 2060, resp~Jct.lv~Jiy. 

between the il!(ht path and the PIN cable. "Model calculation based on·an Isotropic electron angular 
•Velcoltles based on gap widths of 0. 99 nnd I. 04 mm for shots distribution. 
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TABLE II. Comparison or. special cnses .with el>-perlment (Shot 2060). 

Depc)s_ltlon assumption Shock transit time (ns) 
On axis orr axis 

Experiment · iss 
Isotropic !normalized) 155 
·Monte Carlo 175 

Isotropic (normalized) ener!P' 175 
reduced by one-half 180 

Isotropic (normalized) electron 200 
depth of penetration reduced 200 
by one-third 

Isotropic (norma lizcd) depth of 160 
penetration reduced by one-third 205 
and pinch radius rp reduced by 
one-half 

normal must constitute a major fraction ·of the pinched 
beam. We expect that the above deposition profile vari­
ants will cause changes in the dynamic response of 
thicl~e~ targets, e. g., shot 2052. We know, for exam­
ple, that the physical reason for a lower surface velo­
city (increased time to beam splitter in these experi­
ments) for the case of a profile with reduced penetration 
depth is simply an enhanced pressure relief during the 
deposition time. On the other hand, the experiment will 
be less sensitive to such variants for long shock running 
times as in thicker targets. It is reasonable to restrict 
our rather expensive computer calculations to a single 
well-characterized experimental· shot where the sensi­
tivity to variations in the deposition profile is maxi­
mized. For this reason we again concentrate· on shot 
2060 in the following analysis. 

As a further demonstration of the relationship between 
"range- shortened" deposition profiles and the experi­
mental results, we show in Fig. 8 the shock and free­
surface arrival times calculated for the conditions of 
shot 2060 with a deposition profile whose range is arbi- · 
trarily foreshortened. The calculated results are indi­
cated by bands; and the width of these ba·nds were deter-

· mined by the uncertainty· of:: 0. 5 mm in the beam pinch 
position at the anode face. The experimental bandwidths 
just reflect the intrinsic uncertainty of the response 
measure1lJents. We see that the surface "flight" time 
is quite sensitive to the range-shorten'ed pr.ofile and the 
shock transit time is less sensitive. From the compari­
sons shown in Fig. 8 we can say (i) the experiment is 
consistent with the classical deposition profile with . 
, .• /ro :0:0. 85 and (ii) the best agreement occurs for r0/r0 

'= 1, i.e., the classical range. · 

Finally, it is important to note that an attempt was 
made to explain the experimentally observed precursor 
wave by inclusion of the x-ray deposition tail (calculated 
by 1\lonte Carlo transport) in the. hydrodynamic computa­
tion. ·The calculated rear-surface velocity resulting from 
thP.rmal expansion was approximately an order of mag-: 
nitude below the measured amplitude. 

IV. SUMMARY AND CONCLUSIONS 

We have applied various shock-wave techniques _in­
cludfng laser interferometry to the investigation of. dy-
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namic response of solid anode targets to a superpinched 
electron beam. These methods were successful in de­
termining free-surface velocity profiles, shock transit 
times, and average free-surface velocities of aluminum 
targets. The time and spatial dependence of the beam 
current density was combined with collisional electron · 
energy deposition and used in a two-dimensional hydro­
dynamic calculation of dynamic response. In the experi­
ments thin (1. 5 times the electron range) as well as 
thicker targets were employed, since the dependence 
of dynamic response on beam size and energy is strorig­
est for thin targets where shock divergence is smaller. 

EFFECT OF RANGE SHORTENING 
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FIG. 8. Effect of decreasing deposition range on shock·translt 
and rear-surface arrival times for shot 2060·. Horizontal ba~ds 
represent experlmentnl.values and the curved bands are the 
calculated result. 
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Comparison of experimental results with model pre­
dictions on a "shot-by-shot" basis indicated reasonable 
agreement. Peak free- surface velocities (measu~ed) 
were about 7X 105 cm/s; and peak pressure varied from 
about l.to 2 Mbar near the deposition region. Both nor­
mal and isotropic angular distributions were used in 
depth-dose computations, although the experiments were 
not suffiCiently accurate to distinguish between the two 
distributions. In general, it appears that these shock­
wave data are consistent with classical coupling (elec­
tron transport) between the electron beam and the target 
even at these very high current densities. We do not un­
equivocally rule out anomalous deposition mechanisms. 
However, we have shown that the dynamic response is 
sensitive to the form of the deposition profile, and re­
sponse data can provide an important test for the vali-. 
dity of transport calculations. 

There were two observations of anomalous beh~vior. 
One was the interferometric observation of a precursor 
signal which was not predicted by the computation. The 
energy associated with this wave corresponds to only · 
a few percent ·of the total absorbed energy. Such a dis­
turbance might arise from a long tail on the energy de-

. position profile; however, it was shown that the tail 
associated with x-ray production in the one-dimensional 
transport calculation was insufficient to account for the 
experimental result. 

Another phenomenon observed in interferometer ex­
periments was the probable existence of a velocity dis­
tribution near the rear surface of. the target upon arrival 
of the shock wave. The loss in light intensity and fringe 
contrast when the shock arrived at the rear surface sup­
ports this conclusion. 
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