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Abstract

General circulation models (GCMs) are probably the most sophisticated
~ theoretical tools which we presently have to simulate possible climatic effects of
increasing CO2 and other greenhouse gases. Because of tremendous
social/political pressures now being raised on the issue of greenhouse warming,
these models are being called upon to make predictions of possible climate
change on a broad range of spatial scales. Of particular importance for regional
assessments are predictions at subcontinental spatial scales . As will be
illustrated here using a variety of examples, although the models do simulate
'reality' very well on the 'grand' scale (eg., global, hemispheric, zonal),
substantial differences are more apparent as the scale is reduced to areas which
are‘pérticularly relevant to regional planners. It is partiéularly important that
workers more clearly recognize the potential dangers in relying too heavily on
simple summary statistics such as averages estimated over large regional scales.
Many shortcomings are apparent in the model simulations of the present
climate, indicating that further model improvements are needed to achieve
reliable regional and seasonal projeciions of the future climatic conditions.

1. Introduction and Outline -

General circulation models (GCMs) afe being actively used to assess possible
climate change due to increasing greenhouse gas concentrations. Because such
simulations provide detailed climatic predictions at a wide range of scales, they
are of particular interest to those making regional assessments of climatic
change. It is especially important that workers using the results of such
simulations be aware of some of the limitations of these results. In this study
some of the positive results from these model simulations will be shown (the
'good news') and some of the deficiencies (the 'bad news') will also be
highlighted. |

Following an introductory section describing the nature of GCM climate
simulations the issue of the spatial scales of such simulations is examined. A



all

comparison of the results of seven GCM simulations of the current climate and
the predictions of these models for the changes due to a doubling of CO2 will be
discussed. In these intercomparisons, the spatial scale over which the results
are compared varies from global to zonal (longitudinally averaged at a given
latitude) to individual slices through the data along specified latitudes or
longitudes. Finally, the dangers and pitfalls of relying on simple averages will
be highlighted.

2. Simplified Model Descriptions and CO2 Doubling Experiments

General circulation model (GCM) is the term given to numerical models
that simulate the global climate by calculating the hour-by-hour evolution of
the atmosphere in all three spatial dimensions based on the conservation laws
for atmospheric mass, momentum, thermal energy, and water vapor. GCMs
also typically include representations of surface hydrology, sea ice, cloudiness,

_ convection, atmospheric radiation and other pertinent processes (Washington

and Parkinson, 1986). Although coupled atmospheric-ocean studies have been
performed for some time (Manabe and Bryan, 1969), research studies are only
now coupling atmospheric and more realistic ocean GCMs (e.g., Manabe and
Stouffer, 1986), which give full treatment to ocean momentum, salinity, and
thermal energy, thereby allowing study of the time rate of climatic change under
different greenhouse forcings. |

In CO2 doubling experiments two separate integrations are performed: (1) a
so called 'control climate' in which conditions are assumed to simulate the
present climate with atmospheric concentrations of CO2 set at approximately
current levels throughout the integration (termed the 'control' or '1 x CO2 run),
and (2) a second calculation in which the atmospheric CO2 concentration is

- instantly doubled, and the model is run until an equilibrium state is reached

(termed the 'perturbed' or '2 x CO7 run'). The desired perturbation of any
climatic variable X, (AX), due to a doubling of CO2 is cstimated at all gridpoints
as: A X =X(2xCO2) - X(1 x CO2). Typically, the X's are the monthly, seasonally,
or annually averaged gridpoint values of a particular variable (eg., surface air
temperature, precipitation) for the last 3-10 years of each simulation.



Such simulations are termed "equilibrium" runs in distinction to
"transient" integrations in which the CO2 concentration is generally increased
" monotonically with time in the perturbed run. Because many more equilibrium
experiments have been performed than transient runs, the intercomparisons
here will analyze only equilibrium model results. This study focuses on seven
equilibrium simulations that are referred to using mnemonics for the modelling
groups: CCC (Boer, 1989), CCM (Washington and Meehl, 1984), GFDL (Manabe
and Wetherald, 1987), GFDL-R30 (Manabe and Wetherald, 1989), GISS (Hansen et
al, 1984), OSU (Schlesinger and Zhao, 1989), UKMO (Wilson and Mitchell, 1987).
Further details on intercomparisons of four of these simulations may also be
found in a Department of Energy report (Grotch, 1988), in a forthcoming paper
(Grotch and MacCracken, 1990), and in the forthcoming UN/WMO report (IPCC,
1990). | |

The models considered here were chosen because it was possible to obtain -
gridpoint data for comparable perturbation simulations. These models have
"realistic" geography and topography , treat the seasonal cycle, and interactively
représent sea ice, ground hydrology, and cloud amount and distribution. Each
modeling group has made what are thought to be valid, but different,
approximations and adjustments in their attempts to include the most
- appropriate mechanisms for CO7 studies (e.g., see Schlesinger and Mitchell,
1987). Three of the models (CCC, GISS. UKMO) include the full diurnal cycle of
solar radiation while four assume diurnally averaged solar radiation (i.e., a sun
set at a constant zenith angle appropriate to the time of year). For the purposes of
this intercomparison, however, these models are each designed to be particularly
suitable for CO2 studies and are sufficiently similar in their major characteristics
for their results to be compared.

This intercomparison study is not intended to be a "beauty contest" between
models, resulting in the choice of any "best" model. Such an analysis would
require a much more complete comparison on many scales (both spatial and
temporal), a task particularly troublesome because there are no well-established
case studies against which to adequately validate the models. Therefore, in many
- of the graphical intercomparisons, the specific model yielding a given result is
not identified. Rather, the intent here is to illustrate the range of results



currently available and to highlight certain issues of which the non-modeller
may be unaware . |

3. The Problem of Spatial Scale

Because GCM climate simulations are very expensive, requiring very
substantial amounts of computer time on large supercomputers, there is an
obvious practical incentive to reduce these costs by using as coarse a spatial grid
as is possible. Because of numerical stability considerations, computer time
increases approximétely with the inverse cube of the horizontal resolution.
Until recently, the highest resolution simulations used grid spacings of about 4°
in latitude by 5° in longitude (several hundred kilometers), resulting in a global
grid of approximately 3000 grid points (Fig. 1). This resolution would appear
adequate to capture the larger spatial features of climate.

However, because of concerns regarding greenhouse warming, there is
considerable pressure to examine model predictions at much smaller spatial
- scales. When the 4° x 5 ° grid is magnified, focusing on an area of the scale of
the continental United States as in Fig. 2, or further as in Figure 3, covering only
the western states, it becomes apparent that difficulties are likely to arise using
so few gridpoints for regional scale predictions. Most modellers would agree that
it would be unwise to use any single (or few) gridpoints as surrogates for small
scale regional climates.

4. Intercomparison of GCM Simulations and Historical Climate Data

In this section seven GCM predictions of surface air temperature and
precipitation for the control (or model reconstructions of current) climate are
compared with two historical data sets for temperature: Qort (1983) and Schutz-
Gates (1971,1972) and for precipitation: Jaeger (1976 ) and Schutz-Gates (1971,1972)
over different spatial scales. Table 1 presents both the
December/January/February (DJF) and June/July/August (JJA) seasonally
averaged and area-weighted global average temperatures. The agreement of the




global averages between model simulations and the two observational data sets is
generally good and the seasonal cycle appears well simulated. For both seasons,
the median of the seven simulations is within 1° C of Oort's value. If the
- calculated surface temperatures at individual gridpoint are cross correlated with
the historical data, near-perfect correlations are obtained: 0.96-0.98. This is the
"good news". ‘However, as will be seen, this good large-scale agreement provides-
no assurance that agreement on cmaller scales will necessarily be as accurate.

Because latitudinal variation is often the major dominant feature of many
meteorological fields, it is natural to examine model/data predictions on this
basis. The most common method for intercomparison is to examine the zonally
averaged values of a given variable. The zonal average is the arithmetic average
of all longitudinal gridpoints at a given latitude (or latitude band). Fig. 4 shows
the zonally averaged DJF and JJA estimates for surface air temperature from the
seven GCM simulations and compares them with the historical compilations of
Oort and of Schutz and Gates. Although the general shapes of these distributions
are very similar, there exist large differences at specific latitudes, even in these
zonally averaged values.  This provides a rationale for presenting model
predicted climate change as departures from the control run rather than as
departures from the present climate. |

For regional assessments, however, even finer resolution is needed, and in
Fig. 5 the latitudinal distribution of DJF and JJA surface air temperature along a
specific meridian (80° W longitude) is shown. This cut, passing through the
eastern United States, displays very substantial differences in these simulaticns
of the present climate. Analagous results are seen for the simulated precipitation
fields generated by these GCMs . Fig. 6 displays the zonal distributions for
seasonally averaged control DJF precipitation (mm/day). These distributions are
seen to be very similar in general shape, but at many latitudes very large (>100%)
discrepancies result. Fig. 7 shows a cut through the DJF precipitation across the
United States at a latitude of 36° N in which the three highest resolution model
simulations are contrasted with Jaeger's observational data. Again, although the
shapes are generally similar, very large percentage discrepancies arise throughout
much of the United States, making such predictions quantitatively suspect on
these smaller scales.



5. Dan’gers of Relying on Averages |

Because the average is the single "best" number characterizing a
distribution, both the climate community and particularly the general public
have become beguiled by its constant application: e.g., "the global average
temperature is expected to rise by near 3 t 1.5°C due to a doubling of CO2"
(National Research Council, 1982), While the average is clearly important, its
indiscriminate use can be quite misleading, as the following two examples will
show. '

It is obvious, but often overlooked, that there are an infinite number of
distributions which will yield the same average. For two distributions to be truly
spatially identical it is ne}:essary that their averages agree, but it is by no means
sufficient. Thus, as we will see, the agreement of two distributions, on average, is
no guarantee whatever that the distributions are spatially the same, or in fact, .
necessarily even close. In fact, even if all of the higher moments of two
distributions were to perfectly agree, they still could be quite different, spatially.

As a trivial illustration of this fact take all the gridpoint values predicted by
a given model and mix them thoroughly and then reassign them spatially in an
arbitrary manner. When compared with the original distribution the permuted
one will produce identical averages, standard deviations, in fact, all percentiles
will be identical, yet spatially the two could be entirely different. Two other
examples, one hypothetical, one real, will illustrate some of the pitfalls which
await the unwary if simple averages are relied upon as primary measures of
agreement rather than more detailed spatial distributions.

Consider first the following hypothetical example. For a region centered
over North America, two GCMs predict identical average surface temperature
increases due to a doubling of CO2: 2.50 °C. Given this perfect agreement , how
spatially similar are the predicted changes within this area? Where are the
largest and the smallest predicted changes located? What is the average absolute



or rms difference between the two predicted AT values over the region? For
regional assessments, what are the AT values predicted, for example, over the
mid-Atlantic states?

Other statistical characteristics of the two distributions should also be
compared. In this example assume that not only the averages of the two
distributions are identical, but so are their standard deviations and, in fact, all of
their higher moments. What can we now infer about the spatial distributions of
these predicted values? Unfortunately, still very little. The two distributions -
could, of course, be spatially identical, but on the other hand, they could still be
qﬁite different, as is shown in Fig. 8 in which the two spatial distributions
describing these predicted values are seen in three-dimensions to both be planes.
Although the two planes result in identical average AT values over the region,
their spatial orientations are seen to be totally different.

A more appropriate quantitative measure of model agreement is a direct
point by point comparison (only feasible when the data are on, or have been
interpolated to the same grid). For the data in this example, temperature
differences as large as the combined range of the two initial distributions occur.
Although the two models predict identical averages over North America, there
are temperature differences between the predictions which are 15°C. As is the
case here, even when all statistical moments of two distributions agree
identically, they can still be quitev different spatially. In fact, if we were to
permute all of the values at each latitude, the two predicted zonal distributions
would also be identical.

As a second, real example consider the zonally averaged predictions of these
seven GCMs for the percentage change in annual precipitation after a doubling
of CO2. Four of these models, at a latitude of 34°N predict virtually identical
zonally averaged percentage changes: 5.5, 5.5, 5.7, 5.7 %. The actual spatial
distributions longitudinally of these predicted changes along the latitude 34°N
are shown in Figure 9. Although all four of these models predict virtually the
same zonally averaged annual percentage changes in precipitation, the patterns
are, in most cases, virtually uncorrelated spatially along this latitude. Once
again, the fact that they are equal on average means little in describing more
regional behavior.



Conclusions

Due to practical concerns regarding the potential climatic effects of
greenhouse gases, there are great pressures.to apply the results of GCM
simulations to regional assessments. Although such simulations generally agree
on the larger scale averages, on smaller regional scales and for seasonal periods,
there remain differences among the projected changes in temperature and
‘precipitation for these models that are of the same order as the perturbation.
The large regional discrepancies found in simulatirg present climate reduce our
assurance in the ability of GCMs to quantitatively predict regional climate
change due to increasing greenhouse gases. |

One cause of the different estimates of regional and seasonal sensitivity to a
doubled CO2 concentration is almost cartainly related to the limitations in the
quality of model simulations of the prusent climate. Improvement of sensitivity
estimates will therefore require both a sustained effort to improve the climate
models and investigations to determine the theoretical limits of the various
time and space szales of climate predictability.

Because of the non-uniqueness of averages in describing distributions,
workers should be more circumspect in relying on agreement of averages as
indicators of smaller scale agreement.
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Table 1

Globally Averaged DJF/JJA Seasonal Temperatures (°C)

Model Dec/Jan/Feb
CcCM 115
GFDL 12.8
GISS 12.7
OSuU 14.2
UKMO 114
CCC 11.6
GFDL(R30) 8.1
: Historical data
Oort 124
Schutz-Gates 12.2

June/July/Aug

16.5
17.2
15.8
17.3
159
156
12.8

15.9
16.1

cop
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Figure 1. The outlines of 4° latitude by 5° longitude grid over the globe. This
grid of more than 3000 points appears adequate in capturing the larger scale
climatic features on the global scale.



LATITUDE

Figure 2.  The outlines of a 4° latitude by 5° longitude grid over the continental
United States. For this area there are less than 50 points over the land areas. The
central darkened rectangle is a 1° x 1° area at the center of the 4°x5° grid box.
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Figure 3. The outlines of a 4° latitude by 5° longitude grid over the western
United States. For the three western states, the grid is too coarse for any detailed
predictions on these scales. The central darkened rectangle isa 1° x 1° area at the

center of the 4°x5° grid box.
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Figure 4. The latitudinal distributions of zonally averaged Dec/Jan/Feb and
June/July/August surface air temperature simulated by 7 GCMs are compared
with the two observational data sets of Oort and Schutz-Gates.
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Figure 5. The latitudinal distributions of DJF and JJA surface air temperature

predicted by seven GCMs are contrasted with Oort's historical data (solid line)
along the meridian 80° W longitude.
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Figure 6.  Zonally averaged DJF precipitation for the current climate as

simulated by seven GCMs. Although the general behavior of these curves is

similar, large percentage differences exist at many latitudes.
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Figure 7. The longitudinal distribution of simulated DJF precipitation (1 x CO3)
at a latitude of 38°N across the United States. Data from three of the higher
resolution models are contrasted with Jaeger's historical data (solid heavy line).
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Figure 8. Superposed spatial distributions of hypothetically predicted change in
temperature over North America due to a doubling of CO2 by two models.

‘Although the models predict precisely the same average change for the region,

spatially they are very different on smaller regional scales. View looking west
from off the Atlantic coast.
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Figure 9. Longitudinal distributions of the predicted change in annual
precipitation after a doubling of CO2 as given by 4 GCMs along the latitude
34°N, These same four models predict virtually identical zonally averaged
annual percentage changes in precipitation, yet most are virtually uncorrelated
spatially at this latitude.
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