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ABSTRACT

Previous reports have presented a procedurefor analyzing a time se-
quence of wellbore electric conductivitylogs in order to obtain out-
flow parametersof fractures interceptedby the borehole (TSANGet al.
1990), and a code, called BORE, used to simulateborehole fluid conduc-
tivity profiles given these parameters (Hale and Tsang, 1988). The
present report describes three new direct (not iterative)methods for
analyzing a short time series of electric conductivitylogs based on
moment quantitiesof the individualoutflow peaks and applies them to
synthetic as well as to field data. The results of the methods dis-
cussed show promising results and are discussed in terms of their
respective advantages and limitations.In particular it is shown that
one of these methods, the so-called "PartialMoment Method", is capa-
ble of reproducingpacker test results from field experimentsin the
Leuggern deep well within a factor of three, which is below the range
of what is recognized as the precision of packer tests themselves.
Furthermore the new method is much quicker than the previously used
iterativefitting procedure and is even capable of handling transient
fractureoutflowconditions.



-Vi-

ZUSAMMENFASSUNG

Der vorliegende Bericht beschreibt drei neue Methoden fQr die quantita-
Live Analyse von dynamischen (unter Absenkungsbedingungen durchgefQhr-
ten) Fluid-Leitflihigkeitsmessungen in Bohrungen. Die neuen Analysenme-
thoden stellen wirkungsvolle Erg_nzungen und Weiterentwicklungen einer
in TSANGeL al. (1990) pr_sentierten Feld- und Auswertungsmethodik dar,
welche auf einem "best-fit" Simulationsverfahren der gemessenenLeitfii-
higkeitslogs beruht. Beide Verfahren erm6glichen eine exakte Lokalisie-
rung von wasserleitenden K1Liften oder diskreten, wasserfi_hrenden Zonen
(+/- 1 m in 1000 m tiefen Bohrl6chern) und die Bestimmung der Transmis-
sivit_t (und der Ruhewasser-Potentiale) der einzelnen Kl_fte.

Die drei neuen Analysenverfahren, welche in vorliegendem Bericht ent-
wickelt und dargestellt werden, basierten auf der "klassischen" Momen-
tenmethode,welche zur Charakterisierungvon Transportparameterneines
Tracerpulseseingesetztwerden (z.B. FISCHER et al. 1979). In vorlie-
gendem Berichtwerden analoge Beziehungenf_r die spezifischenRandbe-
dingungen der Fluid-LoggingMethode hergeleitet und an synthetischen
und natQrlichenDatens_tzenausgetestet.

Nach einer allgemeinenDiskussiondes Testverfahrensund der Analysen-
Grundgleichung (Kapitel I) werden die Beziehungen des nullten und
ersten Momentes eines Einzelkluftzuflusseszum Bohrloch zu den Kluftpa-
rametern "Fliessrate"und "Elektrolyt-Konzentration"hergeleitet(Kapi-
tel 2). Einzelkluftzufl(issewerden dadurch charakterisiert,dass ihre
Peaks auf Leitf_higkeitslogsnicht miteinanderinterferierenund darum
relativ einfach individuellanalysiertwerden k6nnen.

Kapitel 3 und 4 pr_sentierenneue Analysenverfahrenf(irden allgemeinen
Fall von interferierendenZuflusspeaks,welche mit "klassischen"Momen-
tenans_tzennicht ausgewertetwerden k6nnen.Die Methode der Partiellen
Momente (Kapitel3) basiert auf Zeitableitungenvon Integralwertenmit
_hnlicher Struktur wie jene der klassischenMomente, definiert jedoch
fL_rLog-Abschnittezwischen aufeinanderfolgendenZuflussstellen.Die
Annahmen dieser Methode liegen einzig darin, dass innerhalb solcher
Integrationsgrenzensowohl die lineare Bohrlochgeschwindigkeitwie der
Dispersionskoeffizientkonstant sind. Aus diesem Grund erlaubt die
Methode theoretischf(irjeden Boi_rlochabschnittund jedes Zeitintervall
unabh_ngig (d.h. transient) den volumetrischenFluss (und daher auch
aus den entsprechendenFlussdifferenzendie KluftzufIQsse)zu bestim-
men. Die Nachteile und Einschr_nkungender Methode liegen in ihrer
potentiellennumerischenInstabilit_tzu sp_tenZeiten.

Die Direkte Integral Methode (Kapitel 4) basiert auf Massenbilanz-
Approximationen und klassischen nullten Momenten zu fr(]henLogging-
Zeiten. Der Elektrolyttransportwird gegenQberder weiter oben verwen-
deten ID-advektiven-diffusivenTransportgleichungin dem Sinne verein-
facht, dass an denjenigen Stellen im Bohrloch wo die lineare Bohrloch-
geschwindigkeit abgesch_tztwerden soll nur advektiver Transport be-
r(_cksichtietwird. Da keine Momente h6herer Ordnung und entsprechende
Zeitdifferentialeeingesetzt werden, ist die Methode der Direkten
Integraienumerischstabilerals die Methodeder PartiellenMomente.



-vii-

In Kapitel5 werden die oben beschriebenendrei Methoden auf syntheti-
sche Daten, welche mit einem numerischen ID-advektiven-diffusiven
Transportsimulator(BORE) generiertwurden, angewendet.Basierend auf
den Feldmessungen von Leuggern werden zwei synthetische Datens_tzen
erstellt:Testfall I besteht aus voneinanderweit entfernten Zufluss-
stellen (hunderte von Metern) und nur geringfQgig int(_rferierenden
Peaks, Testfall II aus sehr nahe gelegenen ZufIQssen (Dekameter),die
schon zu sehr fr_ihenLogging-Zeitenmiteinander interferieren. Die
verschiedenen Sensitivit_ten und Einsatzbereicheder drei Methoden
werden diskutiertund es kann gezeigtwerden, dass der Simulationsinput
im allgemeinengut reproduziertwerden kann. Insbesondereergibt sich
auch aus diesen Analysen, dass relativ fr(ihgemessene Logging-Daten'
viel kritischereInformationenliefernals Logs welche zu sp_ten Zeiten
gemessenwerden und dass die gesamte Testdauerohne wesentliche Infor,
mationsverluste auf 50-i00 Std. reduziert werden kann.

In Kapitel 6 werden die neu entwickelten Ana'lysenmethoden auf Feldda-
ten, welche 1987 in der Tiefbohrung Leuggern gemessenwurden, angewen-
det. Es kann gezeigt werden, dass die klassische Momentenmethode und
die Direkte Integral Methode gute Inputparameter l iefern f_r eine
iterative "best-fit" Analyse mit einem Testsimulator wie BORE. Der
Vergleich von unabh_ngig aus Packerversuchen bestimmten Transmissivit_-
ten der Bohrung Leuggern mit den Resultaten der Methode der Partiellen
Momente zeigt, dass die Unterschiede in den Resultaten beider Methoden
im allgemeinen innerhalb eines Faktors 2 bis 3 (maximal Faktor 5)
liegt. Diese Bereiche sind kleiner als die Fehlerbereiche von Packer-
versuchen allein; die Methode der Partiellen Momente ist aus diesem
Grunde sehr erfolgsversprechend.

lm letzten Kapitel (Kapitel 7) werden die Implikationen der diskutier-
ten Methoden f_r die Planung und Auswertung von Fluid-Logging Experi-
menten diskutiert. Es wird zudem ein umfassendes Analysenverfahren
entwickelt, welches konzeptionelle Unsicherheiten, Datenqualit_t und
Art der Loggingdaten (frQhe oder sp_te Logging-Zeiten) explizit berOck-
sichtigt.
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RESUME

Ce rapport d_crit de nouvelles m_thodes analytiques pour l'analyse
quantitativede logs de conductivit__lectrique obtenus par diagraphie
dans des forages en r_gime dynamique ("pumped wellhead conditions").
Les m_thodes am_liorent et compl_tent efficacement une proc6dure de
test et une m_thode de simulationpar ajustementoptimal pr_sent_epar
Tsang et al. (1990).Les proceduresde test et d'analysepermettentune
localisationexacte (+ lm) de toutes les fracturespr_sentantu_ld_bit
qui sont intersect_espar le forage, ainsi que le calcul de la trans-
missivit_(et du potentiel)des fracturesindividuelles.

Les trois m_thodologiespresent,essont bas_es sur l'approcheclassique
des moments qui est am_lior_eafin de permettre l'analysequantitative
de l'interf_rencedes d_bits de multiple fracturesdans le forage.

La sectionI est une discussiong_n_ralede la procedurede test et des
_quations utilis_es pour l'analyse.Les relationsdu moment d'ordre 0
et du moment d'ordre I du d_bit d'une fracture dans un forage pendant
le pompagesont obtenues.Celles-cisont likes aux d_bits volum_triques
totaux dQs puits au-dessous et en-dessus d'une zone pr_sentant des
d_bits dus A des fractures (section 2). Ces param6tres peuvent 6tre
utilisesdirectement pour 6valuer le d_bit volum_triqueet la concen-
tration _lectrolytiquedu fluide de toutes les fracturesqui n'inter-
f_rentpas entre elles.

Les sections 3 et 4 pr_sententde nouvellesapprochesanalytiquespour
l'analyse des pics qui interf6rententre eux. La m6thode du moment
partiel (section 3) est bas_e sur des quantit_s int_grales avec une
structure similaire A celle des moments classiques. Par contre la
mesure est effectu_e entre deux pics successifs et non pas par pic
consid_r_individuellement.La seule hypoth_sefaite dans le d_veloppe-
ment des _quations fondamentalesest celle d'un transport 61ectro-
lytiqueuni-dimensiunneladvectifet dispersifA vitesseconstantevet
dipersivit6k A l'int6rieurde petits intervallesentre les fractures.
La m_thode permet th_oriquement une d6termination ind6pendante de v et
de k A l'int_rieur de n'importe quel intervalle de la section examin6e
et ceci quel que soit le temps, t, pendant la diagraphie. Impliquant
que la m6thode s'applique _galement lorsque le d_bit et la concentra-
tion du fluide de I_ fracture varient simultan_ment avec le temps. Les
limites de la m6thode du moment partiel sont principalement does A des
instabilit_s num6riques qui apparaisent lorsque les temps deviennent
_lev_s.

La m6thode int6grale directe (section 4) se base sur uv,e approximation
de la conservation de la masse prenant en compte l'information du
moment d'ordre 0 lors de la phase initiale de la mesure. Le transport
_lectrolytique est simplifi6 par rapport a l'6quation mentionn6e pr_c6-
demment, car seul le transport advectif est consid6r_ aux emplacements
oO la vitesse est estim6e dans le forage.

Dans la section 5 les trois m6thodes sont appliqu6es a des cas d'_tudes
synth6tiques g_n6r6s par un simulateur de transport advectif et disper-
sif a une dimension (BORE).Deux types de cas d'_tudes diff6rents sont
consid_.r_s qui pr6sentent des charact6ristiques similaires a celles des
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donn_es mesur_es dans le forage profond de Leuggern effectu_ dans le
nord de la Suisse.Les pics conducteursdu cas d'_tude I, tr6s espac6s,
pr6sentent peu d'interf6rences.Le cas d'_tude II, dont les fractures
conductricessont peu espac_es, se characterisepar de fortes interf6-
rences. Une comparaisonde la sensitivit6des diff_rentesm6thodes est
pr6sent_e. Les m6thodes sont capables de reproduire les donn_es avec
une erreur inf6rieureA 50 % et dans les meilleurscas l'erreurest de
I _ 2 %. Les donn_es correspondantA des temps faibles fournissentdes
informationsbeaucoup plus importantesque celles obtenues A des temps
_lev_s. La dur_e du test peut 6tre consid_rablementr6duite (de 50
100 heures de diagraphie)sans perte d'informationsignificative.

Dans la section 6, les trois m6thodes sont appliqu_es A des donn6es
r6elles, mesur6esen 1987, en provenancedu forage profondde Leuggern.
La localisationpr6cisede toutes les fracturesconductricesrencontr-
_es par le forage est 6tablie. La m6thode classiquedes moments et la
m6thode int6graledirecte peuvent servir de source de donn_es A des
simulations et des ajustements avec un simulateur tel que BORE. La
m_thode du moment partiel est capable de reproduire les d6bits mesur6s
dans les fractures du forage de Leuggern, obtenus ind_pendemment
l'aide de pompages avec packers (la diff6rence maximale entre les deux
m6thodes est inf_rieure A ½ ordre de grandeur). Cette erreur est du
m6me ordre de grandeur que l'incertitude commun6ment admise pour les
tests de pompage avec packer

Les consequences pour la planification des mesures sur le terrain et
pour l'analyse des r_sultats sont d6crites dans la section 7. Les
proc6dures de mesures devraient tenir compte des besoins des m6thodes
analytiques pr6sent_es. Une proc6dure d'analyse est developp6e, qui
prend en compte aussi bien les incertitudes conceptuelles que le type
(a temps faibles ou 61eves) et la qualit6 des donn6es de conductivit6.
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SUMMARY

The present report describes new methods for the quantitative analysis
of dynamic fluid electrical conductivity logs measured in boreholes
under production or free outflow conditions. The methods form powerful
complements and extensions to a testing procedure and best-fit simula-
tion approach previously presented by TSANGet al. (1990). The testing
and analysis procedures allow an exact location of all fractures flow-
ing under the given head drawdown and intersected by the borehole (+/-
1 m in deep boreholes), as well as the calculation of the transmissi-

vity (and head) of the individual flowing fractures.

The three methodologies presented in the present report start from the
Classical Moment approach applied to the lD advection-diffusion equa-
tion, which is then further developed to allow for the quantitative
analysisof multiple interferingfractureoutflows into the borehole.

After a general discussion of the testing procedureand the governing
equation used for analysis (Section I), the zer_'th and first moment
relationships of a single fracture outflow into a borehole during
pumping are derived and related to the volumetricwellbore flowrates
below and above an outflow zone (Section 2). These parameters can be
used directly to evaluate the volumetric flow rate and the fluid elec-
trolyteconcentrationof all non-interferingfractureoutflows.

Sections3 and 4 presentnew approachgsfor the analysis of interfering
peaks. The Partial Moment Method (Section 3) is based or integral
quantities with a similar structure as the classical moments, but
measured between fractureoutflows and not across.The assumptionmade
in the development of the fundamentalequations is that of ID advec-
tive-dispersiveelectrolytetransportalong the borehole with constant
velocity, v, and dispersion, k, within the short intervals between
fractures.The method allows,on principle,for an independentdetermi-
nation of v and k within any intervalof the logged section and for any
time ,t, during logging.This impliesthat the method can also be used
when both the fracture flui_ concentrationand the fracture flow rate
are changing with time. The major limitation of the Partial Moment
Method is relatedto numericalinstabilitiesat late logging times.

The Direct Integral MethoG (Section 4) is Jased on a mass balance
approximationtaking into accountearly time zero'th moment infermati-
on and avoids the integralderivativeswith their potential instabili-
ties. The electrolytetransport is simplifiedwith respect to the go-
verning equationoutlined above in the sense that only advectivetrens-
port is considered at locationswhere the wellbore velocity is esti-
mated.

In Section 5 the three methods are applied to synthetic test cases
generated with a ID advective-dispersivetransport simulator (BORE).
Two different types of test cases,with parameterssimilarto the field
data measured in the Leuggern deep well of northern Switzerland,are
considered"Test Case I with widely separatedand only weakly interfe-
ring eutflow peaks, Test Case II with closely spaced and strongly
interfering fracture outflows. Th_ application shows the different
sensitivities of the analytical methods considered. The methods are
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able to reproduce the input with an error smaller than 50 % and for
certain cases down to a difference of I or 2 %. lt is shown that for
the given parametersearly time data give much more importantinforma-
tion than late time data and that test duration can be reduced signifi-
cantly (to 50 or 100 hrs of logging,comparedto 600 hrs in the case of
Leuggern)without losing re'levantinformation.

InSection 6 the three methods are appliedto real field data from the
Leuggerndeep borehole,measured in 1987. Besides precise localization
of all flowing fractures intersectedby the borehole,it can be shown
that the ClassicalMome_t Method and the Direct IntegralMethod form a
valuable input and starting base for simulation and refinementwith a
simulatorlike BORE. By comparisonwith independentlyder.ivedfracture
fl_w rates from packer testing performed extensively irlt_:eLeuggern
borehole,it can be shown that the PartialMoment Method is capable of
reproducingthe packer test resultswithin a factor of 2 or 3 (greatest
difference smaller than half an order of magnitude).These ranges lay
within what is generallyrecognized as the uncertaintyin packer te-
sting.

Section 7 describes the implicationsfor fie_d experiment design and
data analysis.The field experimentdesign should accountfor the needs
of the analytical methods outlined. With respect to data analysis a
comprehensiveanalysis procedurethat takes into accountconceptualun-
certainty,data quality, and type of conductivitylogging data (early
or late time) is deve_,oped.
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solute concentration
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1 INTRODUCTION

1.1 ,.Description of Previous Work and Field Fluid Logging Procedure

A new approach to the determinationof outflow parameters (flow rate
and salinity of fracture fluid) from fractures interceptedby a well-
bore was proposed by TSANC and HUFSCHMIED (1988) and TSANG et al.
(1990). The approach involves first flushing the wellbore with de-
ionized water and, logging the values of fluid electric conductivity
within the borehole as a function of depth for various times while
producing.The temporal changes of fluid conductivitylogs can be used
in a matching proceciureto obtain fracture outflow parameters. The
approach was successfullyapplied to 2 sets of data obtained in 1985
and 1987 in the Leuggernwell by Nagra, Switzerland.

In 1989 Nagra conducted several fluid logging experiments in the Sib-
lingen weil. One experiment was performedwith brine as the flushing
(or background)fluid, resulting in reverse relationships ("negative"
peaks) from the ones described above. Such relationships are especially

. important when drilling with clay based drilling muds that cannot be
replaced by de-ionized water prior to logging (e.g. NAGRA1989).

Previous _'eports presedted an indirect or iterative procedure for
analyzing a time sequence of wellbore electric conductivity logs in
order to obtain outflow parameters of fractures intercepting the bore-
hole (TSANGet al. 1990), and for this purpose a code, called BORE,was

developed to simulate borehole fluid conductivity profiles given these
parameters (HALE and TSANG, 1988). The present report describes new
direct methods for analyzing electric conductivity logs. These methods
are based on the temporal variation of moments over entire outflow
peaks or sections of the conductivity profiles and allow for a quick
and in most cases precise estimation of all fracture parameters of
interest.

The combinationof direct solutionmethods with the numericalmodeling
code, BORE, forms a more complete system for estimating fracture out-
flow parametersand designingfluid logging tests than was presented in
the previouswork.

1.2 Basic Assumptionsand ConceptualModel

Let us assume a vertical wellbore being intersectedby subhorizontal
fractures and other zones with a higher permeabilitythan that of the
matrix, the water pressure (or head) in the well is lowered by pumping
to below that of thr formationfluid conducting features.The electro-
lytes bearing formationfluid will then enter into the wellbore and mix
with the originallyde-ionizedwater in the weil.

Because the electrical conductivityis directly related to the elec-
trolyte concentrationof a fluid (see section6 for details),an elec-
trical conductivitypeak will appear at each outflow location, given
th__tthe outf!owin_ fnrmation water has a salinity (or electrolyte
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concentration)greater than the borehole fluid. These peaks will grow
with time and electrolyteswill migrate up the borehole due to advec-
tion and dispersion and down the borehole due to free convection and
dispersion.As one proceeds up the borehole,the volumetric flow will
increase as each flowing zone contributesan amount depending_on the
transmissivityand static head of each feature.

mE

The fluid of a given concentrationor the electrolytesat the outflow
location will move away from this point driven by a variety of pro-
cesses (advection,diffusion, gravity and temperature-drivenproces-
ses). In this report only one-dimensionalflow and transport by advec-
tion and dispersionwill be consideredin the analysis.

Flow and transportin the wellbore will be approximatedby flow in a
tube of constant radius. For the flow to be below the turbulence re

gime the Reynold'snumber, Re, must be smallerthan the critical value
of about 2,000 (e.g., ROBERTSON and CROWE, 1985). Using the relation-
ship"

i)2vr
Re -

Y

with r = wellbore radius, v = average (linear)velocity, and y - kine-
matic viscosity, the resultingmaximum Re-value for the Leuggern 1987
logging [r = 0.08 m, VmaX = 3E-3 m/s, Ymin= 5E-7 m2/s] is 1,050, i.e.
below the turbulence regime. Similar Re-values result for the other
borehole fluid electricalconductivityloggingexperimentsperformedin
deep boreholes in the past by Nagra. T'._erefore,laminar flow relati-
onships can be used throughoutthis report.

The general governingequation for laminarflow in a pipe of radius r
with a parabolic velocity distribution and longitudinal and radial
diffusioncan be expressedby (e.g.,TAYLOR, 1953)"

Ct + 2v(I - R2/r2)Cx D(CRR + CR/R + Cxx) = 0 (I-I)

where D is the coefficientof moleculardiffusion,R, a radial coordi-
! nate and x is measuredalong the tube's axis (positivein the downwell

direction), the subscriptst, x and R denote derivativeswith respect
to these parameters.

The widely used sir_Iplificationof (1-I),namely

Ct + vCx - kC×x= 0 (I-2)

with

r2v2

k - (= Taylor dispersion) (I-3)
48 D

I) for notation throughoutthis report see the section Notation at the
beginningof the report

_
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holds under two assumptions.These can be expressed by (TAYLOR 1953;
1954)"

(i) 4_/r >> rv/D (I-4)

(ii) 6.9 << rv/D (I-5)

where _,is the longitudinalextent of the region in which Cx is ap-
preciable (advectionlength).

Assumption (i) can also be writtenas"

_,[v>> r2/(4D) (I-4')

and describes the case, where radial diffusion dominates over axial
convection,lt correspondsto the time necessary for radial concentra-
tion differencesto be reducedby radial diffusioncompared to the time
required for longitudinalconvection to cause appreciableradial con-
centrationvariations.

If ratios of 10"I (TAYLOR,1954) are permittedbetweenthe terms of the
inequalitiesin (1-4) and (1-5), the followingadvection length _ is
required for (1-2) to hold theoretically"

x : 690 r/4 (I-6)

correspondingto a distance of 13 m in the case of the Leuggern bore-
hole, and to 8 m in the case of the Siblingenborehole (for distances
between fractureoutflows see e.g. Table 6-i).

For a typical average flow velocity range of 6.10-6 to 6.10-5m/s (Sec-
tions 5 and 6), this distance correspondsto a period of about 0.5 to
55 hours. However, becauseof the radial mixing effects of the logging
tool and the nature of tracer inflow into the borehole (ring type
sourcecompared to initiallyconstant concentrationfield as in TAYLOR,
1953), it can be assumed that assumpt'on (i) holds even at earlier
times.

Assumption (ii) relates to the importance of longitudinal molecular
diffusion.This processcan be neglectedas long as"

r2v 2

D << (I-5')
48D

= or the equivalent inequality (I-5) holds. Assuming again a ratio of
10"I for the inequalities (TAYLOR, 1954), the mean velocity v must have
at a minimum the value"

v : 69 D/r (I-7)

corresponding (for a diffusion coeflicient of ].0-9 m2/s and a radius of
0.07 m) to about 10-6 m/s. This requirement is usually fulfilled.
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Equation (I-2) is the basic equation used throughoutthe presentreport
to describe the electrolytetransportin the weil. Taylor's approxima-
tion of the dispersionmight not be appropriatein most cases, because
of the nature of the tracer inflow into the boreholeand measuring tool
relatedeffects. For this reason,k is allowed to be a fittingparame-
ter in BORE simulations and is treated as an unknown in the moment ap-
proachesderived in the presentreport.

1.3 Quantificationof Transmissivit_vfrom the Resultsof Fluid Conduc-
tivity Loqgin_

The resultsof the fluid conductivitylogging(i.e, the volumetric flux
produced from each permeablezone) can be combined with other observa-
tions made during the time of pumping in order to calculatethe trans-
missivityof each of the permeablezones. These calculationsmake use
of the basic equation describingthe unsteady flow of water to a well
in a confined aquifer and analyticalsolutionsto this equation given
certain assumptions.Essentially,each of the individualinflux values
can be treatedas a small-scalepump test which can be readilyanalyzed
using traditionalwell-testingtechniques.

The general solution of the unsteady flow of water to a well in a
confinedaquifermay be written after THEIS (1935).

q
sw(r,t) = h0 - h(r,t) - W(u) (i-8)

4RT

where

W(u) = well functionof u

r2S
u - (I-9)

4Tt

This equation assumes that the wellbore discharge rate, q, is con-
stant.

For small values of u (<0.01),which correspondsto a small radius or a
, large time, the well functionmay be approximatedby (COOPERand JACOB,
" 1946)'

q 2.25 Tt

s.(r,t)- In ( r2 ) (I-i0)4_T S

This equation has been used in the past to determine iterativelythe
transmissivitiesof the individualzones identifiedin the fluid con-
ductivity logging, lt is useful to enumerate the assumptions involved
in using the Cooper-Jacobapproximationof the Theis solution"

a) The aquifer is infinite,homogeneousand isotropic.
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b) The flow in the aquifer is radial and horizontal.

c) The head in the aquiferprior to pumping (ho)is uniform.

Sensitivitystudies have shown, that for typical fluid loggingparame-
ter ra,ges, the calculated transmissivity is not sensitive to the
storativity,the only part,meter in equation (I-10) that is not deter-
minable. The head difference per outflow zone can either be approxi-
mated to be constant (when ho-h is big comparedto the head differences
between the fracture zones) Or calculated if two sets of logging runs
under differentpumpingrates are available.
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2 THE CLASSICALMOMENTMETHOD

2,1 Backqround

The general definitionof the n-th moment of a concentrationdistribu-
tion along the axes x, C(x), and centeredaround the origin is given by
(e.g. FISCHER et al., 1979):

Mn(t) = _ xnC(x,t)dx (2-I)

ARIS (1955) was the first to relate the momentsof a pulse injection
into a tube (a _.ace_ slug) to the hydraulicparameters in the tube:
velocity, v, and dispersion, k. He related the zero'th moment of a
single tracer slug to the slug mass, the first moment to the slug
velocity and the second moment to the dispersion in the tube. The
present section discusses similar relationshipsfor the case of con-
tinuous mass inflowsinto a boreholeor cylindricaltube (equivalentto
fracture outflows).

In the case of multipleoutflows it is importantto note _hat the peaks
are not allowed to overlap (otherwise inflow specific moments can no
longer be derived).This restrictioncan in part be overcome by using
only early time conductivitylogs with no, or limited,overlap.

The integralsdescribedin the followingare evaluatednumericallywith
a code called MOMENT (LOEW and CALMBACH, 1990). The integrationper-
formed is numericallybased on the trapezoidalrule, i.e. with linear
interpolationbetweenthe actualmeasurementpoints.

2.2 Zero'thMoment Relationships

The zero!th mc ent of a single outflow peak locatedbetween LO and L is
defined by (compareFig. 2-I):

Lo
Mo(t) = _"[C(t)_Co]dx, (2-2)

L

where C is the electrolyteconcentration,x the depth measured along
the borehole with x-O at the ground surface, and Co = initial (back-
ground) salinity in the well prior to pumping.The integrationbounda-
ries, LO (lower boundarywith respectto depth) and L (upper boundary),
are those locationsrespectivelybelow and above the outflowpeak where
the electrolyteconcentrationreaches backgroundvalue for all logging
times.

The zero'th moment as defined above (with C(L)=C(Lo)=Const.and C×(L)=

C×(Lo)=O) can be related to the fracture outflow parameters ql and Ct
through the followingmass balancerelationshipwithin the sectionL to
Lo:
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Mo(t)_r2: - t(qi+Q)Co + tQCo + tq_C_, (2-3)

where r = wellbore radius.The first term on the right-handside corre-
sponds to the mass leaving the system through the upper boundary lo-
cated at x=L, the second term to mass entering the system through the
lower boundary 'locateda'Lx=Lo, and the third term to the mass outflow
from the fractureup to time t. Equation (2-2) holds for small t, or as
long as the concentration at the integration boundaries remains at
backgroundconcentrationCO.

In case of low backgroundSalinity (i.e. for flushingwith de-ionized
water) and relatively high fracture mass production, the first two
terms on the right-hand side of equation (2) can be dropped. Equation
(2-2) then simplifiesto:

Mo(t)_r2 = tqiC_, (for Co , _) (2-4)

,statingthat the zero'thmoment is a direct measureof the mass outflow
of a single non-interferingfracture.Therefore the zeroth moment can
be used directly to investigatethe me,ss or mass rate released by a
single fracture and to perform simple mass balance calculations,lt is
also worth mentioning that this relationship is independent of the
governingequationdescribingthe mass transportof the solute as long
as the ID approximationholds.

In the case of high backgroundsalinity (i.e. lur flushingwith brine)
equation (2-2) can only be simplifiedby combiningthe terms:

Mo(t)_r2= tqi(C_Co), (2-5)

implyingthat the mass productionof a single fracturecan no longer be
expressedas a simple functionof the zero'thmoment.Mass balance cal-
culations in this case requireadditional information.This can either
be the knowledgeof q_ (assumingthe measured pumping rate corresponds
to the fracture volumetric outflow rate), or Ci (from water sampling)
or informationfrom higherorder moments (see section2.3).

An additional implicationof equation (2-5) is that the zero moment
quantity as defined above is in fact a measure of the concentration
differencebetweenthe fractureand the wellbore fluids. In the case of
a large concentrationdifference (eg. de-ionized water flowing into
brine) the zero moment quantity (and equation (2-5))will thereforenG
longer be a suitable measure of the absolute value of the outflow
concentration and mass released by the fracture, since C_ << IC_-Col and
its value may be withir the error of me_.surement. Additional implica-

tions of equation (2-5) a_._ discussed in section 7.1.

Besides mass balancing, our fi_'st priority parameter of interest, qi,
can be estimated in both cases from the zero'th moment relationships as
long as (C_-Co) can be estimated sufficiently weil. Precise determi-
nations of q_ require additional information as first order moments.



2.3 First Moment Relationship__

The first moment of a single outflow peak centered around the outflow
positionx_, with Lo>x_>L,is definedby (compareFig. 2-I):

M1(t) = (x_xl)(C.Co)dx, (2-6)
L

with the parametersbeing definedas for equation (2-2).

For a constant dispersion coefficientover the fractur_ outflow peak,
k, variablewellbore velocitieson the upstream (v_)and downstream (v+)
side of the outflow (i.e. respectivelybelow and above the outflow),
and variable concentration,the time derivativeof the first moment 'is
given by:

x_ LO

MIt = J" (x_x_)Ctdx + _ (x..xl)Ctdx. (2-7)

L x_

Substitutingfor Ct from equation (I-2) yields"

xi LO x_

M_t= k _ (x-xi)C×xdX+ k _ (x-xl)C×xdX- v+ _ (x-x_)CxdX

L x_ L

LO

- V_ _ (x-xi)C×dx (2-8)

Xi

The integralscan be partiallyevaluatedto give°

x_ LO x_ LO

M_- -k# CxdX,k I CxdX+v+]" Cdx+v_# Cdx.
L x_ L x_

+ v+(L-xi)C(L) + v_(xI-Lo)C(Lo) (2-9)

(Rememberingthat the derivativeCx=O at x=L and x:Lo, section 2.2.)

If we define zero'th moments for the up- and downstream side of an
outflow separatelyas follows'
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X i LO

Mo+ : _ (C-Co)dx and Moi.: _ (C.Co)dx, (2-10)

L xl

and assuming continuityof the C(x,t) function at x=xi, equation (2-9)
simplifiesto (rememberthat C at LO = C at L = Co, section2.2)"

Mit: v+Mo++ v_Mo_. (2-1I)
1

When the wellboreradius and either v+ or v_ are known thisequation can
be applied to determinethe fractureoutflowrate. v_ is known for each
peak when all fractur_ outflows are analyzed sequentially from the
bottom of the well to the top (assumingzero flux below the deepest
fracture), v+ is known lo;_ each peak when the outflows are analyzed
from the top of the logged section to the bottom (assumingthe pumping
rate correspondsto the total productionof the logged section).

The assumptionsmade in the derivationof equation _2-11) are"

I) For L< x <xi' Cs : kCx×- V+Cx.

2) For xi< x <Lo" Ct : kCxx- v_C×.

3) C(x,t) is continuousat x = xi

4) C (L,t)= C (Lo,t)and C× (L,t)= CX (Lo,t)= 0

From I) and 2) it follows that the dispersion, k, is treated as con-
stant. In the analysis of field data performed until present (eog.
TSANG et al. 1990) the best-fitapproacheswith the numericalsimulator
BORE were done with constant dispersion values. The fits were not
improvedby scalingthe dispersivityfor velocity (hydrodynamicdisper-
sion) or velucity squared (Taylor dispersion).Therefore, especially
within the relatively short intervals considered, the assumption of
constant dispersion is justifiable.Alternatively,second moment rela-
tionships (not derived in the presentreport) could be used to account
for variabledispersionvalues acrossa fractureoutflow.

Also from I) and 2) it follows,that v_ and v+, and thereforethe volu-
metric fracture outflow qi, are constant with time. This assumption
could be overcome by selecting only a limited amount of consecutive
conductivitylogs (eg. 3) that cover a time period when the temporal
changes in ql are small.

Based on field experience from the Siblingen and Leuggern weil, 'the
main and most importantparameterthat is often not constant in time is
the fracture outflow concentrationCi. However, such an assumption is
not made in the derivation of equation (2-11) and, therefore, the
methodologycan even be applied in case of time varying fractureout-
flow concentrations.
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Fig. 2-I' Mass balance relationships for a single fracture outflow with
saline fluid flowing into de-ionized wellbo_e f'iuid. The
"masses" indicated in the legend are in fact masses per
cross-sectional area.
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- Fig. 2-2" Mass balance relationships for a single fracture uulfluw with
• low saline fluid flowing into brine. The "masses" indicated

in the legend are in fact masses per cross-sectional area,
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3 THE PARTIALMOMENT METHOD

3.i Introduction

Classicalmoment methods can only be appliedto individual,non-inter-
fering peaks and thereforethis method 'isvery limited in application
with regardsto borehole fluid loggingdata. The PartialMoment Method
(and the Direct Integral Method, see section 4) has been derived to
overcomethis major restrictionbut to provide neverthelessa quick _nd
straightforwardanalysis tool. The method outlined in this section is
called "Partial Moment" because quantities are defined in the same
integral forms as the classical moments but with integration limits
that encloses only a part of a fracture outflow peak. The approach
allows the theoreticaleva_uationof the local borehole fluid velocity
and dispersion at any point along the borehole and for any time during
logging.

Ali Quantities and equations described in section 3 are programmed in
an interactive code called MOMENT(LOEWand CALMBACH,1990). The dif-
ferentiations outlined in the following are performed through fle,;ible
least squares fitting of polynomials through a specifiable number of
data points and exact differentiation of the fitted lines. The in_gra-
tions (see paragraph 2.1) are likewise performed on the fitted poly-
nomials.

3.2 Derivationof PartialMoment Equations

The functionC(x,t) is subjectto the advection-diffusion-equation(see
sectionI)"

Ct + vCX - kC_x= 0 (3-i)

with velocityv and dispersion k,

A <.x -<B, 0 ; t < _

The actual range of x may be larger (i.e. extending from fracture
outflow to fracture outflow), the restrictionsare assumed to be such
that v and k are constant within these bounds. The objective is to
derive relationshipsfor v and k given C(x,t) for all x and t.

The followingquantitiesare defined'

l = B-A The distance between the integra-
tion boundaries (3-2)

B

T r+_ . C cry +_v The 7ern'th P_rtialMoment (3-3)

A
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B

i1(t) : jr (x-A)C(x,t)dx The First PartialMoment (3-4)

A

Equation (3-I)can be integratedwith respectto x, thus

Ctdx: k J"Cx_dX- v _ CxdX (3-5)

For constant integration limits the order of differentiation with
respect to t and integrationwith respect to x on the left-hand side
may be reversedto yield"

d
Cdx : k J"Cx×dX- v J"C×dx (3-6)

dt

Evaluatingti,_.integralsover the specifiedrange of x yields'

lot= -v(CB - CA) + k (C×B- C×A) (3-7)

Multiplicationof equation (3-I) hy (x-A)prior to integrationyield'

I c = -v(IC B - lo)+ k(IC×B_ CB + CA), (3-8)

with Inrdenotingthe time Jerivativeof the n-th PartialMoment, CA the
measured (or interpolated)concentrationat point A, and CxA the space
derivative (slupe)at point A.

In equations (3-7) and (3-8), all quantitiesexcept v and k may be di-
rectly calculatedfrom the observed concentrationprofiles over time.

3.3 Discussionof PartialMoment Equations

Solving equations (3-7) and (3-8) for the wellbore velocity v results
in:

lot(1CxB+CA-CB) -llt(CxB-C_A)
v : (3-9)

(CA-CB)(lCxB+CA-CB)+lCB(CxB-CxA)-Io(C×B--CxA)

When the outflow conditions (i.e. q_ and C_) are invariant in time, the
concentrations at the integration boundaries, the slopes at the inte-
gration boundaries and the Partial Moments will converge to constant
..-I .... I P_ { _.I 11 _n TCA_J_ _f _l IQQ(_ Th_c hnlrl_ fnr

single as well as for multiple inflows, although for multiple inflows
these time functlons will not be smooth when peaks start to interfere.

fl ' ' '
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The convergenceimplies,that•

: O. (3-10)lim Igt = lim Iii
t_- t_-

Because v in the cases considered is not zero, it follows that for
large t both the denominator and the numerator in (3-9) converge to
zero. This means that, for large times t (when Igt and Iii become
small),numerical errors will arise in the determinationof v. For the
case of time invariant boundary conditions, however, the system is
over-determinedin the sense that for every observation period (time
used to calculate the time derivatives)an individualv (and k) value
can be derived. This allows us to select suitable values or to calcu-
late weighted means.

Based on the relationshipsoutlined above, the followingcriteria can
be used for this selection(or weighting)of velocityvalues"

• Larger Igtand Iiivalues (i.e. fast moment changes) provide better v
estimatesthan small values.

• The calculated time derivativesof the PartialMoments are in gen-
eral more precise when the lo-versus-timeand the Ii-versus-time
functions are smooth. Therefore v(t) values for times when peaks
start to interfere (and CA and CB "jump" in magnitude) should be
weighted less than values for times when the moment-versus-time
functionsbehave smoothly.

i • Bigger (longer) integration intervals provide better v estimates
than short intervals.

A furtherpotential applicationof the PartialMoment Method is to the
case of time varying input functions (especially fracture outflow-
conce1_trations),as long as the parametersv and k can be approximated
to be reasonablyconstantwithin an observationperiod.This case would
have been extremely difficultto analyze by a manual fitting approach
with a t:.stsimulatorbecauseof the large number of unknown variables
affecting the fit. In summary the limitationsof the Partial Moment
Method to situationswith time varying input functionsare related to"

• the change in v and k during the observationperiod

• the quality of the data (measurementnoise)

• the suitabilityof the governingtransportequation

• the exactnessof the time differentials.

The last three conditions also hold for the time-invariantcase de-
scribedpreviously.Again it should be noted, that, as in the case of
equation (2-11), the fracture fluid concentrationdoes not have to be
constantwith time.
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4. THE DIkECT INTEGRALMETHOD

In this section we present an additional method that employs time
integrals,lt is complementaryto the methodsdescribedabove.

4.1 Early-TimeNon-interferingPeaks

Given a borehole electric conductivityprofile a(x,t) measured at a

given time, t, the area under each peak at xi can be obtained numeri-
cally. In case of small backgroundconcentration,this area - or the
zeroth moment - can be simplyrelatedto qiCi where ql is the flow rate
in m3/s and Ci is the concentrationof the inflow fluid in kg/m3 (see
equations(2-2) and (2-4)):

xi+62

._ _r2(a(X,t)- ao)dX = a(qiCi)(t - ti) (4-I)

x i-81

where 81 and 82 are appropriatedistancesfor bracketingthe peak, r is
the mean wellbore radius over this interval, a is a coefficientthat
relates salinityto electric conductivityand tr is the time at which
the fracture fluid began flowing into the borehole. This equation
assumesthat both qi and Ci are constantwith time. Also the integralon
the left-handside should be evaluatedonly for relativelyearly times,
before the adjacentpeaks overlapsignificantly.

Equation (4-I) can be applied to a set of conductivityprofiles,and a
plot of I(a-oo)dXagainst t will give as the slope (a/_r_)q_Ciand as
the interceptthe time ti when the fracture fluid startedto flow into
the borehole.

4.2 InterferingPeaks

At very large times the peaks interfere fully and concentration values
along the wellbore reach steady state with their values given by simple
mixing theory (TSANGet al. 1990). Then in principle, once t i and qiCi
are obtained for each peak, one can apply these late-time results to
calculate the flow rate of the particular inflow point. Thus, from
careful measurements of early-time and late-time log data, one can
obtain all the inflow flow rates in a simple and straightforward way.
These results are not sensitive to moderate variations of wellbore
dispersion. Note also that although the short-term results depend on
wellbore radius, the late-time results are independent of it.

If the very late-time results are not available, as is usually the case
in field experiments, the following method ,can be used to obtain a good
first estimate of flow rate qi from each peak. Consider a wellbore with
several inflow points, each with a flow rate q_, concentrationCi, and

- position x i. The initial salinity in the we'll is CO, and the inflow at
the bottom of the well is w. Position is measured as depth below the
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Let Xo be a referencepoint near the bottom of the weil, upstream from
the first fracture inflow point (i.e. furtherdown the borehole), and
let X be a point up the well from Xo. At Xo the conductivity is assumed
constant and equal to the initial conductivityco. The problem then is
to obtain the flow rate Qx at the point X in the wellbore in terms of
the electric conductivitylog at differenttimes. Qx is the sum of all

/

of the qi s betweenXo and X, plus the inflow,w, from the bottom of the
well at Xo. To simplify the discussion without loss of generality,w
will be assumed to be zero in the analysis that follows. Note that
taking the differenceof two values of Qx, one upstream from an inflow
point and one downstreamfrom the inflow,will yield a value for q_ at
that inflow.

If it can be assumed that all inflows initiate at the same time (t =
0), then Cx, the mean concentrationin the wellbore over the section
between Xo and X, is given by the salinity of the fluid entering the
section at the inflow points minus the salinity of the fluid exiting
the sectionat X with flow rate Qx"

t

((Xo-X)_r2)Cx(t): ((Xo-X)_r2)Co+ t _I.qiC_- Qx]"C(X,t)dt (4-2)
X<x_<Xo 0

where (Xo-X)_r2 is the wellbore volume in the section between Xo and X,
and C(X,t) is the time-varyingsalinity at the "locationX. The first
term on the right-handside representsthe backgroundmean salinity in
the wellbore.

If the electric conductivityc is linearlyrelatedto salinity,we can
arrive at the followingresult by simplealgebraicmanipulations"

ot Z:qiC_- ((Xo-X)_r2)[cx(t)- %]
X<xi<Xo

Qx : (4-3)
t

(o(X,t)-Co)dt
0

where cv(t)= QCx(t)and c(X,t)= Gccx,t). Within the uncertainties
caused _y "teh approximationspreviouslymade, this equation gives the
flow rate Qx at any locationX in the boreholedirectly without requir-
ing a trial-and-errorprocedureand is valid for any time to

The first term in the numeratorof equation (4-3) is given by equation
(4-I),which can be appliedto profiles at two successivetimes, t2 and
t_, near each of the inflow points.We obtain
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X2__+6 i1r2(c(x,t2) - o(x,tl)dx

xi'61 (4-4)
,, aqiC1=

t2 - tI

All the quantities in the right-hand side of equation (4-3) can be
obtained from the measured electricconductivityprofile.

Note that (Xo-X)_r2 is an integral quantity representing the total
borehole volume over the section (Xo - X). Thus equation (4-3) is biot
sensit,ve to local borehole radius variation, a major advantage over
some of the conventionalmethods of measuring flow rates. Because of
the integral forms of the terms in equations (4-3) and (4-4), the
effectsof solutedispersionaround the peaks within the intervalXo to
X do not influencethe results. However, dispersioneffects at or near
X introducean error in the value of C(X,t) or o(X,t). This is a major
sourceof uncertaintyin our parameterestimation.Examiningthe values
of Qx determined from equation (4-3) at a series of locations between
two successivepeaks illustratesthis uncertainty.At these locations,
we know that Qx shouldbe constant.The variationin Qx is a measure of
solute dispersionin the boreholeand can probablybe studied to cancel
its effect and obtain the proper values of the flow rate. An alterna-
tive is t( solve for Qx using equation (4-3) and then slightly adjust
the value to match the field data by using a numerical fitting proce-
dure, which is the approachused in this paper.

If qiC_is constant for all inflow points, equation (4-3) holds for any
time t. Thus solving the problem for a few different time periods
should give the same result,which is a good internalcheck. This also
means that short-termdata may be sufficientto give accurate results.
A reductionof the necessarymeasurementtime (say, from 600 hours to
100 hours) represents a major saving in testing cost and makes the
technologymore commerciallyapplicable.

4.3 Transient FractureOutflow

If any qiC_ changes with time, Qx will also change with time. Thus
applying equation (4-3) at different times will tell us (probably
crudely) how q_ changes with time. Note that if C, changes with time,
but not q_, we expect that values of Qx obtainedby equation (4-3) will
be the same for differenttimes (so long as t2 is set equal to t and tI
equal to zero in equation (4-4)).This means that the equation is ap-
l.",licableeven when C_ from each inflow point varieswith time!

_n field operations,becauseof the fluid loggingprocedureor changing
flow rates (transienteffects), it is conceivablethat flows from the
fractures into the wellbore do not initiate at the same time, but at

t_; the,_ an estimate for ti is obtained as follows"
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X_F+82 _r2 (o(x,tl) - co ) dx

x_-81 (4-5)
ti = ti -

a qlCl

Equation(4-3) can also be easily modified to take this into account:

a _. (t-ti)qiH(t-tl)- ((XO-X)_r2)[ox(t)-%]

X<xi<Xo (4-6)
Qx= t

f (o(X,t)-oodt
0

where H(t-ti) is the Heavisidestep function,which is I for t>_ and 0
for t_ti.

Here (t-ti)q_C_ represents the total salinity input into the borehole
from the fracture at x_ during the time (t - t_). If the conductivity
log is measured at time t after the borehole is first flushed with
de-ionizedwater, we can set tI = 0 and t2 = t in equation (4-4); the
total salinity input into the borehole is then given by

I x_r+82- .r2(o(x,t) - %) dx (4-7)
a X1-81

regardless of the values of tj and also regardless whether q_ or C_ is
time dependent. Equation (4-6) can now be generalized to

X1_62TI. _r2(o(x,t)-oo)dX- ((Xo-X)_r2)[ox(t)-%]

X<xi<Xo xi-81 (4-8)
Qx= t

_" (c(X,t)-%)dt
0

Here Qx has to be interpretedas a type of mean flow rate over the time
period0 to t at locationX.

Equation (4-3) assumes that all solute is flowing up the wellbore
advectivelyand thus does not apply to "locationsin the wellbore where
the solute flux is mainly down the boreholeby diffusion.This is not a
major restrictionbecause avoidingthese locationsdoes not prevent us
from obtainingthe flow profilein the wellbore.In principle,all that
is necessaryis to apply the equationto a point on the downstream side
(up the borehole)of each inflowpoint.
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A special case is when (Xo - X) is small and X is below (or upstream
of) the first inflow point. If we apply equation (4-3) in this case, we
obtain the indeterminateresult Qx = 0/0. This is not surprising,
indicatingthe simple result that without input salinity in the section
of interest it is _ot possible to determinethe flow rate.

The formulas in this section have been programmed into a simple code,
called PRE (see HALE and TSANG, 1989). So far we have only applied
equations(4-I) to (4-5) to a field case presentedbelow. We have plans
to study the use of equations (4-7) and (4-8) for time.varying q_ and
Ci "
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5 APPL!CAT!ONOF MOMENT,METHODSTO SYNTHETICTEST CASES

5.1 Test Case Description

Keeping in mind the type of data from the Leuggern field case, two
bounding situationswere selectedto generate synthetictest cases. The
first situation refers to fracture outflows that are separated widely
from each other and that interfereonly at late times. The second case
reflects fractures that are closely spaced and already interfere
strongly at early times. Both situations consider a low background
salinity (73 _S/cm), time invariant fracture outflows, and have been
modelled using the ID finite differencetransportsimulatorBORE (HALE
and TSANG, 1988). The input data to BORE are shown in Table 5-I and
correspondto the final "best-fit"parametersfor selectedfracturesof
the Leuggern field data. The correspondinglogs are shown on Fig. 5-I
and 5-2. Also note, that case II includes the simulation of a zero
concentration flow from below the deepest (saline) fracture outflow.
The true Leuggernfield data are analyzed in section6.

5.2 Applicationof the ClassicalMoment Method

SYNTHETICTEST CASE I

The mass rate (qiC_)and the volumetricflow rates derived from the
zero'th and the first moment of the individualpeaks of test case I are
shown in Table 5-2. The output parameterscorrespondto averagevalues
over the times when the individualpeaks are not interfering (compa_e
Fig. 5-I).

=

DEPTH qi,Q:[IE-6 m3/s], qiCi:[IE-6 kg/s], t:[hr]

Input (BORE) Output (MOMENT)

qi qiCi qiCi qi t

849 80 68 67 69 3

918 4.5 14.0 13.7 6.2 3-12

1200 3.7 2.5 2.5 3.7 3-96

1440 I .2 0.85 0.85 I .79 3-144

Table5-2: Comparison of Simulation Input and Classical Moment
Output for Synthetic Test Case I (q_ = fracture flow
rate, q_C = fracturemass rate, t = logging time of logs
used for _theanalysis)

Table 5-2 shows that the mass rates of the different fracturescan be
reproduced very accurately.The fracture fluxes can be estimated with
an error of smaller than 50%. The relatively large difference with
respect to the outflow at 1440 m could be related to the influenceof
the lower modelling boundary which affects this peak at late times.
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These errors will translateto transmissivityerrors of about the same
size, implying that the method could be a useful approach also for
field applicationswhen peaks are not strongly interfering.Also note
that from knowing q_C_ and q_ the fracture fluid concentration can
easily be determined.

I[ II

J! J|..........

BOREHOLE PARAMETERS

Cell Length [m] I or 5 0.25 or I
Diameter [cm] 14 14

Dispersion [m2/s ] 0.5E-3 I .0V-3
........... _, ....

FRACTURE PARAMETERS

Position [m b g. ] 1440 1299

Flux [m3/s ] I. 2E-6 I .57E-6

Concentration [kg/m 3] 0.71 0.0

FRACTURE PARAMETERS

Position [m b.g. ] 1200 1270

Flux [m3/s] 3.7E-6 I .5e-7

Concentration [kg/m 3] 0.68 0.55

FRACTURE PARAMETERS

Position [m b.g. ] 918 1248

Concentration [kg/m 3] 3.10 0.541
Flux [m3/s] 4.5E-6 6.0E-7

FRACTURE PARAMETERS

Position [m b.g. ] 849 1215

Flux [m3/s ] 8.0E-5 I .0E-6

Concentration [kg/m 3] 0.85 0.60

FRACTURE PARAMETERS

Position [m b.g. ] 1201

Flux [m3/s] 2.7E-6

Concentration [kg/m 3] 0.65

FRACTURE PARAMETERS

Position [m b.g. ] 1188

Flux [m3/s ] I .0E-6

Concentration [kg/m 3] 0.595

t
TIME PARAMETERS

Time Step [mini 15 15

Log Times [ht] 0.5,3,5,8,12, 0.5,3,5,8,12,

16,24,48,96, 16,24,48,96,

144,288,600, 144,192,288,

(192,384,480) 384,480,600

Table 5-I" Characterizationof SyntheticTest Cases
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SYNTHETICTEST CASE II

The mass rates (q_C_)derived from the zero'thmoment of the individual
peaks of test case II are shown in Table 5-3. The rates correspond to
average values over the times when the individual peaks are not.,or
only slightly,interfering(compareFig. 5-2).

DEPTH qi,Q: [IE-6 m3/s], qlCi:[IE-6 kg/s], t: [hr]

Input (BORE) Output (MOMENT)

ql qlCi qiCi ql t
,, ,

1188 Io0 0.60 0.71 - 0--0.5

1201 2.7 I .76 I .65 - 0-0.5

1215 I .0 0.60 0.57 - 0--0.5

1248 0.6 0.32 0.33 - 0-:5

1270 0.15 0.08 0.08 - 0--5

1299 I .57 0.00 - - -
-,

Table 5-3: Comparison of Simulation Input and Classical Moment
Output for SyntheticTest Case II (q_ fractureflow rate,
q_C_= fracturemass rate, t = logging time of logs used
for the analysis)

Table 5-3 shows that, as in the first test case, the mass rates of the
different fractures c_;,De reproducedvery accurately.The high .accu-
racy of the derived mass rates results in this case from the fact that
the rates have been calculated by including an ideal time zero data
point (with a zero moment value of d.O) in the analysis.'Thefracture
fluxes can not be determined from the classical moment quantities,
becausetime derivativesof the first moment cannot be calculated(not
enough points in time) and the zero concentrationoutflow at 1209 m is
not analyzable by this method. However, the volumetric fracture out-
flows could still be estimated if the fracture fluid concentration
where known (e.g. from water sampling).

5.3 _plication of the PartialMoment Method

SYNTHETICTEST CASE I

A plot of the zero PartialMoment versus time for a seriesof intervals
between the fracture outflows defined on Table 5-I is shown on Fig-
ure 5-3. For the cases considered,the zero'th and first PartialMoment
plots are qualitativelyidentical,because the integrationdistance l
is always very small compared to the depth value x. Thereforea quali-
tative discussion of both PartialMoments can be limitedto Fig. 5-3.

The positionsof the integrationboundarieswere selectedsuch that the
resulting integration intervalswere as large as possible. Slopes at
the integration boundaries were calculated by linear least squares
fitting through 5 or 7 points around the boundary (measurementsevery
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I m). The time derivatives of the Partij_'I Moments were calculated from
linear least square fits through 3 points in time.

Based on the criteria listed in section 3.3 one can conclude from
Figure 5-3, that interval 1205-1435 m should yield relatively precise
and stable results for all logging times. The opposite can be expected
for interval 710-845 m, where the unly reliable wellbore velocity
values can be expected for 3 and 5 hrs after start of flow (the other
times show either small temporal changes in the partial moments or
strong "kinks" due to peal: interference effects). For interval 923-
1195 m, the first 96 hrs and for interval 923-1195 m the first I0 hrs
should be weighted higll when estimating the proper wellbore velocities.
For these two intervals all calculated velocities as a function of time
are plotted in Figure 5-4 as sample cases.

Selecting and averaging the appropriate interval velocities results in

the values listed in Table 5-4 The individual fracture fluxes q_ caneasily be calculated from the b'ackward (downstream) differences the
wellbore fluxes Q.

i

DEPTH FLOW ]RATE [IE-6 m3/s], LOG TIME [hr]

Input (BORE) I Output (MOMENT)

ql I Q qi ti
'" II'

710-845 75 3-5

849 80 64

854-914 11 3-12

918 4.5 6.2

923-1195 4.8 3-96

1200 3.7 3.._

1205-1435 0.98 3-600

1440 1.2 0.98

Table 5-4: Comparisonof SimulationInput and PartialMoment Output
for SyntheticTest Case I (qi = fracture flow rate, Q =
wellbore flow rate in between fractures, t - logging
time of logs used for the analysis)

Table 5-4 shows that the flow rates of the test case ! can be repro-
duced within an error of less than 50%. As expected, intervals 3 and 4
show the best results with an error of about 10%.

J

SYNTHETICTEST CASEII
_

A plot of the zero Partial Moment versus time for the intervals between
the fracture outflows of case II (see Table 5-I) is shown in Fig. 5-5.
The same criteria were used for the selection of integration boundaries
as in the first case. Measurement points were available in 0.25 m
steps,
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Figure 5-5 implie3 'that for the generally more difficult case II -
strongly interfering peaks - we can expect even better results than for
the synthetic test case I. Up to relatively late times (around I00
hrs), the zero'th Partial Moments of all intervals smoothly increase in
time at a relatively high rate. The weighted fracture outflow rates are
presented in Table 5-5. The time intervals selected for Table 5-5
correspond to those, where the lot values are relatively big and the
wellbore velocities form stable plateaus on velocity versus 'time plots.

_-- ,, ,,,,

DEPTH FLOW RATE [IE-6 m3/s], LOG TIME [hr]

Input (BORE) I Output (MOMLNT)

qi I Qi qi t
_ ,

1102-1186 6.47 3-12

1188 I .0 0.52

11 89-I 200 5.95 3-I 43

1201 2.7 2.79
1202-1214 3.16 3-96

1215 I .0 0.87

121 7-I 246 2 •29 3-I 6

1248 0.6 0.59

1250-1268 I .70 3-96

1270" 1 .72 1 .70
....

Table 5-5: Comparison of Simulation Input and Partial Moment Output
for Synthetic Test Case II (q_ : fracture flow rate, Q_=
wel'Ibore flow rate in between fractures, t = logging
time of logs used for the analysis). The outflow marked
"1270"" covers both fractures at 1270 and 1299 m.

For interval 1272-1297 the lot values are small for all times, implying
a great sensitivity to calculation errors. This is evident from the
observation that including 5 or 7 measurements points in the calcula-
tion of the CxAand C× values strongly affects the calculated fluxes.
For this reason no values for this interval have been given and the
wellbore f_ux calculated for interval 5 (1250-1268 m) corresponds to
the summedfracture outflows at 1277 and 1299 m.

Tables 5-4 and 5-5 show the clear tendency that the higher up the frac-
tures are located the larger are the errors. This stems from the simple
fact that the wellbore velocity increases uphole and, therefore, the
relative error of this parameter becomes a bigger value in this direc-
tion. This implies that for homogeneous fracture flow distribution
along the logging section (i.e. similar fluxes for all fractures),
small fractures located higher up in the hole become less well deter-
mined.
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5.4 Applicationof the Direct Inte(IralMethod

SYNTHETICTEST CASE I

The results from the PRE approach are shown in Table 5-6. In these
calculations,as well as those for synthetic test case II, we have
adoptedthe conventionthat Qx is calculatedon the downstreamside and
very close to each fluid conductivitypeak (see equation4-3 in sec-
tion 4). Thus the flow from each peak, qi is the differencebetween Qx
value at this peak and the value near the previous upstream peak. The
resultsc_mparewell with the BORE input used to generatethe synthetic
data. The maximum error in the analysis is 30% (deepestinflow peak).

DEPTH FLOW RATE [IE 6 m3/s], LOG TIME [hr]

Input (BORE) I Output (PRE)

qi J QL qi t
..... , , ',' ,,,_. ,,_._.=,_,.,.,..._ .... ,.,,, ,,., , : ::

z

91 .9 0-600
849 80 82

9.9 0-600
918 4.5 4.5

' 5.4 0-600
1200 3.7 3.9

1 .6 0-600
1440 1 .2 1 .6

, _ ....

Table 5-6: Comparison of Simulation Input and PRE Output for Syn-
thetic Test Case I (q_ = fracture flow rate, QL = well-
bore flow rate in betweenfractures,t = logging time of
logs used for the analysis)

SYNTHETICTEST CASE II

In this case the results from PRE, shown in Table 5-7, still compare
quite well with the BORE input used to generatethe syntheticdata. The
greatest difference (40%) is found in the first, or most downstream,
peak. This might again be explained by the increase of the relative
wellbore velocity (or flux) error value in the downstream direction.
Like the methodsdisc,fssedin sections 5.2 and 5.3, the Direct Integral
Approachhas difficultiesquantifyingthe zero-concentrationoutflow at
1299 m. Thereforeagain, only the fluxes above 1277 m are compared.
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DEPTH FLOW RATE [IE-6 m3/s], LOG TIME [hr]

Input (BORE) i Output (PRE)

qi I QL qi t,,

6.47 0-600

1188 1.0 1.4
5.95 0-600

1201 2.7 2.6
3.16 0-600

1215 1 .0 0.51
2.29 0-600

1248 0.6 0.93
1 .70 0-600

1270" 1 .72 I .8
........ ,J --

Table 5-7" Comparison of Simulation Input and PRE Output for Syn-
thetic Test Case II (q_ = fracture flow rate, QL = well-
bore flow rate in betweenfractures,t = loggingtime of
logs used for the analysis).The outflow marked "1270""
covers both fracturesat 1270 and 1299 m.
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_ Fig. 5-I" Fluid electrical conductivity logs for synthetic test case I
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Fig. 5-3: Zero Partial Moment versus time for synthetic test case II
(integration intervals are indicated)
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Fig. 5-4" Volumetric wellbore-flow rates as a function of time,
examples cases from 2 intervals of synthetic test case I, and
comparison with BOREinput velocities
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Fig. 5-5" Zero Partial Moment versus time for synthetic test case II
(integration intervals are indicated)
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6 APPLICATIONOF MOMENT METHODSTO FIELD DATA

6.1 Descriptionof Leug,qern1987 Fluid Loggingand Data Conversion

The fluid loggingtechnique has been applied to the Leuggerndeep well
in Northern Switzerland.Drilling of the borehole began in June 1984
and was completed in February 1985 to a total depth of 1,688.9m. The
borehole deviated from vertical and thus, the true depth below ground
surface is 1,631.6m. In this paper, depth is measured along the bore_
hole. The geology and boreholecharacteristicsof the Leuggern borehole
are presented in Fig. 6-I. A detailed descriptionof the Leuggern deep
well can be found in NAGRA (1990).

The section of the borehole from 700 to 1,600 m was logged for fluid
conductivity.This zone is fracturedcrystallinerock, mainly biotite
gneiss and granite. The diameter of the zone of interest lies between
0.14 m and 0.16 m.

Fluid conductivity logginghas been applied twice over large sections
of the Leuggern borehole, in 1985 and in 1987. The 1985 measurements
were analyzed by TSANG et al. (1990). In 1987 additional,more de-
tailed, fluid conductivity logging measurementswere taken and de-
scribed in detail in VERSTRAETE(1988).

Two sets of fluid conductivitylogging measurementswere taken in 1987
in Leuggern.The first set of 17 runs (Fig. 6-2) lasted about 600 hours
after start of pumpingand is used in the presentreport to demonstrate
the applicability of the various moment-relatedanalysis methods. A
constant pumping rate of 24 I/min was establishedafter approximately
5 hours, which included substantial fracture outflow from above the
logged section. In the 1987 conductivitylogs, 13 major inflow points
were evident in the logged section.

A study relatedto the conversionof measured electricalconductivities
to electrolyteconcentrationsis presented in TSANG et al. (1990).For
an NaCl solution at 20 °C, a least squares fit between these two para-
meters yields the followingquadraticapproximation'

o = 1,870C - 45C 2

where C is the concentration in kg/m3 and o is the conductivity in

_s/cm. The expressionis accurate for a range of C up to 5 kg/m3, }o upto 10,000_s/cm). For lower C up to I kg/m_(o up to 2,000 _s/cm) the
second term can be neglected.

For solutesother than NaCl, equivalentNaCl concentrationscan be cal-
. culated (SCHLUMBERGER,1984).The main componentso_ the sampled forma-

tion waters in the crystallinerocks of Leuggernare Na+ (80 - 90 % of
total cations), S042-(40- 80 % of total anions), HCO3 (10 30 % of
total anions) and CI- (7 - 60 % of total anions).The equivalent NaCl
solutionswith respectto electricalresistivityfor this range of che-

• mistry lie within about 60 to 90 % of the pure NaCl solutions.Therefo-
re, the approximationdescribed above, correlatingelectrical conduc-
tivity and electrolyteconcentration,leads to a slight underestimation
of the concentration.However, when comparedto other uncertaintiesin

_
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the analysis (see Section 5), this deviationcan be neglected.

The temperaturedata recordedwere used to correct for temperaturede-
pendence of the conductivitymeasurements.The reference temperature
used is 20 °C. The conductivityreductionto 20 °C for other tempera-
tures was determinedexperimentally(see VERSTRAETE,1988).

These 1987 data were analyzed by LOEW et al. (1989) with direct and
iterative methods, including a detailed best-fit analysis with BORE.
The transmissivitiesderived from these results were compared with
results from packer tests performedextensively in the Leuggern bore-
hole (BELANGERet al. 1989). lt is shown that the packer test results
are reproduced by fluid logging experiments within the measurement
limits of packer testing. In addition,the solute concentrationresults
from water samplingcould be matched relativelyweil.

In section 6.2 the back-calculatedfracture fluxes from packer test
results are used as reference values for the comparisonwith the re-
sults from the moment-relatedmethods presented in sections 3 and 4 of
this report. In case of multiple packer tests straddling the same
fracture outflows, the packer test with the longest duration has been
selected for comparison.Also, the products of fracture fluid concen-
tration (from water sampling)and fracture volumetric flux from packer
testing is used For comparisonwith the classicalzero moment results.
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6.2 Applicationof Moment Methods to the Leuggern1987 Data

CLASSICALMOMENT METHOD

The mass fluxes reieased by the individual fractures and calculated
from the zero moments are comparedto the packer test results in Table

6-I. The fracture flow rat%s q were calcu'iatedfor t = 10 hrs and
assuming a storativityof _.'2E-()'6.The fracture fiuid concentrations
were calculatedfrom the water sample chemistry,normalizedto 20°C.

Depth [IE-6 kg/s]
(m)

Packer T. MOMENT

qiCl qiCi
, ,. ........

843. 78.0 21 .00

920. 6.9 7.5

1047. n.d. 0.55

1083. n.d. 0.25

1188. n.d. 0.8

1201. S: 0.97 1.5
1215. n,d. 0.7

1248. n.d. 0.5

1270. n.d. 0.09

I 1300. n.do 0.251325. n.d. 0.7

1440. 0.44 0.72
..

Table 6-i" Comparison of Mass Rates derived from Packer Testing/-
, Sampling and Zero Moment Results. The Mass Flux indi-

cated as "S" 0.97" correspondsto the summed Fluxes of
the Fractures at 1188, 1201, and 1215 m. "n.d." refers
to fractures where no fluid chemistry data (water
samples)are available.

Table 6-I shows that the mass rates derived by the two methods corre-
spond within half-orders of magnitude, but are not in truly close
agreement when ali intervals are consideredtogether. The reason for
this deviation is unclear at the moment and may be related to both of
the methods considered.

Because the peaks interfere at very early times, a detailed First
moment analysiswas not conducted. If one assumes a constant fracture
fluid electrolyteconcentrationof I kg/m3 the Moment estimatedfluxes
are alreadyfairlygood estimationscomparedto the packer test derived
values displayedin Table 6-2.

PARTIALMOMENT METHOD

A plot of the zero'th Partial Moments versus time for scl_,ctedinter-
vals between the fracture outflows shown in Fig. 6-.2is presented in
Fig. 6-3. Based on this figure it can be assumedthat the Partial

=
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Moment Method should be applicableto early time data of this experi-
ment. For the weighting of the different wellbore fluxes the criteria
presented in section 3.3 have been used. The threshold value of the
time derivative of the zero'th Partial Moment used correspondsto 5E-
02 kg/m2*h.Table 6-2 summarizesthe results and compares them to the
packer test derived parameters(S=2.2E-6,t=1Ohr).

,i

Depth FLOW RATE [IE-6 m3/s], LOG TIME [hr]
,

(m)
Packer T. MOMENT

qi Q ql qi' t

45.2 3-8

843. 102. 30.4 30.4
14.8 3-284

920. 2.62 7.66 7.66
7.14 3-24

1047. 0.10 0.14 0,14
7.00 3-5,48-144

1083. 0.27 I .44 1.44
5.56 3-144

1188. Sl : 1.0 0.95
n.d.

1201. $2: 1.4 $2:2.8 0.95
n.d.

1215. 0.44 0.95
2.72 3-24

1248. 0.27 0.92 0.92
I .80 3-48

1300. 0.24 I .07 1.07
0.73 3-48

1325 . 0.08 0 .05 0.05
0.68 5-480

1440. 0.41 0.68 0.68

Table 6-2" Comparisonof packer test and PartialMoment results for
the Leuggernfield data (q_= primaryfracture flow rate,
q_' = adjustedfractureflow rate, Q = wellbore flow rate
in between fractures,t = logging time of logs used for
the analysis,n.d. = not determined).The flux marked as
"$2" correspondsto the summed fractureoutflows for the
fractures located at 1188, 1202 and 1215 m. The value
marked with "SI" covers both outflows at 1188 and
1201 m.



- 36 -

The intervalsbetweenthe fractureslocated at 1188, 1201 and 1215 are
too small for Partial Moment analysis (results are very unstable).
Thereforethe total fracture outflowof the entire sectionwas equally
distributedover the individualfractures.As an internalcheck of the
data, one can assume that the wellbore velocity should monotonically
increasefrom the bottom to the top of the logged section,because the
drawdown in the borehole during thistest (245m) was large compared to
the head differences of the individual fracturesconsidered (BELA'.NGER
et al. 1989).This is indeed the case for the data shown in Table 6-2.

The difference betweenthe fluid logging and the packer testing method
is in general within a factor of 2 or 3 with the greatest differences
being smaller than half an order of magnitude.Taking into account the
variations of derived q or T from packer testing alone (different
packer tests straddlingthe same intervalsshow differencesin T of up
to i order of magnitude and more, see BELANGER et al. 1989), these
resultsmust be consideredas very favourable.

Comparingthe Moment derived fluxes with the BORE derived values pres-
ented in TSANG et al. (1990),it can be observedthat the greatest de-
viations are found for the peaks at 920, 1047 and 1325 m. These are,
however, fractures where the packer test results are in close agree-
ment with the results from the Partial Moment method, suggesting that
for certain cases the Partial Moment method might directly give even
betterresults than a fittingprocedureusing BORE.
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DIRECT INTEGRALMETHOD

In applying PRE or moment methods directly to field data inaccuracies
in the data can play a significant role. When we apply PRE to the
actual logs (up to 96 hours) from the first phase of the 1987 experi-
ment we obtain the results l_hownin the Q-column of Table 6-3.

r

Depth FLOW RATE [IE-6 m3/s], LOG TIME [hr]
bi

(m)
Packer T. PRE

' t
qi Q ql ql

....

56 2 0-96

843. 102. 40. 40.
16.2 0-96

920. 2.62 2.0

(35.2) 0-96

1047. 0.10 6.0 2.0

(23.2) 0-96

1083. 0.27 2.0
10.2 0-96

1188. Sl : 1.0 0.86 0.86
9.32 0-96

1201. $2: 1.4 2.1 2.1
7.22 0-96

1215. 0.44 0.53 0.52
6.7 0-96

1248. 0.27 1.9

(11 .0) 3.7 0-96

1300. 0.24 I .8
3.0 0-96

1325. 0.08 I .7 1.7
I .3 0-96

1440. 0.41 I .3 1.3

Table 6-3' Comparison of packer test derived q's and PRE results
for the Leuqgern field data (q_ = primary fracture flow
rate, q/ = adjusted fracture flow rate, Q = wellbore
flow rate in betweenfractures,t loggingtime of logs
used for the a.,alysis). The flux marked as "$2" corre-
sponds to the summed fracture outflows for the frac-
tures locatedat 1188, 1202 and 1215 m. The value marked
with "$I" covers both outflows at 1188 and 1201 m.
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We expect Q to be monotonicallyincreasingfrom the deep to the shallow
parts of the weil. However, we note that the value of Q is abnormally
large at depths of 1,300 m, 1,080 m and 1,047 m. We make the assumption
that these three resultsare the consequencesof data inaccuraciesand
should be ignored. Thus Q(920 m)-Q(1,188m) represents total inflow
from inflowsat 1,188 m; 1,080 m and 1,047 m; and Q(1,248m)-Q(1,325m)
representstotal inflow from 1,325 m and 1,300 m. The resultingvalues
may form a valuable input and starting base for simulationand refine-
ment with BORE.
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Fig. 6-2' Plot of the 1987 fluid 1ogs measured in the Leuggern borehole
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Fig. 6-3" Zero Partial Moment versus time for Leuggern 1987 field data
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7 IMPLICATIONSFORFIELD EXPERIMENTDESIGNANDDATAANALYSIS

7.1 Field Experiment Desiqn

WELLBORE FLUSHINGPROCEDURE

The analysis of fluid logging data can be performedwith more direct
approaches, and the results are in general more precise, when the
fracture fluid concentrationsC_ are constantwith time. Thereforecare
should be taken when flushing the wellbore, in order to reduce the
amount of flushing fluid injected into the formation to the absolute
minimum. However, time variant fracture fluid concentrations (and
fracture outflow rates) can be handledwith the PartialMoment Method,
as indicated in section 3.3 and verified with field data from the
Siblingenborehole in KELLEY et al. (1990).

FLUSHING FLUID

For numerical reasons the optimal choice of the concentrationof the
flushing fluid is constrainedby the concentrationof the formation
fluid:

For numericallyexact solutionsof equation (2-4) (and (4-2)),ie. cor-
rect mass balances,the term 13describing the size of an outflow peak
relativeto the background:

tqi(Ci-Co)
13= I I (7-1)

Co(Lo-L)_r2 + tqi(Ci-Co)

should not be so small as to cause severe rounding errors due to
inaccuracies of the measured quantities. The term 13as defined ranges
from zero, when the concentration Ci of the outflow fluid from the
fractures is close to the wellbore fluid concentration Co, to I when
tq_(C_-Co) I is very large compared with ICo(Lo-L)_r21. If precise deter-

minations of the absolute masses released by a fracture (tq_C_) are
anticipated using zero moment quantlties, then it is additionally
required that Ci and Co are similar in order of magnitude (see section
2.2). Thus one possible suggestion is that B should be around 0.5.

LOGGINGTIMES

lt should be noted, that for the case of time varying fracture parame-
ters, the parameters v and k should be close to constant within an
observation period (about 3 consecutive logging runs). This implies
that the design should includea series of pairs or triplesof logging
runs distributedover the total loggingtime.

As demonstrated in sections 5 and 6, it is in general sufficient to
test during a relativelyshort total loggingtime (50-100hrs), because
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he logs measured during this period contain the most important infor-
mation with respect to fracture outflow rates (and transmissivities).
Very late time data also provide importantinformationwith respect to
fracture fluid electrolyte concentrations(comp. TSANG et al. 1990).
However, in the light of test resultsand testingcosts, such long test
durationsdonot seem to be appropriate.

7.2 Data Analysis Procedure

An appropriateapproach for the analysisof fluid electricalconductiv-
ity logs measured under the presenceof fresh water'or brine is pre-
sented on Fig. 7-I. The approachhas been developed based on experi-
ence from field data analysisand consists of three major steps, name-
ly:

I. Check for Validity of Model Assumptions
2. First Estimateof FractureOutflowRates
3. Detailed Fracture ParameterDetermination.

STEP I: CHECK FOR VALIDITYOF MODEL ASSUMPTIONS

Previous analyses have shown that, even under very careful flushing
conditions,substantial amounts of flushing (or drilling) fluids may
enter into the formationand mix with the formationfluid, resultingin
strongly varying fracture fluid outflow concentrationsduring the
loggingtime (KELLEYet al. 1990).Other observationsmade in the past
(e.g. by HECKEL, pers.com. 1990) show that, under certain test condi-
tions, the wellbore electrolytetransport is influencedby effects of
the upper or lower test boundary (pump,bottom of weil). Finally, LOEW
et al. (1989) show that minor density contrasts between the wellbore
fluid and the fracture fluid (in the order of severalper mill in case
of brine) can lead to significantdensity driven flows when the well-
bore velocity is very small. All these observationsindicate that a
carefulexaminationof the appropriateconceptualmodel is required as
the first analysis step, additionallyto the fundamentalassumptionsof
our governingequation discussedin section 1.2.

An indicationof the volumetricfracturefluid outflowrate as a func-
tion of time is given by the actual pumping rate and the relative pro-
duction rates of the individualfractures affected by pumping. For a
constant pumping rate the individualfractures can normally be assumed
to show constant flow rates. Only in case of major (order of magni-
tudes) transmissivityor head differencesbetween the fractures inter-
sected might the minor productivefractures show early time transient
flow.

An indication of the average fracture fluid value results from the
ratio of the total mass released by all fractures intersected [inte-
gratingover the total loggingsection and accountingfor mass flowir_g
through the boundaries, see equations (2-4) and (4-2)] to the total
volumetricflow (the pumping rate). This value can be calculated as a
function of time and can be taken as an indication of the temporal
concentrationchange of the fluidsfrom the intersectedfractures.
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Density driven flow is indicatedby higher mass flow rates in the up-
stream (down the weil) directionthan in the downstreamdirection.The
quantitiesdefinedby equation (2-10)can be used for analysis.Effects
of the upper or lower borehole boundary can be seen directly on the
logs.

STEP 2: FIRST ESTIMATE FRACTUREOUTFLOW RATES

The methods described in sections2 and 4 can be used to derive first
estimates of the individualfracturefluxes and fracture fluid concen-
trations.While the classicalmoment approachcan give good resultsfor
weakly interfering peaks the Direct Integral Method is capable of
estimatingthe relevant parametersalso for interferingpeaks.

STEP 3: DETAILED FRACTUREPARAMETERDETERMINATION

Dependingon the results from step i, the detailed ai_alysiscan either
be performedby a Partial MoraentAnalysis using the code MOMENT (LOEW
and CALMBACH 1990), or by performinga best-fit analysis using a simu-
lator like BORE (HALE and TSANG 1988) taking the results from step 2 as
initial parameters.The conceptualmodel built into BORE assumes that
the fracture parameters are time invariantand that transport through
the ID model boundaries is purely advective.The Partial Moment Method
can treat time variant fracture parametersand is independentof model
boundaryeffects. If only late time data are availableor the data show
a big scatter (large local deviations from the theoreticaladvective-
diffusive transport profile) the Partial Moment Method might give
unstable results.This second situationagain is better analyzablewith
BORE, because local irregularitiesin the fluid logs have less effect
when tryingto fit entire peaks.

The results from the relativelyquick PartialMoment Analysis can also
be used as input for BORE in a final simulation of the test and a
direct comparison with the measured logs. In case of time invariant
fracture parameters the simulationwith BORE is straightforward.For
time dependent fracture outflows, a series of BORE simulationswith
continuouslyupdatedbackground (starting)concentrationsis required.

7.3 Conclusions

The new analysismethods describedin the present report providepower-
ful supplementsto the fluid loggingmethods derived in the past. The
new analyticalrelationshipsand tools derived offer direct and rela-
tively quick analysis procedures compared to manual best-fit simula-
tions. Furthermore,the moment methods described are potentially ca-
pable of handling transient flow conditions and time variant fracture
fluid concentrations,situationsthat were not amenable to analysis in
the past. For the field case discussed in the present report, the
Partial Moment Method results, even without use of BORE simulations,

- ar_e iFl V_i'y CI ...... . ,,,_iN _ nHmn-,nHant I v Hari vpr_ kpr,,_,,,_ ........... p_c t.p.._t
- results.

_
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[he limitationsof the different approachespresentedvary from method
to method. While the ClassicalMoment method fails when fracture out-
flow peaks are interfering, the Partial Moment Method can quickly
exhibit numerical instabilities.These stem mostly from the fact that
not only integralquantitiesare used in the analysis (as in the Direct
Integral Method), but also local salinity gradients and integral time
derivatives.The Direct IntegralMethod, while avoiding the derivatives
with their potential instabilities, neglects diffusive electrolyte
transport and is also dependent on the existence of non-interfering
peaks at early times.

In conclusion, we believe and have demonstrated in this paper that
these quick and direct methods, togetherwith the BORE simulator, form
an effective analysis package for borehole fluid electricalconductiv-
ity logs. Further applicationsand tests of their validity are fore-
seen. Additionallywe plan on investigatingthe feasibility of fluid
electrical conductivitymeasurements in mud-filled boreholes, where
viscosityand density inducedphenomenawill have to be included in the
analysis.
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Fig. 7-i" Fluid logginganalysis approach



, 47-

8 REFERENCES

ARIS, R. (1955):On the Dispersionof a Solute in a Fluid Flowing
Through a Tube. - Proc. R. Soc., London,Series A-235, 67-77.

BELANGER,D. W., FREEZE,G. A., Lolcama,J. L., & PickensJ. F.
(1989): Interpretationof HydraulicTesting in CrystallineRock at
the t.euggernBorehole.- NAGRA TechnischerBericht87-19, National
Genossenschaft fQr die Lagerung radioaktiver Abf_lle, Baden,
Switzerland.

COOPER,H. H., Jr. & JACOB, C. E. (1946)'A GeneralizedGraphical
Method for Evaluating FormationConstants and Summarizing Well-
field History,AGU Transactionsv. 27, No. 4, pp. 526-534.

FISCHER,H. B., LIST, E. J., KOH, R.C., IMBERGER,J. & BROOKS,N.H.
(1979):Mixing in Inland and CoastalWaters.- Academic Press Inc.,
New York.

HALE, F. V., & TSANG, C. F. (1988):A Code to Compute Borehole
Fluid Conductivity Profiles with Multiple Feed Points. - NAGRA
TechnischerBericht88-21, National Genossenschaftf_r die Lage-
rung radioaktiverAbf_lle,Baden, Switzerland.

HALE, F.V. & TSANG, C.F. (1989):A Direct IntegralMethod for the
Analysisof Borehole Fluid ConductivityLogs to DetermineFracture
Inflow Parameters. Unpublished Report Lawrence Berkeley Labora-
tory, CA, September1988, modified as of November 1989.

JACOB, C. E. (1940):On the Flow of Water in an ElasticArtesian
Aquifer. - AGU Transactions,v. 21, pp. 574 - 586.

KELLEY,V. A., LAVANCHY,J.-M., & LOEW, S. (1990):Transmissivities
and Heads Derived from Detailed Analysis of Siblingen 1989 Fluid
Logging Data.- NAGRA TechnischerBericht in preparation,National
Genossenschaftf(irdie LagerungradioaktiverAbf_lle,Baden,
Switzerland.

LOEW, S., MCNEISH, J. A., & ANDREWS, R. W. (1989).Transmissivities
Derived from Detailed Analysis of Leuggern 1987 Fluid Logging
Data.- NAGRA TechnischerBerichtin preparation,NationaleGenos-
senschaft fEirdie Lagerung radioaktiverAbf_lle, Baden, Switzer-
land.

LOEW, S. & CALMBACH,L. (1990):MOMENT - A Code for the Analysis of
Fluid Electrical Conductivity Logs in Boreholes Based on the
Method of Moment Approach. - NAGRA TechnischerBericht in prepara-
tion, NationalGenossenschaftf(irdie Lagerung radioaktiverAbf_l-
le, Baden, Switzerland.

NAGRA (1989):Wellenberg,ArbeitsprogrammTeil I. - NAGRA Techni-
scher Bericht89-12, National Genossenschaft f(_r die Lagerung
radioaktiverAbf_lle, Baden, Switzerland.



NAGRA (1990):SondierbohrungLeuggernUntersuchungsbericht.- NAGRA
Technischer Bericht in preparation,National GenossenschaftfQr
die LagerungradioaktiverAbf_lle,Baden, Switzerland.

ROBERTSON,J. A. & CROWE, C. T (1985):EngineeringFluid Mechanics.-
HoughtonMifflin PublishingCompany,Boston,Massachusetts.

SCHLUMBERGERLtd (1984):Log InterpretationCharts. - New York.

TAYLOR,G. I. (1953):Dispersionof SolubleMatter in SolventFlow-
ing Slowly Through a Tube. -Proceedings of the R)yal Society,
Series A219, pp. 186 - 203.

TAYLOR, G. I. (1954):Conditionsunder which Dispersionof a Solute
in a Stream of Solvent can be Used to Measure Molecular Diffu-
sion. - Proc. R. Soc. London,SeriesA225, pp. 473 - 477.

THEIS, C, V. (1935):The Relationshipbetweenthe Loweringof the
Piezometric Surface and the Rate and Duration of Dischargeof a
Well Using GroundwaterStorage. - AGU Transactions,v. 16, pp.
519-524.

TSANG, C. F. & HUFSCHMIED,P. (1988):A Borehole Fluid Conductivity
Logging Method for the Determinationof Fracture Inflow Parame-
ters. NAGRA TechnicalReport 88-13, NAGRA, Baden.

TSANG, C. F., HUFSCHMIED,P. & F. V. Hale (1990):Determinationof
Fracture Inflow ParametersWith a BoreholeFluid ConductivityLog-
ging Method. -WaterResourcesResearch26/4, pp. 561-578.

VERSTRAETE,P. (1988):BoreholeLeuggernReport on Fluid Logging
Program 1987. - NAGRA Interner Bericht, Nationale Genossenschaft
fQr die LagerungradioaktiverAbf_lle,Baden, Switzerland.



t .............................. • ........................................I t .........




