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ON STOCHASTIC COOLING OF BUNCHED· BEAMS FROM FLUCTUATION AND KINETIC THEORY 

Swapan Chattopadhyay 

ABSTRACT 

A theoretical formalism for stochastic phase-space cooling of bunched beams in 

storage rings is developed on the dual basis of classical fluctuation theory and kinetic 

theory of many-body systems in phase-space. The physics is that of a collection of 

three-dimensional oscillators coupled via retarded nonconservative interactions deter­

mined by an electronic feedback loop. At the heart of the for~ulation is the existence 

of several disparate time-scales characterizing the cooling process. Both theoretical 

approaches describe the cooling process in the form of a Fokker-Planck transport equation 

in phase-space valid up to second order in the strength and first order in the auto­

correlation of the cooling Signal. With neglect of the collective correlations induced 

by the feedback loop, identical expressions are obtained in both cases for the coherent 

damping and Schottky noise diffusion coefficients. These are expressed in terms of 

Fourier coefficients in a harmonic decomposition in angle of the generalized nonconserv­

ative cooling force written in canonical action-angle variables of the particles in six­

dimensional phase-space. The formulation includes nonlinear pick-ups and kickers, multi­

dimensional cooling with coupled degrees of freedom and intrinsic electronic noise of the 

feedback system. The effect of dynamic signal suppression arising from feedback loop 

induced collective correlations manifests naturally in a consistent solution of kinetic 

theoretic hierarchy for simple cases. For general situations, the existence of disparate 

time-scales allows one to use simple fluctuation theoretic results but with transport 

coefficients dynamicall y suppressed by factors determined independentl y from the well­

known Vlasov theory. The general coupled-mode matrix for the longitudinal and transverse 

Signal suppression for bunched beams is derived and solved in the limit of no synchrotron 

band overlap.; The distinctive feature of synchrotron band overlap in the bunched beam 

Schottky signal for a higher bandwidth-system is discussed. The Signal suppression 

matrix describing the tensorial collective response of a coasting beam with coupled 

transverse cooling is also derived. Comparison of analytic results to a numerical simu­

lation study with gO pseudo-particles in a model cooling system is presented. Estimates 
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of transverse cooling rates for bunches in a prototype high-energy storage ring with 

typical large bandwidth feedback systems are provided. 



1. PROLOGUE 

Stochastic cooling, invented by Sirron van der Meer of CERN, Switzerland in 1968 

[100], is the technique of increasing the phase-space density of charged particle beams 

in storage rings by an electronic feedback system that can resolve and affect small 

microscopic samples of the phase-space of the beam. Intense particle beam sources are 

important research tools in general. The particular rrotivation that led to the concep­

tion of stochastic cooling was the desire to produce intense antiproton (p) sources. 

Such sources allow for proton-antiproton colliding beam physics experiments with suffi-

cient luminosity and center-of-mass energy to cross the threshold for the creation and 

1 aboratory manifestiation of the much anticipated massive (OO-90 GeV) Intermediate Vector 

Bosons (ZO,w*). These bosons are believed to mediate the weak interaction between 

particles and to be the source of the "weak neutral current," discovered at CERN, 

Switzerland and Fermilab, U.S.A. im1973 [44]. 

Productive experiments with opposed beams of matter and antimatter in a storage ring 

require both beams to be dense enough to ensure a large number of collisions or a high 

event rate. For p-p physics, this impl ies that one has to accumulate a dense enough 

bunch of antiprotons. Unlike protons, antiprotons are not readily available from any 

natural source; they must themselves be created in high-energy colli'sions. Typically 

antiprotons are created by colliding a beam of high-energy protons against a metal target 

and then steered magnetically into a specially designed storage ring, called the Accumu-

1 ator Ri ng. The production process is extremel y inefficient; on the average every mi 1-

lion or so high-energy protons striking a target produces one relatively low-energy 

antiproton. According to a simple estimate for CERN ([36], [92], [96]), one must collect 

bunches of antiprotons (and protons) each made up of at least 1011 particles in order 

to obtain a useful number of proton-antiproton collisions in the colliding beam machine 

at CERN. Collection and "stacking" of successive bunches of antiprotons every 2.4 sec­

onds leads to an accumulation rate of 5 x 1011 p/day. Thanks to the relatively long 

(at least 32 hours in its rest frame) lifetime of the antiprotons ([2], [20]), it is thus 

feasible to gather enough antiprotons to do effective p-p physics, provided one is 

willing to wait about a day in accumulating the p'S. 
However, storing a large number of individual p pulses into a relatively small 

phase-space volume, determined by the phase-space acceptance of the storage ring, poses 

an extremely difficult problem. Antiprotons emerge from the target with a range of 

velocities and directions. Viewed in their own frame of reference the anti protons form 
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a gas and their random motions define a certain kinetic temperature. If this temperature 

is too high, some of the particles will strike the walls of the accelerator and the beam 

will be depleted: Thus the transverse temperature Tl must be reduced. The average 

transverse temperature of anti protons produced by proton beams is 

where 

and thus 

_ 6 
(kT1 ) - 5 x 10 eV. 

The typi ca 1 tr an sverse temperature accepted by a high-energy s tor age ring is [36 J 

Moreover, after a few injections of antiprotons, nearly any conceivable storage ring will 

have its phase-space completely filled. One thus needs to "cool" or compress the anti­

proton beam in phase-space (i .e. to reduce its random motions) in order to keep it as 

concentrated as possible before it enters the main accelerator and collider ring. This 

was the original motivation for phase-space cooling. 

Nature provides us with a process of dissipating the extra thermal kinetic energy 

of charged particle beams circulating in a storage ring in the form of synchrotron radi­

ation, which helps in overcoming beam degradation and increasing the luminosity ([21], 

[55J, [58J, [91J). This natural process is extremely efficient for lighter mass parti­

cles 1 ike electrons and positrons [94J. Significant contributions to particle physics 

have been made by many electron-positron storage rings around the world and still larger 

ones are being designed (LEP at CERN). However, by the same token, this kind of device 

is 1 imited eventually by the rapid increase with energy of the radio frequency power 

which is needed to compensate synchrotron radiation that slows the particles down in 

longitudinal directed collisional momentum. Heavy-particle (p-P) storage rings at very 

high energies are not limited by synchrotron radiation power. However, one is then 

forced to face the problem of inventing an artificial external dissipitative process, to 
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keep the beams highly dense in phase-space, required to ensure a sufficiently high event 

rate. 

One such external dissipative process, designed to increase the phase-space density 

in heavy-particle beams where there is no significant synchrotron radiation damping, is 

known as "electron cooling," proposed by G. 1. Budker of Novosibirsk, U.S.S.R. in 1966 

[23]. In this scheme an electron beam moves parallel to a heavy-particle beam at the 

same longitudinal speed. Coulomb interactions damp the motion of the heavy particle 

beam, because the light electrons carry most of the energy away from each Coulomb scat­

tering with a heavy particle. In the language of statistical thermodynamics, the beams 

can be described by temperature and entropy as well. Thus laws of thermodynamics apply 

when two beams are brought together. The electron beam has lower longitudinal and trans­

verse temperatures than the heavy particle beam and the latter will be "cooled" as the 

two beams relax to a temperature equilibrium. Electron cooling is very rapid at proton 

or antiproton energies of a tew hundred MeV or less, but the cooling rate falls off 

rapidly with energy ([22], [70]). 

Another dissipative process, based on active external intervention through an elec­

tronic feedback system, was conceived at CERN and has come to be known at Stochastic 

Cooling. Stochastic Cooling is the damping of transverse betatron oscillations and lon­

gitudinal momentum spread or synchrotron oscillations ot a particle beam by a feedback 

system. In its simplest form (Fig. 1 below), a pick-up electrode (sensor) detects the 

transverse positions or momenta and longitudinal momentum deviation of particles in a 

storage ring and the signal produced is ampl ified and appl ied downstream to a kicker 

electrode, whiCh produces electromagnetic fields that deflect the particles, in general 

in all three directions. The time delay of the cable and electronics is designed to 

match the transit time of particles along the arc of the storage ring between the pick-up 

and kicker so that an individual particle receives the amplified version of the signal 

it produced at the pick-up. If there were only a single particle in the ring, it is 

obvious that betatron oscillation and momentum off-set (or synchrotron oscillation tor a 

bunched beam) could be damped. However, in addition to its own signal, a particle 

receives signals from other beam particles (Schottky nOise), since more than one particle 

will be in the pick-up at any time. In the limit of an infinite number of particles, no 

damping could be achieved; we have Liouville's theorem with constant density of the 

phase-space fluid. For a finite, albeit large nunber of particles, there remains a 

residue of the single particle damping which is of practical use in accumulating low 

phase-space density beams of particles such as antiprotons. 
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T = Signal Delay = Mean particle transit time from PU to K 

A1,A2, ••• ,AN: Amplifiers 

PU: Pick-up Electrode Array (Current transformer or position electrode) 

K: Kicker Electrode Array (Accelerating cavity or deflecting magnet) 

F: Fi lter(s) (for Momentum Cool ing) 

1/1(92,91): Betatron Phase-Advance from 9 1 to 9 2 

(= 2~+1 11 for transverse cool in g) 

Typical Stochastic Cooling Feedback Loop in a Storage Ring 

Fi g. 1 
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A real beam with a finite number of particles is practically empty almost everywhere 

in phase-space, with zero mathematical volume (point set of measure zero), as opposed to 

a continuous fluid (with finite measure). The finite number of particles gives rise to 

small but non-negligible statistical fluctuations in the phase-space density, especially 

for small samples of the rather grainy phase-space. These fluctuations can be used to 

obtain information about the average phase-space coordinates of the small sample. This 

information can then be used to exchange empty phase volume with volume containing par-

ticles in such a way that the latter are concentrated into a smaller phase-volume. This 

is in principle what is done by stochastic cooling (Fig. 2). 
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Phase-Space Cooling in Any One Dimension 

Fig. 2 

The information about the individual particles is essential and the rate at which 

it can be acquired determines the cooling rate. The feedback system acts to correct on 

each revolution the mean deviation in some property (say the transverse position <x> or 

longitudinal momentum <liP> of small circumferential sections of beam particles. The 

sample length is determined by the resolution (rise time \) or the bandwidth W = 

Ills of the system. The quantity NTs/To = Nfo/W is a measure of the size or popu-

lation of the sample of particles treated by the feedback system (T = revolution o 

period of nominal particle and N = total number of particles in the beam). The larger 

the number of particles in a sample, the less precise is the information about the phase-

space co-ordinate of a single particle and hence a lower cooling rate. The bandwidth W 

and the total number of particles N are thus critical to the cooling rate. 

For a single pass, we have in general an insignificant amount of cooling because of 

the quite small signals induced in nondestructive sensing devices and because of the 

relatively large sample size obtained with the available bandwidth of practical amplifi­

ers (a few GHz). At present, the method therefore is useful only for circulating beams 

with repeated interactions, e.g. storage rings. 

For effective cool ing, however, one needs an all important 'stirring process' in 

phase-space -- kinematic mixing. For zero spread in the azimuthal velocities of the 

particles, cooling would stop once the average sample errors are corrected. However, due 

to the spread in revolution frequencies, particles slip away from each other in phase 

space and migrate between samples (mixing). The error will reappear, and correction con­

tinues until ideally all particles have zero error. It is important however that there 
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be 1 ittle mixing during the beam's passage between the pick-up and kicker, which will 

introduce undesirable phase-shifts in the Fourier frequency components of the kicker 

voltage; i.e., the observed sample will change before being manipulated. 

While the particle's own pulse is correlated to the particle's arrival time at the 

kicker and so can accelerate or decelerate the particle, the pulses of the other parti-

cles are uncorrelated with the arrival time of the particle and so their effect only adds 

up in mean square. This causes the particle to diffuse. Since a particle can, on the 

average, be accelerated or decelerated only by signals at multiples of its own revolution 

frequency, the diffusion in beams with small revolution frequency spread is due only to 

those other particles which have the same revolution frequency as the diffusing particle 

(i.e. non-overlapping resonances, where nw{p) = mw{p') only when n = m (integers) and 

w{p) = w{p'), p being the azimuthal momentum of -the particle around the ring). In a 

beam with sufficient spread in revolution trequency, on the other hand, diffusion of a 

particle with revolution frequency w{p) can be caused by a particle with frequency 

w{p') if the overlapping resonance condition nw{p) = mw{p') with n J m and p J p' 

is satisfied. In a given system of large bandwidth W, there may be many such resonance 

overlaps at high harmonics {nllW ;;. w or n;;' (w /lIw) where lIw = revo 1 ut ion fre-o 0 

quency of a nominal beanl particle and lIw = spread in the revolution frequencies in the 

beam). Diff~sion of a particle then includes contributions from these overlapping reso-

nances as well. We wi 11 find later that this incoherent blow-up or diffusion effect 

varies with the square of the 'gain' of the feedback system, but the coherent cooling 

effect with its first power. Hence it is always possible to find an optimum value for 

the gain for over-all cooling. 

Since the beam can be bunched by voltages at the particle's revolution frequency, 

the cool ing system can cause the particle's arrival times to become correlated -- a 

cooperative dielectric type effect. This process is known as the "feedback through the 

beam" or the "collect ive signa 1 suppress i on ". The kick er signa 1 wi 11 induce modu 1 at ions 

in the beam, which will propagate coherently around the beam, determined by the collec-

tive response properties of the beam. In general the effect is a collective screening 

or shielding of incoherent beam signals by a suppression factor, similar to the dynamical 

screening effect in many-body systems. Accordingly, the pick-up detects only these col-

lectively (or dynamically) screened signals and in general both the cooling and the dif-

fusion effects are diminished. The suppression factor is a function of the local beam 

phase-space distribution in time and changes as the cool ing progresses. The effect can 

become significant at late stages of cooling with increased phase-space density. With 
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suitable phase relationships, this effect may also cause an instability -- the collective 

instabil ity induced in the beam by the feedback system. 

In summary, we may say that: 

Stochastic Cooling = (In-phase single particle signal feedback correction) U 

(Diffusion due to incoherent Schottky noise of other particles) 

U (Kinematic mixing) U (Collective screening or dielectric 

shielding of Schottky signals by the kicker induced 

correlations.) 

This general introduction to stochastic cool ing provides us now with the pl atform 

on which to pose the very special ized problem studied in this report: stochastic cool ing 

of bunched beams. The average luminosity of p-p collisions over a long period of time 

depends not only on the density of particles in each beam and the frequency of their 

interaction, but also on the life-time of each beam in the colliding mode. In the col­

liding beam mode operation of a storage ring at the highest energy, the beams are usually 

bunched or confined within a small angular extent in the ring by external radio-frequency 

cavity fields in oroer to have increased density in configuration space and hence higher 

luminosity. In this high-energy colliding bunched beam mode operation, storing the 

bunches in the ring for several hours requires preserving the beam emittance against 

(a) intrinsic electronic ampl itude and phase noise in the radio-frequency 

bunching voltage from RF cavities causing diffusion of the beam on a time-

scale of 8-10 hours ([14J, [18J, [41J, [43J, [74J). 

(b) beam-beam interaction (non-nuclear!) in the colliding mode leading to a 

beam blow-up in phase-space typically in 8-12 hours. 

(c) intra-beam and rest gas scattering of the high-density beams with a dif­

fusion time of again 10 hours approximately [81J. 

[We note here a very special feature of the intra-beam scattering or multiple 
scattering of particles within a beam in a storage ring. Particles in a stor­
age ring exhibit the phenomenon of I transition I described by the off-energy 
function fl, describing the dispersion of the angul ar frequency w in the 
ring with respect to azirruthal momentum p: 



(1.1) 

where y is the relativistic energy factor for the particle (particle energy 
divided by its rest energy) and yt the 'transition energy' and 0 = 
l/y~ the 'momentum compaction factor' are properties characteristic of 
the particular storage ring. Below transition y < yt and n > 0, an 
increase in azimuthal momentum leads to increase in angular frequency Ill. 

Above transition, y > yt and n < 0, an increase in azimuthal momentum 
leads to a decrease in angular velocity or frequency Ill. This is a manifes­
tation of the fact that at higher energies, increments in energy or momentum 
leads to decreasingly smaller increases in the velocity of the particle, 
ultimately falling short of the amount necessary to compensate for the extra 
time required to travel a larger equilibrium orbit path around the ring at 
this higher energy. 

The influence of the dispersion can be neglected far below transition 
energy and the particles in the beam behave like the particles of a gas in a 
closed box, with the focusing forces playing the same role as the walls of 
the box. Since the collisions within a gas cannot increase the temperature, 
the collisions within the beam cannot, below transition, lead to an increase 
of the total oscillation energy and the longitudinal energy spread. One can 
only expect a transfer of oscillation energies between diffeent degrees of 
freedom. Thus there must exist an equilibrium distribution where the intra­
beam scattering does not change the beam dimensions. However, the particles 
at the high-velocity tai 1 of the distribution will be continuously scraped 
off by the walls of the chamber and wi 11 not be confi ned with i n the beam, 
leading to a degradation and depletion of the beam. 

Above transition the situation is changed by the "negative mass" behav­
ior of the particles, described before. The comparison with a gas in a 
closed box is not valid here, and it has been shown by Piwinski [81] that the 
total oscillation energy can increase. The behavior of the beam under co1-
1 iSions, can be described by a 'collisional invariant,' derived by Piwinski 
[81], and given by: 

Hl- .) ~'pPl1 + (,") + (z") = coost,,'. (1. 2) 

where top is the momentum deviation (longitudinal) and x' = dx/ds, z' = 
dz/ds are the transverse betatron angles for horizontal and vertical direc­
t ions re~pect ively at location s of the distance around the ring. The 
factor b is 1 for bunched beams and 2 for unbunched beams. Thus if 
(1/y2 - 0) is positive, i.e. below transition, the three mean values are 
1 imited. But for negative (1/y2 - 0) the three mean values can increase 
so far as they do not exceed other limitations and an equilibrium distribu­
tion does not exist. 

It is this mechanism of beam heating and diffusion above transition that 
we are concerned with in bunched beam cooling, since the high energy p-p 
collisions under interest will occur at energies far above the transition 
energy of the ring.] 
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So we need to cool the beams as they collide in order to simultaneously counter the 

growth in emittance due to effects (a), (b) and (c) above. 

Note that for beam maintenance we only need to preserve the beam emittance, so a 

cooling system with a typical cooling time of about ten hours should be sufficient. 

However, one may also be i nteres ted in real coo 1 i ng of bunches 1 ead i ng to increase in 

phase-space density. Also RF manipulations of beams during various stages of stacking 
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coasting beams at low intensity in the Accurrulator Ring are easier if such bunched beam 

cooling is practical [97J. 

We also note that if the tin.e for accumulation of high density beams in the accumu­

lator ring prior to injection in the collider is significantly less than the bunched beam 

life-time in the collider, the collider can be refillea with new batches of freshly pre­

pared bunches before the bunches have degraded significantly and the luminosity is not 

affected by the 1 ifetime of the bunched beam. However increased 1 ife-tine in the 

coll i ding-beam rrode all ows for longer accumul ati on ti mes and hence hi gher density beams 

at injection to the coll ider. 

With the above motivations for bunched beam cooling, we then specifically pose the 

following problem: 

Given a distribution foUl of particles of a 'bunched beam' in action [-space 

and an electronic feedback loop characterized by an overall transfer function ~, 

(a) Wh at are the features that distinguish bunched beam cool ing from a' con­

tinuous (coasting) beam cooling? 

(b) What is the specific form of the tin.e-evolution equation of the bunch 

dis tr i bu t i on f (I, t ) ? 

(c) What range of cooling times could be achieved? 

(d) Are there ways of improving the cool ing rate? 

The underlying kinematic mechanisms and the cool ing dynamics experienced by the 

particles in a bunch in the stochastic cooling of bunched beams differ nontrivially from 

the situation of stochastic cool ing of continuous coasting beams. These significant 

differences arise mainly from the topologically different longitudinal particle orbits 

(synchrotron osci11 ations) in a bunched beam (as opposed to coasting beam free-streaming 

particle orbits) and the spatially confined nature of bunched beams as opposed to contin-

uous ring-f i 11 ing coasting beams. These differences manifest in a qualitatively 

distinctive frequency-space structure of the spectrum of single particle and collective 

signals derived from and experienced by particles in a bunched beam. While the theory 

of stochasti c cool ing of continuous beams in circul ar accel era tors has been extens ively 

investigated and developed until now ([tl], [6], [7J, [8J. [9J. [25J, [33J. [70J. [71J. 

[86]). as will be evident from a look at the history of the subject discussed in 
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Chapter 2, bunched beam stochastic cool ing has been a subject of less intensive study 

limited to qualitative preliminary analyses only ([10], [11], [48], [69], [71]). 
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2. PLAYERS IN THE ORDER OF THEIR APPEARANCE: A HISTORICAL REVIEW OF STOCHASTIC COOLING 

Since its conception in 1968 by S. van der Meer, stochastic cool ing has been the 

subject of much theoretical and experimental work. The reader is directed to the refer­

ences for a thorough review of its development. 

For long the idea of stochastic cooling was regarded as too far fetched to be 

practical. It was already known at the time of van der Meer's first proposal in 1972 

[100J that systems of a finite number of particles might not be completely subject to 

gross phase-space volume invariance (Liouville's theorem for 'smoothed out' phase-space 

distributions) if information about individual particle orbits could be suitabl y pro­

cessed to modify those same orbits. The means for developing such information, so-called 

Schottky scans, was already in use (Borer et al. 1974 [13J) at the Intersecting Storage 

Rings (ISR) at CERN, where fluctuation spectra of coasting beams were routinely used to 

measure beam properties. In addition, feedback systelT,s had been in use for many years 

(Sacherer 1974 [87]) to damp coherent instabilities of intense beams interacting with 

their environments. The damping of individual particle motion, however, required an 

electronic feedback system with bandwidth large enough to resolve a relatively small 

(compared to the whole beam) sample of particles in the beam in phase-space. The pace 

of research increased in the early seventies with the knowledge of the availability of 

wide-band power ampl ifiers. The first and earliest experilTental demonstration of sto­

chastic cooling was tried and succeeded only nine years after the invention (three years 

after the first publication) in the ISR at CERN (Schnell 1977 [93]). Little power and 

bandwidth were available for those experiments, whose purpose was only to demonstrate 

that cooling occurred. 

The inventor and the early workers had mainly emittance cooling (i .e., transverse 

phase-space cooling) of high intensity beams in mind in order to improve the luminosity 

in the ISR. A new era began in 1975 when Strolin and Thorndahl realized the importance 

of stochastic cooling, both in emittance and in momentum spread of low intensity anti­

proton beams for the purpose of stacking. Stochastic stack-cooling at low intensity is 

different from ·the original van der Meer cool ing and the extension of the theory first 

done by Hereward and Thorndahl as well as the design of the momentum cooling hardware 

(Thorndahl, Carron [25,99J) are perhaps as fundamental as the original invention and the 

earlier feasibility studies (van der Meer, Schnell, 1972 [92,100J). 

Following this broadening of the scope, Strol in and Thorndahl worked out in 1975 

p collection schemes for the ISR using stacking in momentum space and Rubbia et al. 
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[82,83] made first proposals of the p-p scheme for the Super Proton Synchrotron (SPS) 

using similar techniques of stochastic cooling and accumulation. This work gave new life 

to the idea at a time when the ISR 'was routinely stacking such high proton currents that 

proton beam coo 1 ing became unnecessary or even imposs ib1e. Further mil e-stones in 

1975-78 were the inventlon of the 'filter method' of momentum cooling and the refinement 

of the theory and of the stacking schemes. 

The successful conclusion of the ISR experiments encouraged the CERN workers to go 

ahead with much more extensive experiments on the ICE (Initial Cooling Experiment), a 

storage rin9 transformed from the muon storage ring used for the earlier (g-2) 

experiments. Longitudinal and transverse cooling systems with approximately 1 kW power 

and band-width from 100 to 180 MHz were installed for these experiments. With 7 x 

10 7 protons of 1 GeV energy, a longitudinal mean cooling time of 15 seconds was 

observed. With a different circul ating intensity, 3.9 x 108, horizontal and vertical 

mean cooling times of approximately 4 minutes were observed. Agreement between theory 

and experiment was good. It even provided some exciting physics results on the life-time 

of the anti-proton -- a minimum life-time of 32 hours was established (Carron et al. 

1978 [26,27]). The ICE stUdies firmly established the stochastic cooling technique. 

Stochastic cooling tests have been carried out with the Fermilab Cooling Ring of 

135-m circumference in collaboration with LBL (Lambertson et al. 1980 [61,62]). A 

circulating beam of approximately 105 protons of 200 MeV energy was cooled by a factor 

of 3 longitudinally in 3 to 4 seconds and by a factor of 3 vertically in a time of the 

order of 1 minute. Turning on the radio-frequency bunching voltage, initial indications 

of positive bunched beam cooling were also obtained (G. Lambertson, private 

communication). 

In both these experiments, observed beam life-times were compatible with beam loss 

caused only by large-angle single scatterings. Small-angle multiple scattering, usually 

the major cause of beam loss, is overcome by the cooling. 

The Novosibirsk group in the U.S.S.R. has also carried out a stochastic cooling 

experiment on their storage ring NAP-M and report good agreement between theory and 

experiment [31,32,78,79]. 

Cooling of a 'bunched' beam has also been observed in ICE at CERN and was applied 

for stacking of antiprotons [48]. The stored particles were tightly bunched by an RF 

system working at the first harmonic of the revolution frequency. Injection and RF were 

synchronized in such a way that the new beam could be injected onto the free part of the 

circumference without causing losses of the stack. The bucket height was limited to 
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lJ.p/p = :I: 8.4 x. 10-4 (hardware limit) whereas the injected particles had a lJ.p/p = 

:I: 2 x 10-3• Injection took place while the RF was on. With momentum cooling the par­

ticles progressivel y entered the bucket and accumulated in its center until lJ.p/p had 

reached about :I: 3 x 10-4 ("stochastic capture"). A similar equi librium value had been 

observed with low intensity unbunched beams. With the available RF amplitude then the 

bunch length was about one half of the circumference. With this simple scheme the num­

ber of antiprotons could be increased by a factor of 100 leading to 15,000 stored 

antiprotons. These initial experiments indicated only that bunched beams can be cooled. 

On the other hand, the bunching ratio (E;;3) was small, the bunch length (- 25 m) much 

larger than the sample length (- 3 m) and the number of particles low. 

At present CERN has already completed development of an intense source of anti­

protons and has begun initial ~ollision experiments of p-p with 270 GeV beams. Fermilab 

is developing an intense p source and is scheduled to do p-p experiments with 1 TeV 

beam by 1985. 

In the general scheme of antiproton-proton colliders at CERN and Fermilab, high­

energy protons are focused .on a target; the antiprotons produced are then transported to 

a storage ring (cooling ring) called the Accumulator Ring, which provides for cooling for 

the transverse and longitudinal temperatures of the antiproton beams and also provides 

tor "stacking" of the accumulated antiprotons. Once greater than 1011 antiprotons are 

collected, they are injected into a high-energy storage ring and accelerated along with 

protons for antiproton-proton collisions. 

For the experiments at CERN the particles are directed through a complex sequence 

of interconnected beam manipulating devices (Fig. 3). First a beam of protons is accel­

erated to an energy of 26 GeV in the Proton Synchrotron (PS), the original accelerator 

ring at CERN, completed in 1959. The proton beam is then directed at a copper target, 

producing a spray of particles, including a small number of antiprotons. Those anti­

protons with an energy of 3.5 GeV and momentum spread lJ.p/p of 0.7 x 10-2 are col-

lected and transferred to a wide-aperture storage ring called the Antiproton Accumulator 

(AA), where they are first precooled repeatedl y by the fi lter method, to reduce their 

momentum spread by a factor of 9 in two seconds. They are then moved to a slightly 

smaller orbit, from which they are stochastically accelerated with the accumulating stack 

of previously injected bunches and subjected to further cooling in all three phase 

planes. After a few hundred billion (- 1011) antiprotons have been collected, they 

are sent back to the PS ring, where they are accelerated to 26 GeV before being injected 

into the SPS ring in the direction counter to protons. The counter-rotating beams are 
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finally accelerated to 270 GeV each in the SPS ring. The beams collide at intersection 

sites, at two of which large particle detectors are placed. The nuclear interactions are 

so rare that the beam 1 ife-t ime of several hours is not affected by them. 

Low-energy Antiproton Ring 

XBL 827-7066 

CERN P-P Collider 

Fig. 3 

-The reincarnation ot the CERN fixed target SPS into a p-p coll ider and the con-

struction of the Antiproton Accumulator ring was completed in July 1981. Many cooling 

tests have been carried out with good results. The first proton-antiproton collisions 

at the designed peak energy of 270 GeV per beam were observed in July. By Deceooer, more 

than 250,000 such collisions had been recorded. Because of the comparatively low rate 

at which intermediate vector bosons are expected to be produced in p-p collisions, 

however, it was not surprising that none were detected in these early runs. The next 

round of experiments, with an order of magnitude or more improved beam intensity and 

hence coll ision rate, may (or may not) reveal the pot of gold: 

The single-beam fixed target 1 TeV proton machine at Fermilab, the Tevatron, is 

scheduled to be operating in 1985, as a p-p collider, with a total center-of-mass 

energy of 2 TeV (2,000 GeV) as opposed to 540 GeV for CERN. The completed Fermilab 

machine will have the further distinction of being the first large accelerator to employ 

a ring of superconducting magnets. 
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The Fermi1ab Antiproton Source Design Report of February 1982 [97], describes plans 

for the design of Tevatron I Antiproton Source, which will meet three successive goals. 

The first goal is to produce p-p collisions at a peak luminosity of 1030 cm-2sec- 1 

at the maximum energy achievable with the Tevatron. Since the average luminosity of a 

storage ring ultimately depends on the rate at which the ring can be refilled, the fil­

l ing time should be much shorter than the luminosity life-time, which is expected to be 

in excess of thirty hours. Hence, the second goal is to be able to refill the ring with 

. protons and antiprotons in 5 hours or less. The third goal is to design the antiproton 

source so that the luminosity can be increased to 1031 cm-2sec-1, when either 

advances in cooling technology or improvements in beam life-time are made. 

Again the process consists of a complex sequence of beam manipulations using the 

Hooster Ring, two fixed energy rings, the Debuncher and the Accumulator and the Main Ring 

(Fi g. 4). The sequence of operations is as follows: One booster-length batch 

Freezer 

Linac 

Accumulator 

XBL 827-7063 

Fermilab p-p Collider 

Fig. 4 

containing 80 bunches of protons is accelerated in the Main Ring to 125 GeV, followed by 

a time-compaction by bunch rotation in phase-space. The train of 80 shortened (less than 

a nano-second wide) bunches is then extracted from the Main Ring. 3 x 1012 protons in 

80 bunches then strike a tungsten target producing a train of 80 antiproton bunches, 
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which have the sane narrow tine-spread as the proton bunches. 1.5 x lOB antiprotons 

wi th B.9 GeV/c are collected and transported to the Debuncher. The IOOmentum spread of 

the beam is 3% and the transverse beam emittances are 20 'II mm-mrad in each plane. Bunch 

rotation in longitudinal phase-space in the Debuncher leads to IOOmentum compaction and a 

smeared-out tine-structure. The antiprotons spread uniform1 y around the ring and then 

precooled transversely in both radial and vertical emittances. 

The antiprotons are then extracted from the Debuncher and injected into the 

Accumulator. Successive batches are accumulated by RF stacking each batch at the edge 

of the stack. 

Between the injectlons of successive batches onto the tail of the stack, the stack 

is stochastically cooled using a stack-tail cooling system similar to the type developed 

by CERN for the AA ring. A new batch of antiprotons with a density of about 7 p'S per 

eV is deposi ted at the edge of the stack tail every 2 sec. The fresh batch is moved by 

the coherent force of the stochastic cooling system away from the injection channel and 

toward the center of the stack. The strength of the coherent force diminishes exponen­

tially as the particles IOOve away from the edge of the tail, causing the particle density 

to increase. Diffusion forces caused by the Schottky noise of the antiproton stack and 

the thermal noise of the amplifiers cause the anitprotons to IOOve from a region of high 

density to one of lower density. As long as the coherent force is greater than the dif­

fusion force, the stack will build up in intensity until it reaches the central region 

where the coherent force is zero. Some antiprotons are lost during transfer and RF 

stacking and some diffuse away from the stack into the chamber walls. Allowing for los­

ses, 6 x 107 antiprotons are added to the stack with each pulse. If collection is 

allowed to continue for 4 hours, the core will grow to a density of 1 x 10 5 p'S per 

eV. The total nullber of p'S in the core will be 4 x 1011 . After j:i accumulation 

is complete, bunches of protons, each with at least 8 x 1010 particles, are first pre-

pared in the Ma in Ring at 150 GeV, then transferred to the Tevatron. Approxi matel y 

8 x 1010 antiprotons are then extracted from the stack core, transferred to the Main 

Ring, accel era ted to 150 GeV and transferred to the Teva tron. The p and j:i bunches 

are then accelerated to full energy and allowed to collide. 

Sufficient antiprotons for a luminosity of 1Q30/cm2_sec can be produced in 

4 hours by this scenario, even after allowing for losses in production, cool ing and beam 

transfer. The luminosity is primarily limited by the beam stability, transfer and 

acceleration schemes. Improved accumulation system and longer collection times can also 

result in an increased luminosity. The potential luminosity of the proposed Fermilab 
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-p source is exhibited in Table I, which shows the relationship between the accumulated 

p'S and the luminosity. 

In the arena of bunched beam cooling, the possibility of doing a small scale experi-

ment on bunched beam sto~hastic cooling in the experimental cooling ring at Fermilab 

seems bright already. Such an experiment will demonstrate the feasibility or otherwise 

of high-energy bunched beam stochastic cooling in the colliding beam mode and provide 

much needed insight into the theory of bunched beam stochastic cooling developed in this 

report. 

N-
P Np 

(1011) (1011) 

0.7 0.7 

0.7 0.7 

1.0 1.0 

1.0 1.0 

Table 1. LUMINOSITY PROGRESSION 

NB NT 

(1011) ( 1011) 

1 0.7 

3 2.1 

3 3.0 

6 6.0 

6* 

ill 

1 

1 

1 

1 

E, 

0.002 

0.002 

0.003 

0.003 

L 

0.5 

1.5 

3.0 

6.0 

Np(Np) is the number of p(p) per bunch, NB is the number of bunches, NT is 
the total number of p, 6* is the value of 13 at center of the interaction region, E, 

is the beam-beam tune shift/crossing, and L is the luminosity. 

Along with the experimental work, there has been a rapid increase in the theoretical 

understanding of the basic process of stochastic cooling of coasting and bunched beams 

in particle accelerators. Principal theoretical investigators have been Frank Sacherer 

(until 1978) and Joseph J. Bisognano. Sacherer [86J refined the theory for stochastic 

cooling based on the frequency domain approach originally developed by Hereward in con­

nection with single particle behavior and collective response of a set of harmonic 

oscillators perturbed by a packet of frequencies. Sacherer generalized the theory to 

treat both good and bad mixing situations (overlapping and non-overlapping Schottky 

bands), advocated the use of the Fokker-Planck transport equation to describe the process 

of longitudinal cooling, and studied in some detail the collective response of the beam, 

i.e. the phenomenon of coherent signal suppression. Bisognano [5,6,7,9J has developed 

an even more rigorous theory of stochastic cooling of coasting beams with no band-overlap 

based on the kinetic theory of reduced particle phase-space distributions and correla­

tions (up to two-bOdy correlations). The theory includes the coherent Signal suppression 
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effect and points to the connection with collective instabilities of the beam in the most 

natural way. Later, Bisognano [8] general ized the expression for coherent signal sup­

pression to include the case of overlapping Schottky bands, based on V1asov Plasma 

theory. This latter general ization has also been done by S. van der Meer [104] in an 

entire1 y new way, but with identical results. 

This report aims at presenting a theoretical forlllJ1ation of stochastic cooling of 

particle beams in a storage ring as a unified whole based on both the kinetic theory in 

ph ase-space and the fluctuation theory in the frequency space of a collection of three-

dimensional oscillators described most naturally by 'action-angle' variables in phase­

space and coupled to each other and to themselves by a retarded, non-hermitian (non­

conservative) cool ing interaction. The fundamental dichotomy between frequency-domain 

and ti me-doma in anal yses, ch aracteri s ti c of prev ious approaches is put into perspect i ve 

clearly. The present formulation has the advantage of providing a natural general ization 

to a theoretical description of bunched beam cool ing, which is a main concern of this 

report. In addition, the formulation is capable of describing full three-dimensional 

cooling with coupling between different degrees of freedom, the general tensoria1 collec­

tive response of the beam and includes nonlinear sensing and kicking devices. A 

detailed, although by no means complete, description of the collective response of a 

spatially confined (bunched) beam (i.e. coherent signal suppression) is also provided. 

Table II summarizes the chronological history of stochastic cooling theory, experi-

ment and practice up to the present. 

Li ouv ill e 

Schottky 

van der Meer 

ISR Staff (Borer, 
Br arrtJ am, Hereward, 
Hubner, Schnell, 
Thorndah1) 

van der Meer 

Schne 11 

Table II: HISTORY OF STOCHASTIC COOLING 

circa 1850 

1918 

1968 

1972 

1972 

1972 

PREHISTORY 

Invariance of phase-space measure 

Noise in DC electron beams 

Idea of stochastic cooling 

Observation of proton beam Schottky noise 

Theory of emittance cooling 

Engineering Studies 
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Table II: HISTORY OF STOCHASTIC COOLING (cont'd) 

Hereward 

Br arm am, Carron, 
Hereward, Hubner, 
Schnell, Thorndah1 

Thorndah1, Palmer 

Stro1in, Thorndah1 

Rubbi a 

Thorndah 1 

Thorndah 1 

Sacherer, Thorndahl, 
van der Meer 

I CE team 

Herr 

Herr, Mohl 

Fermil ab + LBL 

Biso ~'1 an 0 

Lambertson et al. 
LBL 

G. DOme 

Linnecar, Scandale 

S. van der Meer 

Bi sogn ano 

CERN SPS 
p-p operation 

Ch attopadhya y, 
Bisognano 

FNAL + LBL 

1972-74 

1975 

1975 

1975 

1975 

1976 

1977 

1977-78 

1978 

1978 

1978 

1978 

1979 

1900 

1980 

1980 

1980 

1981 

1981 

1981 

1982 

Refined theory, low intensity cooling 

First experimental demonstration of emittance 
cool ing 

Idea of low intenSity momentum cooling 

p-accumulation, schemes for ISR using stochastic 
cooling 

p-accumulation schemes for SPS 

Experimental demonstration of IIp-cool ing 

Filter method of IIp-cooling 

Refinement of theory; imperfect mixing; Fokker­
Pl anck equations 

Detailed experimental verification 

Demonstration of bunched beam cool ing 

Qual itative theory of bunched beam cool ing 

Concept i on _of us ing s toch as ti c cooling for 
Fermi 1 ab p-p s ch elT~ 

Compl ete k ineti c theory of tr an sv ers e and 1 ongi­
tudinal stochastic cooling of coasting beam with 
no band overlap 

Demonstration experiment of stochastic cooling of 
200 MeV protons at Fermil ab experimental cool ing 
ring 

Study of bunch diffusion due to RF Noise 

Development of Schottky noise detectors for 
bunched beams 

Theory of sign a 1 suppress ion with band over 1 ap 
for coasting beams 

Independent development of Vlasov theory of sig­
nal suppression with band overlap for coasting 
beams 

Prel iminary p-p coll iding beam experiment with 
270 GeV beams performe d 

Prel iminary Model s irrul ation study of various 
bunched beams 

The Fermilab Antiproton Source Design Report 
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3. SINGLE PARTICLE DYNAMICS IN A STORAGE RING -- THE UNPERTURBED ORBITS 

Single particle orbits in circular accelerators or storage rings in the absence of 

feedback loops and co11ective effects, are described in detail in standard texts and 

classical review papers ([21J, [29J, [58J, [91J). We briefly sketch here some of the 

relevant properties of these orbits, as needed for a theoretical formulation of stochas-

tic cooling in this report, with a relatively heavier emphasis on the longitudinal 

(azimuthal) dynamics, since it is the longitudinal orbits that distinguish a bunched beam 

from a coasting beam. 

Particles in a storage ring are confined transversely by magnetic focusing fields 

and execute betatron oscillations about an equilibrium orbit. Longitudinally the parti-

cles either drift in free-streaming orbits with constant angular velocity (coasting beam 

with no acceleration) or execute synchrotron (energy) oscillations about a synchrotrons 

particle (bunched beam). The synchronous particle could be either accelerating or moving 

with constant angular velocity depending on the phase at which it samples the phase-

locked radio-frequency cavity voltage at each turn. In most cases, the betatron osci 1-

lations in directions transverse to the beam are very weakl y coupled to the synchrotron 

osci 11 ati ons in energy. Th is is because the synchrotron osci 11 ati on frequenci es are 

usually very small compared to the betatron oscillation frequencies and the betatron 

oscillations average to zero over a long synchrotron period. 

<
par~i~le 
position 

------ I X Radial displacement 
in the median plane 

Z I s = v = wR 

Z Vertical displacement 
perpendicular 
to median plane 

Closed ideal 
design orbit 
in the median 
plane 
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In the orthogonal right-handed coordinate system illustrated in Fig. 5, the orbit 

of a particle having the ideal momentum p = Po on the design orbit is given by 

pseudo-harmonic betatron oscillations [91], with both phase and amplitude depending on 

the instantaneous wavelengths 1\ z(s) (also called the 'amplitude functions'), which , 
satisfy: 

1 a a" - ! a' 2 + k (s) a2 1 2 x,z x,z 4 x,z x,z x,Z ( 3.1) 

(3.2) 

where a' = da(s)/ds, L = C/N is the circumferential length of one period of the N-fold 

periodic focusing lattice within the full circumference of length C and kx,z(s) are 

certain 'field gradients' determined by the magnetic field configuration of the focusing 

magnets. 

When observed at a particular azimuth s = so' however, the lateral betatron 

motion is indistinguishable from a sampled simple harmonic oscillation at a frequency 

("'a)x,z = Qx,z"" called the betatron frequency with betatron displacement, say for 

the x-motion, being given by 

(3.3) 

where tj = j T = 
211 . the times -J are 
w 

for the .th 
J- passage through the az imuth 

s = So (j=O,1,2, ••• ), ;/ 
o,so 

the phase at zeroth passage (j=O) , '" the angu 1 ar 

frequency of revolution of the particle, Ax an arbitrary constant depending on i ni-

tial conditions and 

(3.4) 

are known as x,z betatron tunes (number of betatron oscillations in one complete 

revolution) respectively. 

Since for stochastic cooling, it is only the orbit displacements sampled at a par­

t icular pick-up location that is relevant, we wi 11 use the following ampl itude-phase 

representation of the betatron displacements at the pick-up: 
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and (3.5) 

where 

o ¢ (t) = Q wt + ¢x,z x,z x,z (3.6) 

For linear betatron oscillations with betatron tunes Qx,z independent of oscil-

1 ation ampl itudes A x,z part icles rotate in circles of radius A ' 
x,z wi th frequen-

and (z, i/Q w) phase-planes. z The v ar i ab 1 e s (I = x,z 

represent the familiar canonical action and angle variables for a sim-

ple harmonic oscillator obtained by a canonical transformation (x,x) ~ (Ix'¢x) and 

similarly for the z motion. 

A particle of momentum p = Po + 6p deviating from the design momentum Po 

will execute its betatron oscillation about a closed orbit ap(s) (6p/p) where 

ap(s) is known as the "dispersion" of the machine. The total horizontal displacement 

is The ch ange in and with p has negl igible effect 

on the amplitudes, but the wave numbers or betatron tunes get modified to 

(3.7) 

where ';x,z are the horizontal and vertical "chromaticities" usually determined and 

controlled by the multipole fields (sextupoles etc.) of the focusing lattice. 

Longitudinally, the particles in the beam can coast in free-streaming orbits with 

constant angular velocity and filling the whole ring, if the purpose is just to store the 

beam in the storage ring for many hours. The beam is usually called a "coasting beam". 

However for purposes of acceleration and colliding beam experiments with high lumi-

nosity the beam is "bunched" out of necessity; i.e., the beam is confined to a finite 

angular extent in the ring by external radio-frequency voltages. The radio-frequency 

voltage at a cavity provides the necessary acceleration to a central synchronous particle 

each time it passes the cavity in phase with the voltage and confines the other particles 

in the beam in phase-stable oscillatory orbits around the synchronous particle determined 

by the potenti al well created by the rf cavity. Thus the longitudinal dynamics of par-

ticles in a bunched beam is that of oscillatory trapped orbits. 
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The equation of motion for the phase tJ ot a nonsynchronous particle relative to 

the phase of the rf voltage is given by: 

(3.8) 

where tJs is the phase of the synchronous particle relative to the rf voltage, qVo 

is the peak energy gain per revolution, h = wrflwo is the harmonic number of the 

rt cavity, the c ircu 1 ar frequency of the rf cavity, the revolution fre-

quency of the synchronous part ic 1 e (d(Js I dt = ~s = hwo)' y = E/Eo = E Imc 2 
the 

total energy in units of the rest energy (y = (1_6 2)-1/2) and 1'1 the 'off-energy 

2 .2...~ function' detined in Eq. (1.1) where a = l/Yt = C dp is the relative change in 
p 

the orbit length Cp per revolution with respect to momentum p. Equation (3.8) 

describes the longitudinal synchrotron oscillation in phase generated by the rf cavity, 

about the phase of the synchronous particle. These phase oscillations are accompaied by 

oscillations in the angular momentum PtJ canonically conjugate to tJ, about the ris­

ing momentum Ps of the synchronous particle. There is also a slow radial oscillation 

a p(6 p/ p ) associated with these oscillations. 

For a stationary bucket with no acceleration of the synchronous particle ¢s 0 

and Eq. (3.8) becomes that ot a simple pendulum 

~ + w~ Sin ¢ = 0 (3.9) 

with 

Ws (3.10 ) 

Orbits are thus the famili ar simple pendulum trapped oscillatory orbits bounded by a 

separatrix, beyond which there exist untrapped streaming trajectories. In terms of real 

angular position in the ring, we have 

e = ® + Wo t (3.11) 
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where @ is the angular position of the non-synchronous particle with respect to the 

synchronous particle and is related to 6 via 6 = h@. Typical particle orbits in a 

coasting beam and a bunched beam are illustrated in Fig. 6(a) and 6(b) below. 

(-IT) (+JT) 

I Coasting I 
(a) 

(J 

I 
I 

(-lT/B) 

I Bunched I 
(+lT/B) 

(b) XBL 827-7064 

Longitudinal Particle Orbits in Coasting and Bunched Beams 

Fig. 6 

Orbits are topologically different in the two cases and both the cooling and the 

collective dynamics differ nontrivially. For small amplitudes 6 - I/J
s 

«1, Eq. (3.8) 

becomes 

¢ + (I/J - I/J ) = 0 s (3.12) 

This is a Simple harmonic motion about 6s with circular frequency 

( 3.13) 

Again for a stationary bucket with no acceleration (I/J s = 0), we have: 

~ + w~ 6 = 0 (3.14) 
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where is given by· Eq. (3.9). Again, in terms of real angular position e = 

<ED + wot in the ring, we have: 

.. 2 
® + Ws <ED = 0 (3.15) 

The orbits are thus 

e = Wo t + a Sin ljJ(t) = Wo t + <ED 

(3.16) . 
e = Wo + a Ws Cos ljJ(t) = Wo + <ED 

where ljJ(t) = Ws t + 1jJO describes the synchrotron phase of the oscillating particle. 

The amplitude-phase (a,l/') representation given in Eq. (3.16) defines circul ar 

synchrotron orbits in (<ED,@/w s) phase-space with radius as' as shown in 

Fig. 7 below. 

-----+----~--~+-----·8 
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Amplitude and Phase Representation of Rotation in Phase-Space 

Fig. 7 

. 
Again a familiar canonical transformation from (®,®) to the action-angle 

variables (J,1jJ) for a harmonic oscillator yields J = 1/2 i and the orbits 

<ED =...[23 Sin 1jJ(t) 

( 3.17) 
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We will see later that for stochastic cooling ot bunched beams, it is crucial that 

different particles in the beam have different synchrotron frequencies, i.e. the beam 

must have a finite spread in synchrotron oscillation frequencies. This implies that we 

cannot treat the orbits in a bunch as linear simple harmonic oscillations as given by 

(3.14), where all the particles oscillate with the same frequency but rather should 

really treat the orbits as solutions of the full nonlinear equation (3.9), corresponding 

to a pendulum. It is well known that the pendulum equations of motion can be integrated 

in terms of elliptic functions. However, a theoretical treatment of stochastic cooling 

of bunched beams using these real pendulum orbits involving elliptic functions becomes 

unnecessarily complicated. 

we therefore adopt a simple model instead where the nonlinearity of the synchrotron 

oscillations is given by some functional dependence on amplitude or action of the syn­

chrotron frequency: ws:: ws(J), so that different particles oscillating in syn­

chrotron orbits with different amplitudes have different frequencies. However, the shape 

of the trajectories are still taken to be sinusoidal as given by Eq. (3.16) but with 

ljJ(t) now given by: 

( 3.18) 

In USing this model we have appealed to the well-known fact that for most physical 

systems,' the eigenvalues or eigen-frequencies are more sensitive to perturbations than 

the eigenfunctions themselves. Typically up to first order in perturbations, the eigen­

functions distort insignificantly while the eigenvalues shift by finite amounts. 

In particular, an asymptotic perturbation series solution of the pendulum equation 

(3.9) in the first order approximation (limiting ourselves to the first two terms in the 

expansion for Sin x = x + x3/3! + ••• ) gives [12J: 

where 

and 

tJ2 
1 - ~. 

8 ' 

dtJ
O -= 0 

dt 
( 3.19) 
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In terms of the actual azimuthal position ®= f/J/h of the particle in the ring, 

we thus get: 

®1 = a Sin 1jI(t) =V2J Sin 1jI(t) 

where 

and 

(3.20 ) 

and 

dJ 
dt = 0 

For reasonably small amplitude ¢o far from the separatrix, we then get: 

(3.21) 

and 

(3.22) 

For an arbitrary rf potential V(¢), the synchrotron oscillations are governed by 

th e H ami lton i an 

H = i p! + V(¢) (3.23) 

where ¢(t) represent the deviation at time t of the particle's rf phase from the 

synchronous value and P {J(t) = ¢(t) the conjugate momentum. The equation of motion 

corresponding to (3.23) is 

¢ + V' (¢) = 0 (3.24) 
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We can perform a canonical Hamilton-Jacobi transformation (¢,P~) ~ (1,E) by 

introducing a generating function W(¢,E) determined by [40]: 

1 [aW(¢,E)]2 + V(¢) = E (3.25) 
2 ClIjI 

The new canonical variables (1,E) are related to (¢,P~) via 

tJ. 
1 - aW(¢,E) -J d¢' (3.26a) 

- ClE - 0 V2[E-V(¢')] 

aW(¢,E) 
P¢ = ClIjI V2[E-V(¢) (3.26b) 

The solution of (3.26a) is given by ¢(E,1) after inversion and the transformed 

Hami lton ian is 

H = E (3.27) 

The new equations of motion are 

. 
1 1 (3.28a) 

E = 0 (3.28b) 

which can be trivially integrated to give: 

(3.29) 

E = Eo = constant. 

Thus E and 1 are really the total energy and the conjugate time along the particle 

orbit respect ivel y. 

We can now define the action variable J(E) by: 

(3.30) 
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and 

aJ(E) = 1. dIP = T(E) 
dE rV 2[E-V(0)] 

(3.31) 

where T(E) is the period of the synchrotron oscillation. Corresponding angle variable 

ljI is defined by 

ljI = TT~) 1 = w(Eh 

where 

o = w (J) t + Ij! 
S 

(3.32) 

Similar analysis can be perforlJled for nonlinear betatron oscillations as well. 

Particles in a beam in a storage ring can thus be described as three-dimensional oscil­

lators with canonical action-angle variables (l,p) = (lx,lz,J; t>x,t>z,ljI) satisfying 

equations of motion: 

i = 0 ~ {Ix' Iz,J} constants of motion 

(3.33) 

where w ={w (I ),w (I ),w (J)} 
- x x z z s 

describes x and z transverse betatron oscillation 

frequencies and the longitudinal synchrotron oscillation frequency as functions of cor-

w = {Q w,Q w,w I - x z s 
are constants responding action variables. For linear oscillations 

independent ot action and J = 1/2 i where 

the amplitudes of two transverse betatron and longitudinal synchrotron oscillations 

respectively. Oscillation displacements, even in the general case of nonlinear oscilla-

tions, can be looked at as functions of action and angle and what is more, they are peri-

odic in the angle variables '.jJ = (0x,0z ,ljI) 

@(J,ljI)) with period 211. 

z = z( 1 ,0 ), z z ®= 

For coasting beams, there are no synchrotron oscillations; however, we can still 

represent the free-streaming motion of particles by action and angle variables as: 

(3.34) 
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and 

where Eo' Wo are the energy and revolution frequency of a nominal reference parti­

cle in the beam. 
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4. GENERAL DISCUSSION OF COOLING DYNAMICS 

In this chapter we consider some general aspects of the dynamics and the various 

processes involved in stochastic cooling. Although we are primarily interested in 

bunched beam cooling, this general discussion considers both coasting and bunched beams 

in parallel whenever possible. This chapter then serves both as a review of the basic 

concepts of the well-developed theory of coasting beam stochastic cooling and as an 

introduction to some of the essential ditferences and distinguishing teatures of bunched 

beams as opposed to coasting beams. The:se differences wi 11 become even sharper in 

Chapter 5. 

4.1 Stochastic Cooling and Liouville's Theorem 

It is usual to think of Liouville's theorem as implying conservation of phase-space 

density of particle beams in the presence of electromagnetic fields, whether constant or 

variable in space-time. It occupies a central place in beam optics in the beam manipu­

lating devices such as accelerators and storage rings. It is thus appropriate to eluci­

date the compression of the phase-space induced by stochastic cooling in the context of 

Liouville's theorem. 

In a nutshell, we can summarize the process of stochastic cooling as follows: the 

stochastic cooling feedback loop, by virtue of introducing a nonconservative (non­

Hamiltonian) and dissipative self-interaction force in the dynamics of a single particle, 

induces a genuinely non-Liouvillian compressible flow in the projected phase-space of the 

physical dynamical variables related to the particles only. The possibility of intro­

ducing such a nonconservative force by a feedback loop alone, however, is dependent cru­

Cially on the finiteness of the number of particles in the beam. For a hypothetical beam 

containing an infinite number of particles, it would be impossible to introduce such non­

conservative self-forces by means of a feedback loop alone. 

In a system of N particles, the motion of the system is defined by the motion of 

a point in the 6N-dimensional space of the canonical coordinates and momenta of the par­

ticles (f-space). An ensemble ot S systems is represented by a set of S points in 

f-space. A precise mathenlatical statement of Liouville's theorem reads (Khinchin 1949 

[56]): 



"Let S be any rueasurable (in the sense of Lebesgue) set of points of the 

phase-space r of the given mechanical system. In the natural motion of this 

space, described by Hami ltoni an dynamics (which maps the phase-space onto 

itse If under a one-parameter group of d iffeomorph isms M t: r6N ,) r 6N ), the 

set S gets mapped into another set St during an interval of time t: 

St = tv/So The measure mISt) of the set St for any t coincides with 

the measure m(S) of the set S. In other words, the measure of measurable 

point sets is an invariant of the natural Hamiltonian motion of the space r: 

p 
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Liouvillian Flow in Phase-Space 
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Physically, one can imagine preparing an ensemble of systems with all possible ini-

tial coordinates and momenta that occupy a finite non-zero volun~ V in the phase-space 

r. Obviously the volurlle V then contains an infinite number of system points. Under 

Hamiltonian dynanlics, according to Liouville, the image points at a later timE: t still 

occupy the same anlount of volume V. The Hami ltonian phase-flow thus resembles that of 

an incompressible fluid of volume V in phase space (Fig. 8). 

In the absence of mutual interactions among the N identical particles of the sys-

tem, we can consider each particle to be an independent system with a given initial con-

dition and can look at the motion of N-particles as the motion of an ensemble of N 

discrete points in the 6-dimensional phase-space of a single particle (~-space). In the 
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1 imit N ~ 00, the mot i on of the actua 1 volume in jJ-space also becomes that of an i ncom­

pressible Liouvillian flow. However, this motion has little to do with the actual motion 

of the N discrete points of the real system, which has zero mathematical volume and is 

not really a fluid in phase-space. 

A real beam, even when N is very large but finite, is empty almost everywhere in 

jJ-space. A useful definition of "physical volume" emerges however [84] when we divide 

the jJ-space in six-dimensional cells, each large enough to contain a very large number 

of particles and yet small enough so that the coordinates do not change appreciably 

across their volume and consider only those cells that at a given time are occupied by 

particles. The sum of the volumes of all these cells can be defined a~ the "volume of 

the beam or bean, emittance" in the case ot finite N. Similarly a phase-tunction mea­

suring density p(p,q) in phase-space can also be introduced by taking the ratio of the 

number of particles in a given cell to the volume of the same cell. So defined p is a 

discontinuous function that can be approximated by a smooth one. This is a local averag­

ing process and is very sensitive to fluctuations trom cell to cell, which is precisely 

what a stochastic cooling system takes advantage of in sensing information about particle 

co-ord inates. However, if one cons iders a 1 arge number of part ic les un iforml y spread in 

each cell, all the particles occupying a particular cell at an initial time to are 

expected to occupy at a later time t another one with the same volume, apart from sta­

tistical fluctuations. This expectation is based on the continuity of Hamiltonian flow 

and the fact that no two tlow lines can intersect, since Hamiltonian flow is uniquely 

deterministic. This approximate conservation of the "physical phase-space volume" of the 

beam, whose detinition is based on local averaging and neglecting statistical fluctua­

tions, plays a usetul and dominant role in considerations of beam optics and is often 

referred to as Liouville's theorem also. Note that for a set of non-interacting parti­

cles, the actual Liouville's theorem in the b-dimensional jJ-space, referring to the 

mathematical phase-space volume (i.e. the measure of measurable point sets in jJ-space) 

remains strictly valid. The fact that the conservation of the "physical phase-space 

volume" is only an approximation is where the stochastic cooling concept begins to be 

potentially usetul, for the possibility of detecting the graininess of the "physical 

phase-space" allows one to introduce suitable force-fields to affect the same. 

In using Liouville's theorem, it is important to remember that there should not be 

any mutual interaction between the ensemble points and that the phase-space should 

include all degrees ot treedom of the system, i.e. the phase-space should describe a 
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closed system. The phase-space volume of some smaller subset of the system is not neces­

sarily conserved. External force fields do not constitute additional degrees of freedom. 

They appear in the system Hamiltonian as given functions -- the potential functions, not 

as dependent variables. On the other hand other particles that interact with the origi­

nal system or radiation emitted by particles of the original system constitute additional 

degrees of freedom. Phase-space vo 1 ume can be interchanged between the orig ina 1 system 

and these new degrees of freedom. Thus for example synchrotron radiation can decrease 

the phase-space volume occupied by a particle beam. For a set of interacting particles 

tnen, Liouville's theorem is strictly not valid in the 6-dimensional space of a single 

particle. For conservative interactions, however, e.g. hard-sphere elastic collisions 

between neutral particles or electromagnetic interaction between charged particles 

(velocity and time-dependent potentials), Liouville's theorem remains valid in the larger 

bN-dimensional r-space of the set of particles, where each ensemble point represents a 

closed system of conservatively interacting particles (provided one neglects retardation 

effects of signal propagation and thus ignores the dynamical space of the lnfinite number 

of tield variables at each point in space-time needed for a Lagrangian description of a 

closed system of charged particles). Moreover for investigation of certain processes, 

the time-scales of interest are considerably shorter than the time-scales over which 

significant number of interparticle interactions or collisions takes place. For such 

cases, one can visualize each particle as moving under the influence of a self-consistent 

conservative time-dependent average or mean fielo of all the other particles (Vlasov 

averaged or Hatree mean field) and Liouville's theorem remains approximately valid even 

in the single particle smoothed-out 6-dimensiona1 phase-space for such tinle-sca1es. Such 

is the case when one uses the collision1ess self-consistent Vlasov analysis to study the 

collective processes in a plasma, which occur with frequencies much higher than the col­

lision frequency. For longer time-scales inter-particle correlation effects become non­

negligible ano 1eaos to systematic transport in single-particle phase-space in general. 

However the flow in 6N-dimensional r-space still remains Liouvi11ian, apart from the 

radiation effects related to the dynamical degrees of freedom of the electromagnetic 

tiel d vari ables. 

A stochastic cooling systefTl introduces inter-particle interactions through the 

external electronic feedback loop and so the flow in 6-space is not Liouvillian. what 

is more, even the flow in 6N-space is not L i ouv ill i an because the feedback loop i ntro­

duces nonconservative and dissipative selt-correction forces in the single particle 

dynamics, depending on the feedback system and the cooled particle alone and indepenoent 
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of the phase-space coordinates of the other particles. This is so because we do not even 

hope to be able to use all the dynamical degrees of freedom of the system (i .e. the 

phase-space coordinates of the beam particles and the infinite number of dynamical 

variables of the electromagnetic fields involved in the electronic feedback loop includ­

ing power suppl ies etc.) necessary for a closed system description. Instead we are 

interested in the evolution dynamics of the set of particles in the beam only. We thus 

really care about the properties of the dynamics projected onto the subspace of the par­

ticle variables only, in terms of the response functions and transfer characteristics of 

the feedback loop. And in this space of course the cooling interaction takes the tornl 

of a nonconservative non-Hamiltonian dynamics describing a dissipative process. 

Liouville's theorem simply does not apply. This notion of stochastic cooling as a non­

conservative dissipative process is not surprising. Most macroscopic dissipative phe­

nomena such "as kinematic friction can be traced back to a microscopic feedback effect 

from a conservative Lagrangian or Hamiltonian dynamics operating in an underlying deeper 

and larger space of dynamical variables that includes the environrrental heat bath. The 

process of projection into a smaller subspace necessitates the introduction of noncon­

servative dynamics (e.g. drag forces on a charged particle due to radiation reaction can 

only be included as velocity dependent nonconservative forces if one does not wish to 

include the de~rees of freedom of the radiation fields in the dynamics of the charged 

particle) • 

The conservative or nonconservative nature of the relevant forces is sensitive to 

the level of hierarchial description of the system. As we go deeper into the hierarchy, 

however, becoming increasingly systematic and mechanistic, we lose simplicity in describ­

ing aspects of the particulate. Aside from the broad question as to whether the universe 

is closed or open in prinCiple, it is only natural to develop laws of evolution or flow 

of finite systems in the general context of nonconservative dynamics, with conservative 

oynamics as a special case dictated by the particular physical situation. And indeed, 

Liouville himself, having proved his theorem on conservation of phase-space flow under 

conservative Hamiltonian dynamics in 1837, proceeded in 1838 to study the effect of non­

conservative dynamics on the transformation of volumes in phase-space and presented the 

1 aw of evolution of phase-space volumes and phase-functions tor such cases [68J, which 

we present below. 

Under nonconservative, non-Hamiltonian dynamics, one can write equations of motions 

which can again be interpreted as a continuous point transformation in a proper phase­

space, as illustrated in Fig. 8, but now the Jacobian of the transfornlation is not unity 
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and the phase-space density is not preserved under this transformation. Thus it 

phase-space coordinates of the particles in the beam 

we can write the cooling equations of motion as: 

( i 1,2, ••• ,N) ( 4.1.1) 

This determines a velocity at each point [x] = (~1'~2""'~N) of the 6N-dinensional 

phase-space. From each initial point [a] = (~I'~2""'~N) a trajectory starts out 

which describes the corresponding solution of (4.1.1). We can now consider an ensemble 

of such points in the 6N-dinensional phase-space and define a phase-function 

P(~1'~2""'~N;t) = p([x];t) describing the probability density of the fluid element 

in phase-space. Conservation of the nunoer of ensemble systems then implies the follow-

ing continuity equation: 

ap([x];t) + ~ a [. [-)J '-' -. !!Ii p( xJ;t = 0 
at i=1 a!!li 

With dynamics given by (4.1.1), we then have 

3P([X];t) 
at 

t 3 • r1li ([x]) p([X];t)] 
i=1 a!!li L 

(4.1.2) 

This is just a statement in differential form of the continuity of flow in phase-

space: rate ot accumulation inside a volume V is just the difference between the rate 

ot inflow (inward flux) and the rate of outflow (outward tlux) across the surface S 

that bOl)nds V (Fig. 9). 

A continuity equation as above is just a general statement of conservation of pro-

bability and is true whether the flow is inconlpressible or not. The flow is not incom-

pressible for nonconservative cooling interaction and so the divergence operator a/ax 

remains outside in front of G. As a consequence the solution of (4.1.2) is not obtained 
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by just taking p constant along each trajectory, but a Jacobian determinant will 

appear. If we write the solution ot {4.1.1} as a mapping: 

or {4.1. 3} 

[x] = M([a];t) 

with inverse La) = M-1{[X];t} which should always exist in order to have solubil ity, 

then solution of {4.1.2} may be written as: 

where 
d{ M-1 (Lx])} 

dUx]} 

Hamiltonian flow: 

_ J is the Jacobian determinant of the mapping {4.1.3}. 

a • {;il{[X]} = O=-'V[{6
x

N]} • ,G(6N}{[x]} = 0 
all i 

That is the generalized force is divergenceless and the continuity equation becomes 

For 
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ap([x];t) + f Ia.([x]) • ap([x];t) = dp([xJ;t) = 0 • 
at i=1 1 a.1li dt 

The Jacobian determinant would simply be 'unity' for all time for a Hamiltonian flow. 

If on the other hand 

for some j with y = constant, the Jacobian determinant is e
yt 

and we have: 

i.e. a damping force proportional to the particle phase space co-ordinate increases the 

phase-space density carried along the trajectory, exponentially in time. 

~Ie will use the grand continutiy equation (4.1.2) for compressible flow in 6N-

dimensional phase-space later when developing a complete kinetic theory of stochastic 

cooling in Section 9.2. 

In the next sections, we gain further insight into the nature and properties of the 

cooling force §i(~1'~2""'~N)' In particular we will show that the cooling 

force can be decomposed as: 

N 
L .G(i,j) 
j~i 

=1 

where §(i,i) is a nonconservative force, not derivable from a Hamiltonian, describing 

the interaction of a particle with itself (self-force or self-action) induced by the 

N 
transit-time matched feedback loop and L §(i ,j), the total force exerted by all 

jUi)=l 

the other particles in the beam, can be looked at as a conservative force, derivable from 

a pseudo-Lagrangian or -Hamiltonian and satisfying the Hamiltonian flow condition: 

. [f .G(i,j)] = 0 
Hi 

1 

( 4.1.4) 
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We thus look at the process of stochastic cooling of a beam of particles as the 

time-evolution of a many-body system consisting of a collection of three-dimensional 

oscillators, interacting with each other conservatively (Hamiltonian-wise) and with them­

selves nonconservatively (non-Hamiltonian self-action). In other words we are going to 

study the nonequil ibrium statistical mechanics of a collection of three-dimensional 

oscillators coupled to each other via a retarded; nonconservative (non-Hermitian) 

cooling interaction. 

It is important to remember, however, that the possibility of introducing a noncon­

servative, dissipative force to particles in the beam by an external electronic feedback 

loop is cruciall y dependent on the finiteness of the number of particles in the beam. 

Stochastic cooling is the process of acquiring effective information regarding the phase­

space rllicrostructure of the beam (i .e. knoweldge about the preparation at any time of 

that particular representation of the ensemble of beam systems which actually represents 

the beam under process) in successive approximations and simultaneous application of the 

same information to the beam to induce cooling by generating suitable force fields appro­

priately in time. It is obvious that if the beam is infinitely dense, i.e. N ~ '" 

(fluid in phase-space) then there is no statistical fluctuations in a sample and hence 

no signal containing single particle information can be induced in the pick-up by the 

beam. Only information regarding the coherent motion of the beam as a whole would be 

obtained. We cannot then effectively use the feedback loop as an intormation processor 

of microscopic phase-space and we cannot induce any cooling. 

The process of information extraction can never be totally nondestructive. For a 

beam containing a large number of particles, this information is not available to us 

a priori unless one uses experimental devices as diagnostic probes to extract this 

information, which always disturbs the initial state, even if infinitesimally. In the 

process of information extraction, the senSing or probing device gains information, but 

always at the cost of heating up the system that is probed, whose entropy thus increases. 

Wi th minimal coupl ing and adequate observation time, 1 ike the practicall y non-destructive 

Schottky signal pick-up electrodes, one may be able to obtain information signals, 

extremely small in amplitude but precise enough to resolve small clusters of microscopic 

phase-space structure of the beam. The process will of course heat up the beam by finite 

but small amount. Once the information is available though, one can apply it back to the 

beam with large enough gain and right phase in order to compensate the heating induced 

in the act of information gathering and in addition cool the beam by a small but finite 

amount. This is what the stochastic cooling technique does. 
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A large amount of power is required to be fed externally into the feedback loop to 

amplify the extremely small signals derived at the pickup and to guarantee transmission 

of signals with sufficient energy density in the transmission l.ines required to produce 

electromagnetic fields at the kicker strong enough to affect single particle motion in 

the beam. This power together with the relatively insignificant anount of heat deposited 

into the loop from the cooling beam, is dissipated across a resistor (50-100 ohms 

typically). 

Since stochastic cooling is an entropy-reducing process for the beam of particles, 

it is tempting to formulate an information-theoretic approach to the process of stochas-

tic cool ing. We refrain from such an attempt in this report. 

4.2 The Cooling Interaction and the Two Fundamental Processes 

We seek to study in general fOf-m the nature of the interparticle interaction and the 

self-interaction induced among the beam particles by the stochastic cooling feedback 

loop. For high energy bean6 under consideration, the direct electromagnetic interaction 

between particles in the beam generally becomes considerably weaker than the interaction 

between these particles and the external elements in the environment (vacuum chamber 

~Ialls, localized cavities or resonators, probes or pick-up monitors etc.). Similarly the 

cooperative collective effects arising from the direct interaction is weaker than the 

collective effects that are coupled through the impedance or gain of the external ele-

ments and feedback loops. Moreover, interactions within the beam can only cause coupling 

between various degrees of freedom and a slow Coulomb diffusion or heating associated 

with the overall slowing of the beam. It cannot reduce the total phase volume. In our 

nodel of cool ing then, interactions beween the beam particles are always induced by the 

external feedback loop only. 

The set j = l, ... ,~ particles in the beam executing betatron oscillations trans­

versely and either free-streaming (coasting beam) or executing synchrotron oscillations 

(bunched beam) longitudinally, generate a snlall electromagnetic signal at the outport of 

the localized pick-up, which is then transferred to the kicker by a linear electronic 

transfer element with certain propagation or transfer characteristics. The kicker then 

produces a time-varying electromagnetic field, which is sampled by, say, the 

particle in the beam. 

.th 
1-

Thus an individual particle in the beam, as it passes through the kicker, sees a 

time-varying electromagnetic field, which can be described by a scalar potential ¢(r,t) 

and a vector potential ~(!:, t) in the general case. Since the vector potential A at 
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the kicker is derived from currents or velocities of all the particles j = 1, ..• ,N in 

the beam at the pickup, A is a superposition of N terms, each being a function of the 

corresponding velocity ~j. Thus the electromagnetic potentials sampled at the kicker 

by an individual particle, say the ith can in general be separated into two parts: 

,(a) a part depending on its own velocity l{i at the pick-up; this is the 

coherent selt-action, i.e. the dissipative part and (b) a fluctuating time-dependent 

part ¢ns, ~ns, whose time-dependence is governed by the velocities of all the 

other particles (j{~i) = 1, .•• ,N) and the propagation characteristic of the feedback 

s ys tern. 

It is important to recognize that one cannot write down an interaction Lagrangian 

ot;nt for a particle in an electroma!Jnetic field, if the potentials (J or A of the 

field depend on the velocity vi of the particle of interest. A closer look at a 

conventional derivation of £~nt of a charged particle in an electromagnetic field 

([40], [55J) makes this fact obvious (for velocity dependent ~, different gradient 

operators do not comnute). Such intrinsically nonconservative velocity dependent forces, 

arising not only from conventional velocity-dependent electromagnetic forces but also 

trom velocity-dependent electromagnetic potentials themselves, is a manifestation of the 

feedback from the dynamics in a space (radiation field space of the combined particle and 

teedback system) which has been projected out and no 'pqtential' formulation is available 

for them. Consequentl y they enter into the equations of motion directl y as nonconser-

vative driving force ternls, with no underlying Lagrangian or Hamiltonian. 

The intluence of the other part of the potentials bns , Ans can be described 

in terms of an interaction Lagrangian of the ith particle of the beam in this time­

varying electromagnetic field at the kicker due to all the other particles and is given 

by: 

:fi ;.ns( i (t) t) + .9.
c 

"i (t) • ~ns((i (t) ,.t) "'1nt=-q", r; '- (4. 2.1) 

where 
i i 

[~ (t),~ (t)J characterizes the orbit or traJectory of the i!!!. particle. 

Written in this form, it represents the interaction Lagrangian sampled along the particle 

trajectory. The interaction Lagrangian oe~nt for the ith particle as written 

above thus contains only the electromagnetic potentials or fields generated by all the 

other particles j{~i) = 1, .•• ,N in the beam and not the field generated by the particle 

itself. It describes the inteaction between two different particles i.j (ij,j) for 

fixed and j summed over l, .... f'l, but not equal to i. In other words. it 
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describes the interaction of a given particle in the beam with all the other particles 

through the feedback loop. Since it is based on a lagrangian, the corresponding force 

can be derived from a suitable derivative of the interaction potential. This is the 

fluctuation Schotty noise interaction and should obey, according to the previous argu­

ments, Hamiltonian dynamics based on the pseudo-lagrangian (or Hamiltonian) given by 

(4.2.1). we wish to express the ~nt in terms of the particle cooroinates and 

velocities alone ofa.11 the beam particles, without any fiel~ variables. we thus need 

to express 

of the other beam particles. But first let us do away with the scalar potential which 

brings in considerable simplification. 

The electromagnetic potentials ~ and A are however not unique and defined only 

up to the addition ot the gradient (for ~) or the time-derivative (for ~) of an arbitrary 

function -- the gauge function A(r,t). The nonuniqueness of the potentials gives us the 

possibility of chosing them so that they fulfill one auxiliary condition chosen by us. 

In particular, since we are not concerned with n,anifest Lorentz covariance of the elec-

tronlagnetic field, we can always gauge away the scalar potential to zero ¢(r,t) = 0 for 

all space-time, if we chose a gauge function A(r,t) that satisfies 

or 

1 aA (r., t) 
- = ¢(r.,t) 
c at 

t 

lc(r.,t) = c f ¢(r.,t') dt' 

o 

This gauge in which Mr,t) = 0 is the so called 'radiation gauge'. Thus the 

scalar potential is not really a dynamical degree of freedom. For a source-free region, 

we can impose the addi tional constraint V· .i\(r::, t) = O. This gauge in which ~ = 0 and 

V • A = 0 is known as the 'radiation Coulomb gauge' or 'transverse gauge'. Thus in a 

source-free region the longitudinal part of A and the scalar potential are really not 

dyna~rical degrees of freedom. For the purpose of this illustration, however, we need 

only chose the radiation gauge where ¢ = u, so that we do not have to talk about scalar 

potential at all. The interaction Lagrangian then takes the form 
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where the subscripts and superscripts mean various spatial components of the vectors v 

and A and summation over the repeated indices (a) is implied. 

P;'k~9!P( ;~ iiC, [>::::===~ 
J .~ e I~(tl. !.i(t') I t - t' I 

[!J(t'); ~J(t')l A( ri(t); t) 

vi (t) 

XBL 827-7071 

Interaction through the Pick-Up-Transfer Element-Kicker Feedback Loop 

Fi g. 10 

But the vector potential field 8ns (r,t) at the kicker is generated by the cur­

rent of all the beam particles j = 1, ... ,N (Hi) at the pick-up (Fig. 10) and is given 

by: 

t 

ti,ns(r.,t) = f dt'J d
3
r' g(r.,r.'lt-t') • s.Hr.',t') 

_ 00 

or 

t 

A~s(r,t) = f dt'J d
3
r' Daa(r,r'lt-t') Ja(r',t') 

_00 

where 

and summation over the repeated indices (13) is impl ied again. 

by the propagator or Green's function Daa(!':,r' It-t') which describes the propagation 

of signals frolll (r',t') to (r,t) through the feedback loop. The explicit forrll of 

Daa depends on the particular structure of the external feedback loop. 

If ri(t) " {&i(t),Xi(t),zi(t)) are the longitudinal angle and transverse beta­

tron co-ordinates of i!!:!. particle, then the particle sees the interaction fields 
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only when 9
i (t) '" 9 k + 211n (n '" O,±1,±2, ... ) since the kicker is localized at 9 '" 

Also particle currents are generated at the pick-up only when 9
i (t') 

9 p + 211m (m '" O,±1,±2, ••• ), since the pick-up is localized at 9", 9 p • we thus have: 

and 

= i .[o'lt)-Ok-2,,] I dt'f "c' O·'(c'lt),C'lt-t') J,lc',t') 
_00 

Ja(r',t') '" q #1 v~(t') o[r'-rj(t')] j~oo o&j(t')-9p-211m] 

Hi 

and the interaction Lagrangian or potential due to all the other particles j = 1, .•. ,N 

(j~i) can be written as: 

where 

we have extended the range of integration to +00 at the upper limit by assuming the 

Green's function to be causal, i.e. 
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Not i ng that qv i (t) j i( t) is just the ex th component of the current due 
ex ex 

to the ith particle at time t, we can write the effect of j on i, V(i,j) as 

fo llows: 

v (Htl ,j(tl) "i r dt' [{ I .[. ;(tl-<>k -2,"] I· M; j(tl t' 1 . {I · &j(t' 1-'p-2,m] I] 
(4.2.2) 

where 

(4.2.3) 

The delta tunction to the far right in Eq. (4.2.2) corresponds to the signal derived 

at a pick-up localized at e = e p 
from particles j(j,i) = 1, ••• ,N at each revolution 

(m = 0,1,2, ••• ) and the delta function to the left in (4.2.2) corresponds to the 

'sampling' of the signal at the kicker localized at e = sk by particle 

revolution (n = 0,1,2, ••• ). ~nt given above involves prOducts like 

at each 

. i . j 
JaJS = 

2 i j 
q vavS where a = 1,2,3 represent the horizontal betatron, vertical betatron and lon-

gitudinal coasting or synchrotron degrees of freedom respectively and generally repre-

sents the full three-dimensional cooling with coupling between all degrees of freedom. 

For cooling in anyone dimension with no coupling to other degrees of freedom, we have 

Mij = j~Daaj~ = q2v~Daav; with no summation over a, where va could represent anyone 

of x, z and e corresponding to transverse betatron or longitudinal (coasting or 

synchrotron oscillation) velocities of the particles only. 

We can visualize the term described by (4.2.2) and (4.2.3) diagrammatically as cor-

respond i ng to the scatteri ng of the two part i c 1 es and j (ifj) with currents 

and where the interaction is mediated by the propagator 

determined by the Green's function of the feedback loop [39] (see Fig. ll(a) below). 

As we have mentioned before, the above does not inclUde the nonconservative coherent 

self-force, which is the component of the interaction that induces real cooling. There 

is no underlying Larangian for this self-action, because the corresponding vector poten-

tial A is a function of the particle's own velocity ~. This self-action can only be 

included in the equation ot motion as a dissipative force. The self-action can be visu-

alized diagrammatically as in Fig. l1(b), where the particle interacts with itself 

through the transit-time matched propagator G(ri(t),ri(t')lt-t') 
~ -. - (giving rise to 

an instantaneous interaction of the particle with itself at the kicker). 
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We have thus outlined two fundamental single-particle processes involved in a sto-

chastic cooling system -- the direct self-action effect and the incoherent two-particle 

scattering effect. They are known as the coherent cool ing proess and Schottky heating 

process respectively. Accordingly the electromagnetic signal at the kicker is usually 

Propagator of 
interaction potential 

(a) 

Propagator of self·interaction 
force only 

XBL 827·7068 

(b) 

The Two Fundamental Processes in Stochastic Cooling - (a) Incoherent Scattering 
of Two Different Particles and (b) the Self-Interaction Force 

Fig. 11 

decomposed into a coherent cool ing si gnal depending onl y on the phase of the cool ing 

particle and an incoherent Schottky fluctuation or noise signal depending on the randomly 

distributed phases of all the other particles in the beam. We have given pictorial 

representation of the two processes in Fig. l1(b) and (a) for visualization and outlined 

the important distinction of non-Hamiltonian vs.Hamiltonian nature of the processes (b) 

and (a) respectivel y. 

In the next section we look at the explicit form ot the equations of motion arising 

from the d ynami cs descr ibed above. 

4.3 Harmonic Representation of the Cooling Equations of Motion in Action-Angle Variables 

We are interested in describing the ordinary classical mechanics of a system of 

interacting charged particles in the beanl with the aid of a Lagrangian (or Hamiltonian) 

and a nonconservative self-force which depend only on the coordinates and velocities of 

these particles at one and the same tine. Due to finite velocity of propagation of 
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electromagnetic interactions (retardation effects), however, one must consider the 

Lagrangian density associated with the dynamical degrees of freedom of the particles and 

the fields together for a rigorous description of interacting charged particle systems. 

In principle then it is impossible to describe such a system rigorously with the aid of 

only the physical phase-space variables of the particles at the same time and no quanti­

ties related to the infinite number of the degrees of freedom of the fields, except in 

the 1 imit of infinite propagation speed of interactions (classical mechanics with instan­

taneous interaction i.e. no retardation) or under low-order relativistic effects only 

(classical Darwin Lagrangian up to order (v/c)2 ([55J, [63J)). 

Retardation of the propagation of interaction is essential for stochastic cooling; 

however, the necessary retardation is a very special one, name1 y the one that is matched 

to the transit time of the particles between the pick-up and the kicker. This special 

retarda ti on (ph ase-sh ift in the feedback loop), together with the spatially 1 oca 1 i zed 

nature of the interaction (particles interact effectively only when they pass through the 

local ized kicker) allows us to write down, in the adiabatic approximation of slow coo1-

ing, a Lagrangian for the two-particle scattering interaction and an instantaneous non-

conservative self-force, discussed in Section 4.2, in terms of particle coordinates and 

rromenta at one and the same time. In this picture all the particles interact with each 

other conservatively and nonconservative1y instantaneously at a localized region in space 

(at the kicker) and discretely in time. 

Following the single particle orbits introduced in Chapter 3, we can represent the 

unperturbed coordinates and velocities of the ith particle in the frame of the beam 

in terms of action-angle variables as 

ri i (1 i wi) r a a a' a 

(a 1,2,3) (4.3.1) 

vi i (1 i wi) v a a a' a 

where 

{r ~L=I'2,3 (xi ,z i, ® i) 

{v~}a=I,2,3 (' i • i ® i) x ,z , H 



and 

In this action-angle tormulation, the 

angle variable ljii 
ex 

with period 21T. Hence 

and r i 
ex 

£~nt 
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are periodic functions of the 

and V{i ,j), introduced in 

Section 4.2 (Eq. 4.2.2) are periodic functions of Iji: 
write a Fourier-series decomposition of ~nt and 

and ljij 
B 

V{ i ,j) 

separatel y and we can 

in terlTis of harmonics 

of Iji! and Iji~. 

Referred back to the 1 aboratory frame, the action-angle tranformations for the two 

transverse betatron oscillations remain the same for both coasting and bunched beams. 

Longitudinally, however, the synchrotron oscillations in a bunched beam in the laboratory 

frame are described by equations, transformed from Eq. (4.3.1), as f?llows: 

(4.3.2) 

where the tirst terms on the right-hand s ides represent the tree-streaming parts of the 

orbits in the 1 aboratory frame. Here is the angular velocity of the reference 

synchronous particle in the r~ bunch (r 1,2,3, ••• ,h where h = harmonic nurroer 

of rf cavity), characterized by its initial phase or azimuth e~ in the storage 

ring. In Eq. (4.3.2), can be any particle in anyone of the h bunches (r = 

1, ..• ,h) that the storage ring can ideally store within its circumference. we are thus 

considering h identical stationary bunches, each containing j = 1, •.. ,N particles 

within the storage ring. The total nurrber of particles is then (hN). 

We can write a general Fourier series representation of the periodic o-functions in 

Eq. (4.2.2) as follows: 
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where we have used the orbits in Eq. (4.3.2). Using (4.3.1), (4.3.2) and (4.3.3), we can 

write for ~~~ defined in Section 4.2 the following: 

+00 

= L f dt' V(li,r{t),!I!i,r{t); Ij,q{t,),pj,q{t')lt-t) 
jUi )=l, ••• ,N 

q=l, ••• ,h 

+00 

= L L L f dt' 
j ( Ioi ) =1, ••• , N n n' 

q=l , ••• , h - - -00 

where 

Von' (l i,r (t); l j,q(t') It-t ,) 

(+oo) i{h t+1T\ol t') -i{£ek+me) i(£e°+meO) 
= LL e 0 0 e Per Q 

JI, m 
( -00) 

(4.3.4) 

• V~~'(li,r(t); Ij,Q(t')!t-t) 

(4.3.5) 

In Eq. (4.3.5), {;,(!i,r(t); !j,Q{t')lt-t') is defined as the conlponents of 
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. ®j,Q(. .)] _elm JJ,Q(t'),ljiJ,Q(t') 

in a harnlOnic Fourier series decomposition in the periodic angle variables ~i,r(t) 

{1ji~,r(t)L.=l,2,3 and ~j,q(t') = {1ji~,q(t')}I3=1,2,3 with period 211. Here each of 

nand n' denote a triplet set, ,n:: (n
x

,n
z

,ll) and n' :: (n' n' II') of horizontal - x' z' , 
betatron harmonics (nx,n~), 

synchrotron harmonics (11,11') 

vertical betatron harmonics 

of the particles and 

i in· 'I,i 
~ .!l' (t) in e - >: for harmonic !l is given by 

L 
a=1,2,3 

L 
a=1,2,3 

where 

j 

(n ,n') and 1 ongi tudi nal z z 
respectively. The phase 

is the set of horizontal and vertical betatron and longitudinal synchrotron oscillation 

frequencies of the i.!!:!. particle. For linear transverse betatron oscillations 

described by horizontal and vertical betatron tunes Qx and Qz, this phase becomes 
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neglecting chromatic corrections to the tunes Qx' Qz' given by Eqs. (3.7), due to 

longitudinal energy variations arising from synchrotron oscillations in the bunch. 

as given by Eqs. (4.3.4) and (4.3.5) 

(wo.®j), (®i. wo) 

involves products 1 ike and 

and for the longitu-will con ta i n terms (wo• Wo ) , 

dinal part involving v~ v~ only. we are often interested in terms which are only first 

order in ® fwo' in which case we neglect the ® i .®j term. we note that ® 0: 

2 
ws(J) and in real storage rings ws« Wo (w s - .001 Wo typically) and (wsfwo) 

is a very small quantity indeed compared to (wsfwo). Also the term involving the pro-

duct (wo ·wo) can on 1 y affect the gross macroscopi c motion of the bunch as a coherent 

whole and is ineffective in influencing the microscopic motion of smaller samples of 

particles in phase-space individually. In real cooling systems effort is made to sup-

press this term as much as possible by a careful deSign of the feedback system (notch 

filter for example) so that it exhibits zero gain or minimum transfer of signal corre­

sponding to frequencies Q = nwo (n an integer) which are harmonics of the revol ution 

frequency of the central reference particle, but still allows other particles with revo-

lution frequencies distributed around Wo to experience tinite gain corrections and 

to cool towards the velocity center Wo of the beam. 

We observe that 

= II (4.3.6) 

where ~j,q(t) wj,q t + ~~,q according to (3.33). With the aid of Eqs. (4.3.5) 

and (4.3.6), we can then write (4.3.4) as 



I,/Ii .r 
""'int L LL 

j(I<i)=l ••••• N !l 0.' 
q=l ••••• h 

52 

(4.3.7) 

We now assume an adiabatic slow cool ing process so that in the interaction we can 

use the approximation !(t) = l(t') in the time-scale in which the frequency spectrum 

of the interaction is established. Usually the frequency spectrum gets established on a 

fast time-scale of typicall y a few hundreds to a thousand turns while actual cool ing 

becones noticeable much more slowly in several thousands ot turns. with this slow cool­

ing approximation and a change of variables to T = (t'-t) the integral in Eq. (4.3.7) 

becomes J"ust the Fourier transform of Vl',ffi (Ii ,r Jj ,ql T) in frequency defined by: 
!l!l' - '0 

v~~, (li,r; lj,qln) = J dT e- inT v~~, (li,r; Ij,qIT) (4.3.8) 

-00 

We can then write the interaction Lagrangian in Eq. (4.3.7) as 
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(4.3.9) 

we note that in addition to the translation-invariant part of V(i r(t),jq(t')) depending 

on 1: = (t '-t), which allowed us to use the Fourier transform in (4.3.7), we also have 
ikwo t 

a rapidly oscillating part e which depends periodically on the tirre t at 

which the interaction is considered. In order to obtain an interaction describing the 

slow tine-evolution in terms of the coordinates [~(t),~(t)] 

time-dependence we now average over the fast periodic 

alone with no explicit 
ikwot 

t i rre-dependence e 

arising from the periodically discrete interaction with the pickup and kicker of the 

feedback loop. This long tine averaged interaction Lagrangian is obtained by setting 

k = 0 in (4.3.9) and we get 

(4.3.10) 

where 

( ) 

-too H (9 -9) - i £, (9
0
_9

0
) f I ) vnn ' l.i,r; l.j,q = tEoo e p k e q r v;~~\l.i,r; lj,q Q'Ol!lj,q+tw

o 

(4.3.11) 

Equation (4.3.11) describes the interaction potential between the particle in the 

r~ bunch and particle j in the qth bunch in the storage ring. For cool ing of 

a s ingl e bunch, and the extra indices q,r and the sum over q = 1, ... ,h 
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can be dropped and Eqs. (4.3.10) and (4.3.11) for a single bunch with j = 1 ••••• i •.••• N 

particles become: 

(4.3.12) 

where 

(4.3.13) 

We note that only the, particle coordi'nates [!i(t).]t'i(t); !j(t).!I!j(t)] at one and 

the same time t enter in the interaction potential or Lagrangian given by Eqs. (4.3.10) 

or (4.3.12). According to classical Lagrangian or Hamiltonian theory in canonical vari­

ables (action I and angle 2 in this case). we can write the contribution to the force 

on a particle due to another particle j" i in the Hamiltonian form 

and 

where 

aV(i.j) 
a.!l!i 

r ~ iJ J' = tl (i • j) - + a V ( i • j ) L - al i 

(4.3.14) 

(4.3.15) 

No such potential exists for the self-action force, which induces real cooling. We have 

to enter this self-action in the equations of motion directly as a nonconservative force 

and not as the derivative of a potential. However, we can put the descriptions of both 

the conservative Hamiltonian interaction with other particles and the non-conservative 

self-interaction on equal footing by using the generalized action and phase force §(i,j) 

and ~(i ,j) on particle i due to particle j as the basic physically defined quan­

tity, which formally goes over to the nonconservative self-action force under the sub-

stitution j = i. We thus write: 

[
_ aV(i ,j)] 

a!l!, " 
1 J=l 
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[~i]. ; .I:l(i.i) ; .I:l(i.j) I ; [aV(i .j)] 
1 . . al. .. 

J;l 1 J;l 
(4.3.16) 

The complete system of equations of rrotion for the set of 1 ••••• N particles includ-

ing self-forces and mutual interactions is thus given by 

N 
L .G(i .j) 

j("i );1 

aV(i,j); J/li + .I:l(i.i) + 

al i 

N 
L .I:l(i.j) 

jUi);1 

(4.3.17) 

The motion under the intluence of all the other particles is thus described by a tirre­

dependent Lagrangian or Hamiltonian. where the time-dependence is governed by the rrotion 

of all the other particles j(t}, j; 1 ..... N (Hi). The corresponding tirre-dependent 

potential is thus given by 

V(ijt) t V(ijj(t)) 
jUi)=1 

(4.3.18) 

We will see 1 ater (Chapter 6 and Chapter 9) that the single particle damping rate 

for action' due to the nonconservative'self-force in the absence ot interaction vlith other 

particles is given by 

(4.3.19) 

for damping on the slow tirre-scale 1 determined by an average < ... > over the fast 

oscillation phase \jJi of the particle i (characterized by frequency ~). Both 

:1 
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the direct interaction (scattering or ~chottky noise diffusion) with other particles and 

the cooperative collective effect between particles tend to reduce this damping. 

We see from Eq. (4.3.13) that the spectrum of interaction harmonics determining the 

cooling process generally consists of frequencies 

no = Jl.w + 0 • ~(l) )(',11 0 

or 

n = Jl.w + n w {I } + nz wz{Iz} + \lWs(J} JI.,nx,nz,\l 0 x x x (4.3.20) 

where and ).I are integers _00 < JI.,n ,n ,).I < iw. For linear transverse 
X Z 

betatron oscillations, we have 

n = IJI,+ nxQx+ nzQ z) Wo + ).IWs(J} JI.,nx,nz').I , 
(4.3.21) 

where Qx and Qz are the two transverse betatron tunes. For longitudinal cool ing 

it i s on 1 y the n JI.,O,O,).I and for transverse cooling with linear dipole pick-ups and 

kickers it is the nand n that are useful. Equation (4.3.21) JI.,=l,O,).I JI.,O,=l,\l 

describes the frequency of the general revolution-synchro-betatron 1 ine (JI.,n ,n ,).I) in 
x z 

the single particle Schottky spectrum generated at the pick-up and analyzed by a spectrum 

anal yzer. 

The dependence of in (4.3.13) on particles j and i.e. on 

the 'kicker' and the 'kicked' particle variables separate in most physical cases, since 

the pick-up and kicker are macroscopically separated in configuration space. Then the 

funct i on a 1 dependence of on the actions Ii can be factored with 

good accuracy into the separated variable form as follows: 

and 

~ eiJl, (9k~r) KO(l") ° J' -( J') 
L. "~P~~(l ) 0 Jl.wo+O'·1Il 

JI.=-oo 
(4.3.22) 
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We note that written in the form of a harmonic decomposition in action and angle 

variables, the interaction is naturally expressed in terms of oscillation action and 

angle of particles within a bunch in its own frame of reference. In this frame the bunch 

is macroscopically stationary (at rest) and periodic revolutions through the feedback 

system manifest as rapidly oscillating periodic time dependence of the interaction as 

experienced by a particle in the bunch. The slow long time averaged interaction between 

two particles with actions ! and I' in the bunch frame in the angle harmonics !! and 

n' in phase-space, will have an effective infinite sum over all the revolution harmonics 

~, describing a continuous smooth interaction in time between the particles at pick-up 

and kicker, with no wild fluctuations due to discr:ete passages through pick-up and 

kicker. The "eftective interaction" seen by a particle in a bunched beam, as given by 

(4.3.22), thus contains the correlated Schottky signal strengths P~~(I') and the 

sampling oscillator strengths K~(!) and the transter function OUt) at the harmon-

i cs It = ~W +n '. w' 
0--

summed over all the revolution harmonics We wi 11 exp 1 i c it 1 y 

derive this correlated structure of the effective interaction for longitudinal and trans­

verse bunched beam cooling in Chapter 6. This enhanced effective gain experienced by a 

particle in a bunch has significant effect on its cooling rate, as we will see later. 

The situation is quite different for continuous'coasting beams, where the revolution 

harmonics become part of the oscillation harmonics described by frequencies It = ~W + 
o 

n W (I ) + n W (I ) = n • W xx x zz z where n = (n ,n ,~). 
x z 

The laboratory frame is a natural 

frame for a description of coasting beams in action-angle variables and the full poten-

tial separates in !,!' as 

(4.3.23) 

where !!' ~ = ~wo + nxwx(Ix l + nzwz(Izl, with no summation over ~, which becomes part 

of the harmonic n. This is an essential difference between the cooling interactions 

experienced by particles in coasting and bunched beams. 

In practical feedback systems, the electrodynamic interactions between particles is 

most conveniently described in terms of impedences, admittances and transfer functions 

of the pick-up-amplifier-kicker loop. These electrodynamic quantities relate the parti-

cle currents or charge densities at the pick-up directly to the voltages or electromag-

netic fields at the kicker which determine the forces on the particles. Hence we need 
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not talk about the potential V{i ,j) at all. Instead we use the equations of motion 

(4.3.17) in terms of the generalized forces G and H which are easily computed in 

terms of the lumped parameters (impedances, gain, etc.) of the electronic feedback loop. 

Such a description also has the desirable property of putting both the conservative 

forces from other particles and the nonconservative self-force on equal footing based on 

generalized forces. From now on, we will then employ the following equations of motion 

in general form to describe the cool ing dynamics: 

{4.3.24} 

where the summation over j now includes the j term. Note that § and ~ are 

vector Quantities now, with components in all three directions x, z and e in gen-

eral and are functions of the full three-dimensional action and angle variables 

qi,pi; !j,~j) of the kicker and kicked particles. Equation (4.3.24) then describes a 

cool ing interaction for action and phase that couples all three degrees of freedom of the 

system,and in its general form thus applies to the case where the pick-up sensor derives 

signals involving all three degrees of freedom of the particle inducing the Signal and 

the voltage or electromagnetic field at the kicker, which in turn affects all three 

degrees of treedom of the cooled particle. The nature of the coupling between various 

degrees of freedom will determine the specific functional dependences of the various 

components G x,z,e and H x ,z,e on their argunents 

we will also use the general Fourier series representation of ~ and H in har­

monics of the periodic angle variables ~i ,1j;j as follows: 

{4. 3. 25} 
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we note that written in the form of Eqs. (4.3.24) and (4.3.25) with harrronic decom-

position into a general harmonic set {n .• n .\. the above describes not only the 
~, - J 

coupl ing between the degrees of freedom induced by cool ing but also general nonl inear 

pick-ups and kickers which detect and affect higher harnonics (In 1.ln I > 1) of beta-x z 
tron motion in addition to the first harmonic nx.n z = "'1 (corresponding to 1 inear pick­

ups and kickers detecting the dipole betaton signal and affecting the dipole morrent of 

th e be ta tr on os c i 11 at i on s on 1 y ) • 

we incorporate in this generalized torce forrrulation the conservative Hamiltonian 

nature of the interaction of a particle i with all the other particles j{#oi) = 1 ..... N. 

derived trom a time-dependent Hamiltonian or Lagrangian involving a time-dependent 

potential V{ilt). by demanding that the following Hamiltonian flow condition be satis-

fied for each particle: 

a~ i . [r -fW. il] = - a: i . [~i -lHi. ilJ 
or 

--,-a1a, • [ t .G{ i .j)] 
j{#oi)=l [ t I:Hi. j )]=0 

jU,i )=1 

(4. 3.2 6) 

In general again. we will also have the separated variable representation, analogous 

to (4.3.22) and (4.2.23). of G and H as follows: 

( ) 

+v, -iQ,{9 ~k) . 
Ga 1 1 " p Ka

o
·.Q,{l') o ·n. i; J = i..J e -

1 J 9_=-00 1 

(4.3.27) 

a = (x .Z.9) 

defining the effective interaction or gain for the action of particles in a bunched beam. 

with the inherent sum over the correlated revolution harnlonics Q, and 
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11 (i. j)_ -iR,(ep-&k) KI1 (Ii) 11 j-( 
GIl e • Pn.(1 ) G DJ.·lI/J.l n·D·' - . n1

· 
1 J J 

[Dj = (n;, n~, R,)] 
(4.3.28) 

11 = (x,z,e) 

for the action interaction of particles in a coasting beam. Note that the above decolTl-

position holds for each component 11 = x,z,e separately. Similar decompositions hold 

for the phase-interaction H~.n.(L;;Lj) 
-1-J 

a 1 so. 

We have lumped in the function pCL,-R,(lj) 
n. - the oscillation amplitude or action 

. ~ 

(!J)-dependence of the single particle Signal at the pick-up and also the oscillation 

Similarly the function KCL,R,(l i ) n. _ amplitude or action-sensitivity of the pick-up itself. 
-1 

contain the amplitude-sensitivity of the kicker as well as the dependence on amplitude 

arising from the sampling of signals at the kicker by the oscillator with its own ampli­

tude and phase. We will see in Chapter 5, 6 and 7 that for linear transverse dipole 

pick-ups and kickers (n ,n = :1) with no coupling between degrees of freedom, the x z 
pick-up and kicker functions p(x,z),-R,(Ij Jj) and K(x,z).x'(Ii Ji) are simply 

±l,lJ x,z' ±l,lJ x,z' 

proportional to the amplitudes A = [21 ]1/2 of transverse betatron osci1la-
X,Z X,Z 

tions and are given by: 

p(X,Z),-R,(l j Jj) (X [21j J1/
2 

J i(_9?:-Q Y'-f2J j ) = Aj J ((-R,±Q )a j ) 
±1,~ x,z' x,z ~~ x,z x,z ~ x,z 

KiX
1

,Z),R,(l i ,Ji) (X [21i J1/2 J ((R,±Q )\f.!)= Ai J ((R,±Q )a i)· (4.3.29) 
,~x,Z x,Z ~ x,Z x,Z ~ X,Z 

for bunched beams, where J 
~ 

is an ordinary Bessel function of order ~. The corre-

sponding functions for pure longitudinal cooling of synchrotron oscillations with action 

J = 1/2 i are 

(4.3.30) 
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For coasting beams, the dependence on the transverse amplitudes or actions I for x,z 

linear dipole cooling remains the same. The factors giving dependence on the longitudi-

nal action J or momentum (energy) deviation are either constants (e.g. in notch fi lter 

cooling where dependence on longitudinal momentum deviation AP = P - Po arises 

solely from the filter transfer function G(Q = 9.w(p)), see [25]) or linear functions 

of the longitudinal action or momentum (energy) deviation (e.g. energy sensitiv~ pick-ups 

and kickers) as follows: 

P n( Jj) 1 + an(Ej - EO) 1 + aD~j - po) = 1 + o Jj 
D 

(4.3.31) 

K
n

, (J i) 1 + an,(E
i 

- EO) 1 + an' ~ i_pO) 1 + on' Ji 

The most general dependence of 

for coast ing beams for arbi trary 

px,z (Ij ) and 
nx ,nz x ,z 

KX'z (Ii) on I and I 
nx,Hz x,z x z 

harmonics (n,n) x z for spatially finite pick-ups or 

kickers is given by complicated integrals over Bessel functions whose arguments depend 

linearly on [21 ]1/2 
x,z and is discussed in detail in [g]. 

The Fourier series expansion of the interaction in phase-angle harmonics of the 

three-dimensional oscillations is ~xact and superior to the Taylor-series expansion in 

amplitudes Ar: = [2I~]1/2 and A~ = [2I~]1/2 
J J 

often used in the literature. Thus 
1 1 

for exarnple, we will see later in Chapters 5, 6, and 7 that the interaction harmonics tor 

longitudinal cooling of synchrotron oscillations are given by 

and goes over to the Taylor expanded form a~ a~' only in the limit ot 
1 J 

(4.3.32) 

ma. ~ 0 when one uses the small argunlent 1 i mit of Besse 1 funct ions. However since 
J 

the ampl itudes of the transverse betatron osci llations in storage rings A = A x,z 1 

are small in comparison with the effective transverse aperture R 1 of the n,ach i ne, the 

two expansions are the same to within terms The harmonics is 

thus proportional to the corresponding power of the amplitudes of the transverse oscil­
. n1 /2 . n1.'2 

lations (Ill (IiI . 
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The function ~(n) in Eq. (4.3.27) unambiguously characterizes the complex gain 

(amplitude and phase) as a function of frequency -of the signal transfer line connecting 

the pick-up and kicker, including amplifiers, etc. It includes transfer functions of 

filters and cables and the amplifier gain itself, all characterized by a net electronic 

gain gIn). In addition G(n), the total electronic gain, also contains a factor asso­

ciated with the delay 1 in the transfer line given by 

T(n) (4.3.33) 

so that 

-i n !. 
G(n) = gIn) T(n) = gIg) e c = gIn) e-in1 

where L represents the total electrical length of the system. we then have for G 

appearing in (4.3.27) the following: 

Typically the delay is set to be the same as the transit time between pick-up and kicker 

of a reference particle in the beam with angular revolution frequency wo' i.e. 

( 4.3.35) 

Thus 

(4.3.36) 



The factor exp[-H(E\-&p)] is cancelled by the factor eXP[H(9 k-&p)] 

Eq. (4.3.27). For linear transverse dipole cooling i'n one dimension, Z 

and n
j = :1, so that we are left with a phase factor of 
Z 
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appearing in 

say, 

(4.3.37) 

corresponding to the phase-advance ¢jpk 
Z 

ana ljijpk 
s of the betatron ana synchrotron 

oscillations of particle j from pick-up to kicker. There is an optimum choice of these 

phase advances for effective cooling. 

Single particle cooling for action, ii is obtained from (4.3.24) and (4.3.25) 

by set t i ng j = i and taking the long time average yielding n, = -no 
-J -1 

(see 

Eq. (4.3.19)). We thus obtain 

dI~(T) 
-d-T-= 

(4.3.38) 

for cooling of betatron oscillation in z-direction only. from the prescription 

1[_ a v (i i j )], .) 
\ a!J! J=l 

(4.3.39) 

we observe that we obtain a multiplying factor of (-inz ) in <G(i,i» when we take 

the derivative of the potential. Thus we can write: 



i[+()!pk _\l1jJ!Pk] 
e 

Let us set xi = arg[K(±)(i)'g(±)(i)'P(±)(i)] in Eq. (4.3.40). Then 
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(4.3.40) 

(4.3.41) 

I~e now assume that the synchrotron oscillations are much slower than the revolution times 

and the betatron oscillations, so that the synchrotron phase-advance of part i-

cle between piCK-up ana kicker is negligible: 1jJi pk "" O. Moreover we assume that 
s 

i lJWs «wo for the highest synchrotron harmonic contributing within the bandpass of 

the feedback system so that lJ1jJi pk "" 0 also. We will 
s 

see 1 ater in Chapter 14 that 

this is indeed the case for rea 1 i st ic cooling systems. The optimum compensation of 

phase in (4.3.41) give the solutions 

¢ipk 2n+1 z = -2- 11, n = 0,2,4, ••• tor xi = 0 

¢ ipk 2n-l 
z = -2- 11, n = 2,4, ... 11 • (4.3.42) 

Thus by adjusting the electrical phase-shift of the feedback system to corre~pond to a 

betatron phase-advance of an Odd multiple of 11/2 between the pick-up and kicker, we can 

compensate for the betatron phase advance ~ipk optimally. Note that this optimal com­z 
pensation can only be achieved ideally for a Single frequency w

j = w(lj, Jj) satisfyinq 
- - z 
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(4.3.43) 

There is a residual of uncompensated phase for other particles with different frequencies 

around w
j

• It is not possible to compensate simultaneously the phase-advances between 

the pick-up and kicker of all the particles unless they all have the same frequencies. 

This sets an upper limit to the frequency spread in the beam tolerable for cooling pur­

poses without introducing large phase mismatches between pick-up and kicker for all the 

particles, which degrades cooling. 

Finally, in the situation of cooling several bunches, we note that Eq. (4.3.11) 

describes the interaction potential between the particle in the r.!!!. bunch and 

particle j in the qth bunch in the storage ring. We assume that each bunch in the 

ring can be cooled separately independent of the other bunches by using suitable gating 

techniques. Indeed if the fields at the kicker last only for a length of time comparable 

to but no more than a single bunch duration, separate bunches will not feel each other 

through the feedback loop, but will only feel themselves. Such would be the case if the 

interaction harmonic 

g(n= n'· wj,q+ £w ) 

(i.e. the gain or transfer function 

- - 0 
of the feedback loop, which is embedded in G£'~£) is fairly tlat nn 

or has almost constant value at the sampled trequencies n= £w + n'· wj,q for a 
o 

region IlI£1 in £ such that IlI£l;;' 211/Mi} = h where LIS = 211/h is the minilTlum 

separation in azimuth between two bunches. (This is easil y seen by noting that 

Eq. (4.3.11) contains the phase-factor 

constant v~~:t within (-£ ) m 
and 

2lSin[9m (q--r)lIS]] which has significant values only when 
[ (q-r) LIS 

1 
(q-r) .;;; h and decreases rapidly to zero for Q,m > h 

exp[ -i £(q-r)Ml] and that for 

+£ 

{ -i t(q-r)lI9 
dt e 

-Q, m 

£ (q-r)lIs <211 
m i.e. 211 

~m < LIS 

with OSCillating phase). We 

therefore consider single bunch cooling only in this report. 

We will derive the action and phase equations of motion explicitly for the trans­

verse (dipole) and longitudinal cooling of bunched beams in the following chapters. To 

gain more physical insight into the cooling interaction tor bunches we consider now a 

simple example of a model cooling system, first studied by Derbenev and Kheitets [33] in 

the context of coasting beam cooling. 
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An example 

We consider transverse cooling of a longitudinally bunched beam under a model dipole 

cooling interaction [33] described by the potential 

V(i ,j) (4.3.44) 

between particles 

are the action and angle variables for the transverse betatron and longitudinal synchro­

tron oscillations of the i!!!. particle. The longitudinal synchrotron orbits are 

given by 

(4.3.45) 

In (4.3.44) g(9) determines the azimuthal distance of effective interaction between the 

particles and depends on the feedback loop. Periodicity in 9 implies a Fourier series 

representation 

g(9) (4.3.46) 

* and reality of g(9) implies g~ = q_~. With g(9) non-antisymmetric, the interaction 

given by (4.3.44) is then explicitly nonhermitian (V(i,j) * V(j,i)). Note that we are 

considering only the dipole betatron interaction n1 = :to I , which is sufficient for 

accuracies of the order of O(A2/Ri) when the amplitude A of the displacement from the 

equilibrium orbit is small compared to the dimension Rl (transverse) of characteristic 

apertures. Also since we are interested in slow cooling with large damping times, the 

interaction (4.3.44) is taken to be a function of only the phase-difference between par­

ticles (~i_~j), with the fast phases (¢i+¢j) averaged about. This is a good approxi-

mation when the relative frequency spread aw/w in the'beam is small, so that the only 

slow phase in ~i· pi - '!j • pj = [~l • ~iqi)_!!;~j(!j)]t + !:!i • lti(O)_ ~Si'j(O) corre­

sponds to ~j = ~i = ~ and is given by ~. [~i _ ~j]. The equations of motion in the 

transverse phase-space in the presence of cooling are written as 



where 

The self-action terms (j=i) are thus 

+00 

N 
L G(i ,j) 
j=1 

H(i,i) = 0 
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(4.3.47) 

(4.3.48) 

(4.3.49) 

(4.3.50) 

Thus the quantity g(O) = L gR, determines the single particle damping rate due to the 
R,=-oo 

self-action alone as tollows: 

(4.3.51) 

Interactions G(i,j) and H(i,j) with other particles j (j~i) will reduce this ideal 

damping rate. 

Using the identity [1J, 

-+00 

e ix Sin y = L.: J (x) e ilJY 

lJ=-OO lJ 
(4.3.52) 

where J (x) is an oroinary Bessel function of order lJ and Eqs. (4.3.45) and 
lJ 

(4.3.46), we find 
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(4.3.53) 

where 

(4.3.54) 

describes the effective interaction between the ith particle in synchrotron lTode 

and j!b.. particle in synchrotron mode Il'. We call th1s the "effective gain". 

For general particle orbits in arbitrary potential wells, we use the general action­

angle representation of the orbit 9(t) = wot + @(J,I/!) in synchrotron phase-space 

(J,I/!), by defining a suitable canonical transformation (@,@),. (J,l)J) as discussed 

at the end ot Chapter 3. Since I/! is a periodic angle variable, we can define an 

"orbit 

e it@ 
integral" o (Q"J) 

Il 
as the coefficients in a Fourier series expansion of 

in the variable I/! as follows: 

+00 
L 0 (Q"J) e illl/! 

Il=-OO Il 

where 

211 

Oil (Q"J) = ill f e H@(J, I/!)-i 1ll)J dlj; 

In particular, 

o (Q"J) 
Il 

JIJ(NZJ) 

Sin [~ (a-u)J 

2 2 [a - Il ] 

o 

2a 
11 

tor harmonic sinusoidal 
orbits as in (4.3.45) 

for a square-well potential 
well or bucket of angular 
extent 9

0 
in the ring and 

a = Q,t:o
) 

(4.3.55) 

(4.3.56) 

(4.3.57) 

The second orbit integral is derived in Appendix A. The "effective interaction" 

G ,(i,j), defined by (4.3.53), takes the following torm for general oscillatory IJIJ 
orbits in arbitrary potential well within the bunch: 
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(4.3.58) 

From (4.3.55) and (4.3.56) follows the following important properties of 0 (~,J): 
Jl 

* o (~,J) = 0 (-~,J) Jl -Jl (4.3.59) 

Note that for sinusoidal orbits ~iven by (4.3.45), (4.3.59) reduces to the special case 

(4.3.60a) 

and 

(4.3.60b) 

We can write the cooling interaction (4.3.44) and (4.3.48) for general oscillatory 

orbits (J,~) in synchrotron phase-space as 

V( i ,j) = L t+r ~ i i j j) i JlIjJ i +i Jl' IjJj e-*i9'>i +ir$j 
V(Jl,-*1)(jl',+1) I ,J ; I ,J e e 

(±) IJ lJ' 
\ -00) 

G( i ,j) L t+~ ~ i j i j) iJl~i+iJl'\j!j -*i9'>i +ir$j 
G(IJ,±1)(jl',+l) I ,J ; I ,J e e e 

(±) lJ lJ' 
(_00 ) (4.3.61) 

where 

(4.3.62) 
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which is of the form advocated in Eqs. (4.3.22), (4.3.27) and (4.3.29). ~e observe that 

in the bunch frame, all the revolution harmonics R, of single particle Schottky signals 

contribute in a correlated fashion to determine an enhanced "effective strength or gain" 

of interaction experienced by particles with different synchrotron modes within the 

bunch. 

4.4 Mixing and Correlations in Phase-Space 

In the simple model of transverse cooling of a bunched beam discussed in the example 

at the end of Section 4.3, we can rewrite the equations of motion for action and angle 

given by (4.3.47) and (4.3.48) as equations of motion for the transverse betatron ampli­

tude Ai{I i = 1/2{Ai)2) and phase ¢i as follows: 

dA i .j 
-=A 
dt 

d¢ i • i . ~ 11 . i j i j I Aj 
-dt = ¢ = w1{I') + ~ -2 S, n {(> - (> ) 9 (s - s ) -,... 

j=l A' 

In terms of the complex variables 

the equations ot notion, as follows from (4.4.1), are: 

N 
L g(i ,j) Xj 
j=l 

( 4.4.1a) 

(4.4.1b) 

(4.4.2) 

(4.4.3) 

where we have used the reality of g(i,j) = g(si-e j ) = g*(i,j). From (4.4.3) we obtain 

2 * * the time evolution of Ix. I = (x.x.) and (x"Xk) as follows: , , , 
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(4.4.4) 

- [9(i,i)+9(k,k)] (X i<)- j'lr,k [9(k,j) (XiX;) + 9(i,j)(X j<)] 
(4.4.5) 

we note that, according to (4.3.53) 

(+00) .. 
g(i,j) =I:I: G ,V,JJ) 

IJ IJ' Illl 

( -00) 

(4.4.6) 

Let us define 

2 1 N 2 
a = - ~ Ix I 

N f:l i 
(4.4.7) 

and a correlation function of particles and j in their (Il,v) Fourier harrronic 

modes in synchrotron phase angles as: 

(4.4.8) 

One can similarly define a three-body correlation function T ,(w (i),w (j),w (k);t) 
IlVA s s S 

and so on. 

Initially <XiX;> = 0 for i f. j and we see from (4.4.4) that Ix; 12 danlps at the 

* ideal rate 2g(i,i). However, we see from (4.4.5) that Re(xix
k

) becomes negative as 

cool ing progresses and degrades the overall cool ing rate. Thus al though we start with 

totally uncorrelated particles in the beam with transverse and longitudinal oscillation 

phases distributed randomly between 0 and 211, the teedback loop introduces negative 

correlations between particles, which grows in magnitude as a function of time, since 

teedback is a systematic non-random process. However, synchrotron frequency spread 
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between particles tend to mix and separate them and destroy these correlations. Two 

particles with different synchrotron frequencies ws(i} and ws(j} sl ip away from 

each other in their synchrotron phase (and hence in azirruthal relative coordinate) 

according to 

and 

(4.4.9) 

The competition between these two processes, feedback correlation and kinematic mixing 

determi ne the overall cool ing rate of the beam. 

Taking appropriate averages on both sides of (4.4.4) and (4.4.5) one obtains the 

time-evolution of <x~>, <x
l

x
2

>, etc. From (4.4.4), we see that the two-particle cor­

relations become important when 

(N-l) g C - g 
IJV IJV IJV 

2 
o (4.4.1O) 

i.e. when 
2 

C - 0(0 IN-I). 
IJV 

From (4.4.5) the ch aracteris ti c time (llt) associated 

with this value of the correlation is given by 

C 2 
~ e< 0 _g 2 
(llt) -~ IJV 0 

or ( 4.4.11) 

By the definition (4.4.8), synchrotron frequency variations will destroy correlations on 

a time scale given by 

i.e. 

(4.4.12) 
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where ;s = ~ [ws(i) + ws(j)J is the average synchrotron frequency of particles i and 

j and AW!j = ws(i)-ws(j) is the spread in the.ir synchrotron frequencies. For small 

spread Aw~j in synchrotron frequencies (Aws/ws« 1), the fast phase variation in 

(4.4.12) is provided by the Ws term which averages to yield 6 • The slow phase-
\IV 

variation then is given by 

i.e. 

\I • Aw • t - 1 s 

(4.4.13) 

Therefore two-particle correlations will be Significant when 

1 < 1 
(g N) -~s 

\l1J 

( 4.4.14) 

We can thus associate a small parameter £ with the relative strengths of correlations 

where 

(4.4.15) 

for small frequency spreads lIWs in the beam. with single-particle self-correlation 

two-body correlation is of 

or 1 arge 

1 ations 

For sufficientl y small g 
IJIJ 

£ « 1 and we can ignore correlations higher than the two-body corre-

(T - 0). 
IJVA 

This allows us to use a small £ expansion in the kinetic 

treatment of stochastic cooling in Chapter 9 (Section 9.2). 

The pararr~ter corresponding to £ for a coasting beam is [6J 

(4.4.16) 

For a bunch, glJlJ' the effective gain of the interaction, has an inherent sum over 

all the revolution harmonics (Eqs. (4.3.54) and (4.3.58)) and hence enhanced over the 

gain g of the feedback loop at a single harmonic only. Also the mixing factor 
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(IJIIWs) - R.(allW s ) < R.max(amaxllWs)« Xmax (llw) unless llwS - (llw/amax ) - Ws i.e. 

llw /w "" 1 corresponding to a coasting beam with revolution frequency spread llw = 
S S 

amax • Ws where amax is the maximum ampl itude of synchrotron oscill ations in the 

bunch. (Note that J (uT.J) = J (R.a) in Eq. (4.3.54) has significant values only up to 
11 11 

\I - ta for fi xed R.a. ) Thus the parameter t tends to be 1 arge compared to the 

parameter 6 for a coasting beam, leading to strong two-body correlations in synchrotron 

ph ase-space of a bunch. 

For large spreads in synchrotron frequencies or for values of \I such that 

\lllw Iw > 1, the fast phase variation in Eq., (4.4.12) is given by the first term 
s s-

involving which averages to yield 6 • 
\1,-\1 

Th e slow ph as e v ar i at ion th en is 

given by 

i.e. 

where wm is the maximum synchrotron frequency in the beam. The small parameter then 
s 

is gi ven by 

(4.4.17) 

( 4.4.18) 

where \lwm - R. llw tor an equivalent coasting beam with revolution frequency spread llw 
S m 

and R. the highest harmonic in the bandpass of the feedback system. 
m 

Thus for bunches with sufficiently large synchrotron frequency spread, the kinematic 

mixing factor is comparable to that of a coasting beam. However £ still remains 

deternlined by the enhanced effective gain gllll in the numerator in (4.4.18), which is 

a manifestation of the fact that particles in a bunch are forever correlated in such a 

way so as to be confined within the finite length of the bunch only. 
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4.5 Schottky Spectrunl, Sampl ing, Differential Equation for Oscill ator Response and All 

That 

In order to obtain the equations of motion for a single particle undergoing stochas­

tic cooling directly from single particle unperturbed orbits and the transfer character-

istics of the feedback loop, it is convenient to visualize the basic process in the 

following stages: 

(a) Particles in the beam set up a Schottky noise signal at the pick-up 

where I;: .(t) is the signal due to particle j given by 
-J 

w.(t) +00 ~ .) 
_J_ L 6 t _tJ,P 

271 £=-00 £ 
for longitudinal current signal 

(4.5.1) 

(4.5.2) 

for transverse dipole moment signal 

where are the times the particle j with angul ar velocity w. 
J 

is in the 

pick-up and q the charge of the particles. A Fourier representation of .!lP(t) 
N 

gives the Schottky noise spectrum ;;P(Il) = q L ~ (Il) of the beanl signal at the 
- j=l -j 

pick-up, as seen by a spectrum analyzer in the laboratory frame in the frequency 

(Il) doma in. 

(b) The signal /(t) is then processed by the transter line characterized by a 

linear transfer function G(t-t') and applied as the feedback signal 
"" 

" l dt' tIH ') ,lit) "q tIl dt' ~It-t') • "jlt') 

N 
L ~~(t) 
j=l 

(4.5.3) 
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at the kicker. A spectrum analyzer at the kicker will generate noise voltage or 

electromagnetic field spectrum (ik(n) =G(n) • ~p(n). We have already seen in 
- :::=:::: ...., 

Section (4.3) that the Schottky spectrum !JP(n) will contain in general the 

trequencies 

for all particles j = 1, ••• ,N and it is the gain function 

these frequencies that enters into the kicker signal d'k(n). 

evaluated at 

(c) An individual particle in the beam samples the signal at the kicker only when 

it passes through the kicker periodicall y at times n = 0,=1,=2, •.. 

The signal sampled by the i~ particle as a function of time is given by 

@i (t) = ~ ~K(t) a(t _ t~,K) 
n=-oo 

Thus 

dt I G( t-t ') 
"" 

(4.5.4) 

Note the similarity between this expression for the signal seen by .th 
1-

particle from all the particles j = 1 ••••• N in the beam and the interaction poten-

tial V(i.j) between particles and j as given by (4.2.2). Note especially 

the two periodic a-tunctions, one corresponding to particle j setting up a signal 

at pick-up periodically and the other corresponding to particle sampl ing this 

signal due to particle j at the kicker periodicall y in time. Note also the trans-

fer function sandwiched between them. 

(d) The sampled signal ~i(t) seen by the ith particle is effective in changing 

its oscillation amplitude. itt) has the frequency and phase information of all 

the particles in the beam including the information about the particle tha tis 

sampl ing the signal and acts as the driving ternl in the differential equation 
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describing the three-dimensional oscillations of the ith particle. The oscil-

lator response is thus given by the nonautonomous, nonconservative differential 

equation: 

(4.5.5) 

where {wa} = (wx,wz,ws ) and the explicit time-dependence on the right-hand side 

is given by the phase-space coordinates x.(t),; .(t) of all the other beam parti-
-J -J 

cles j(j,i) = 1, ••. ,N • 

The autonomous self-interaction part of 8 i
,0 (the coherent term), denoted 

C i ,o(x. ,;.), determines the real damping _or cool ing of the ith particle. 
-1 -1 

The nonautonomous or incoherent part of slJi ,a , denoted by 
i 0 • 

S ' (x.,x.; t), 
-1 -1 

describes the Schottky noise from other (jj,i, j=l, ••• ,N) particles and causes heating 

or diffusion. We thus have the decomposition into a coherent cooling term and a Schottky 

noise term as follows: 

(4.5.6) 

The differential equation (4.5.5) involving (x,x) can be transforned into equa­

tions for action and angle (la, tiP) (or equivalently amplitude and phase (Aa,lIP)) in 

the general form of Eq. (4.3.24) by various methods, e.g. method of averaging, method of 

multiple time-scales, etc. we will use the multiple tine-scales method in Chapter 6 to 

derive the action and angle cooling equations for bunched beam stochastic cooling. 

Detailed anal ysis of sampl ing and ampl itude-phase representation in the context of 

coasting beam cool ing is discussed in [6], [9J. In general, the sampled noise 

. • N. • • . .. 
i,(l(l$..,l$..;t) = L i,(l(l$.·,lS.;lS.,lS·) and the corresponding action noise G1,(lU\!l!1;t) = 

1 1 j=l 1 1 J J 

is not possible to obtain a differential equation for the time-evolution of <l > = a 

1/2 <A~> = 1/2 <lxaI2> alone, without involving higher moments of Ia like <la·Ie/' 

<la·Ia·Ia>' etc. Instead, one usually obtains a partial differential equation for 

transport in phase-space in the form 
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af(l, t} rA ] 

at = LD (I, f) f (I, t) (4.5.7) 

where fq,t} is the distribution function in action I of the beam and fi( L,f) is a 

partial difterentia1 operator involving derivatives with respect to ! (a/a!, a2/aI2, 

etc.) and depending on f(!,t} as well. Such is the case in general for longitudinal 

stochastic cooling of coasting beams [9]. In general Eq. (4.5.7) has the general form 

of a Fokker-P1anck equation up to second order in the strength of the cooling 

interaction. For the special case where Gi,a depends linearly on (li}I/2 and 
a 

(1~}1/2, however, e.g. for linear transverse dipole betatron cooling (Eqs. (4.3.29), 

(4.3.48), (4.4.1) and (4.4.3), an equation can be obtained for the time-evolution of the 

first 1T.0rrent <1> = 1/2 <A2> alone. For coasting beams with nonover1apping Schottky 

bands, this is given by [9]: 

or 

dd > 
w 

dt 
L 

n,(±) 

+00 

+ 1TNf (w) 
In ± 01 

+ 1TNf(w} 

In ± 01 

( 4.5.8) 

(4.5.9) 

where f(w) = I F(w,I) dI, 

D 

L f(w} dw = 1, F(w, I) being the distribution function of 

particles with revolution frequency wand betatron action I, 0 the betatron tune 

and g[(n±O)w] the gain of the feedback loop at the betatron harmonics 

The first term on the right-hand side in Eq. (4.5.9) arises frolTJ the coherent cool­

ing term Ci(Xi';i} and the second tern. on the right-hand side of (4.5.9) arises from 
i . 

the incoherent noise term S (xi,xi;t), as given by Eq. (4.5.6). 

Equations (4.5.8) and (4.5.9) for coasting beams are obtained by assulTJing the noise 

i ,a in E:.q. (4.5.5) to be determined from uncorrelated particle orbits or beam 

parameters. In a real cooling system, correlations among the beam particles introduced 

by the kicker, act to deform the noise spectrum or Signal i,a. This in turn leads 

to modifications of the cooling rate Eq. (4.5.9), as discussed in the next section. 
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4.6 Collective Signal Suppression - Cooperative Particle Effects 

A beam of particles undergoing stochastic cool ing is characterized by collective 

properties, generated by the inter-particle interactions induced by the feedback loop. 

The kicker fields introduce correlations between particle's arrival times and their 

phase-space coordinates. Such correlations are then propagated within the beam by single 

particle orbits. 

Quite generally, the collective dynamics is describable in terms of response funct­

ions or propagators o(r,r'; t,t') which describe how a disturbance f(r' ;t') centered 

around r' at tiwe t' in the six-dimensional phase-space of the beam propagate through 

the beam to the nei ghbourhood of the point r in phase-space at a later time t. The 

response is generall y causal for physical systems 1 ike beams and its structure depends 

both on the single particle orbits in the absence of interparticle interactions and on 

the nature of the interaction between particles. The specific form of this response 

function is sensitive to the boundary conditions of the system and causality generally 

imposes certain analytic structure on it in the frequency space conjugate to tiwe. 

It is easy to see from Fig. 12, describing the self-consistency between the stochas­

tic feedback loop and the 'feedback through the beam' loop, that the collective propaga­

tion through the beam leads in general to a shielding or suppression of uncorrelated 

single particle signals (i .e. kicker fields in the absence of kicker-induced modulations) 

by a factor dn), similar to the dielectric function of a medium. In presence of 

kicker-induced modulations, the total current at the pick-up is modified to 

(4.6.1) 

where Io(n) is the unperturbed Schottky current and >.(n) is the collective modulation 

to the current due to the ki cker. 

If the beam is described by a "system response function" O(n), then 

and 
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Thus 

G(g) Io(g) V~(g) 
[1 -G(g) • D(g)] = dg) 

(4.6.2) 

where 

1 - G(g) • D(g) (4.6.3) 

and (4.6.4) 

The beam Response Function D(g) has to be evaluated from the appropriate equation 

describing collective propagation of signals E!:. perturbations through the beam, usually 

the Vlasov equation for single particle distribution in phase-space. 

Beam 

D(m 

Pick-up Kicker 

vJ(Q) =G(Q) - I~(m 
= G(Q) [10 (m + A(m) 

G(Q) 

XBL 827-7044 

Collective Signal Suppression by Feedback through the Beam Response 

Fig. 12 

Thus in presence of collective correlations, the Schottky signal spectrum at the 

kicker is distorted from the spectrum with uncorrelated dynamics and this leads to a 

modification of the cool ing rate. For example the coasting beam cool ing rate, given by 

Eq. (4.5.9) for linear betatron cooling, is modified to [9] 

y = 1 d<Iw> = L 
w <T> dt (:) w n, {

_ g[(n±Q)w] + .!!:!!.hllg[(n±Q)w] 12{ 

c[(-n+Q)w] In± QI Ic[(n±Q)w]12~ 
(4.6.5) 
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in the case of non-overlapping Schottky bands, where the suppression factor E[(n±Q}w], 

as derived from a Vlasov analysis, is given by ([5], [6]): 

E[(fPoQ} .w] - 1 + N g[(-n±Q}w] I - jn±Q j . 
+ 

I1~O 

dw' f (w' ) 
11 ± i (w-w' ) (4.6.6) 

A more general expression for the signal suppression E{rI} at frequency rI including 

th e s i tua ti on of revo 1 uti on Schottk y-band over 1 ap and 1 oca 1 ized inter act ions, h as been 

derived by Bisognano ([8], [9]) and van der Meer [104] for cooling of coasting beams. 

Calculation of the collective response £!. the signal suppression factor for coasting 

continuous beams is simplified by the fact that the response of such a beam at an aximuth 

s' and time t' due to a perturbation at an azimuth e and time t, is invariant with 

respect to arbitrary rotations in azimuth and stationary wi th respect to arbi trary shifts 

in the origin of time, i.e. the response is a function of (e~') and (t-t') alone. 

Hence eigen-states or normal modes are plane or circular waves of the form 

(4.6.7) 

as long as the set (~,rI) satisfy a certain Dispersion Relation: 

(4.6.8) 

determined by the particular collective interaction under consideration, e.g. space-

charge, external impedances, feedback loops, etc. For spatially localized interactions 

(e.g. at a cavity or the kicker) one obtains a single scalar function E{rI}, involving 

sums over the revolution harmonics ~, that determines the normal modes through the 

condition 

E{rI} = 0 • (4.6.9) 

Collective response to an arbitrary density excitation ~O( ~,rI} - e i (~s-m) where 

(~, rI) do not satisfy (4.6.8) or to -0 PSk(rI) at a local ized region e = e k where rI 

does not satisfy (4.6.9), is a shielding effect described by 

'> 
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or (4.6.10) 

The collective response of iI bunched beam differ significantly from a coasting beam, 

owing to the spatial confinement property of a bunched beam and the topologically dif-

ferent particle orbits in a bunch. A bunch has a finite length and a nonuniform azi­

muthal density distribution in general. Hence a circular wave ei (R,9-Qt) is not an 

eigenstate, except under very special periodic boundary conditions. So we expect all 

the angular Fourier components to be coupled to each other, as depicted in Fig. 13 below, 

and the self-consistent propagation of perturbations pR,(n), to be desdribed in general 

by a matrix relation: 

or 

+00 

;R,(n) = 1: MR,k(n) ;k(n) 
k=-oo 

r-----.-------/ 

Self-consistency 
loop 

I 1 - M ([1) = E (!1) = 0 I 

[Pllmj[ : :l>~)[pmlml 
Dynamics 
of beam 

Bunched Beam Response 

Fig. 13 

(4.6.11) 

(4.6.12) 

P(O,t) 

XBL 827-7059 

where e(n) is a column vector involving {pR,(n)}x.=-oo, ••. ,+oo and ~(n) is a matrix 

{£R,k(rl)}X.,k=--o), ••• ,-+00 given by: 

or (4.6.13) 

- M(n) 
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Ei genstates or norfTial modes must satisfy the Dispersion Relation 

I I - M{~) I = 0 (4.6.14) 
R: ~ 

which is a condition for solution of (4.6.11) or (4.6.12) with non-zero ~(~). 

Eigenfrequencies are thus given by the roots of the infinite-order determinantal equation 

(4.6.14). For local ized interactions at a fixed azirruth e
k

, the matrix equation 

(4.b.11) translates into a coupling of the localized perturbation ;;ek{~) to all the 

revolution frequency translates Pe (~+kwo) in the following way: 
k 

( 4.6.15) 

This will be seen more clearly in Chapter 10. 

For stochastic cooling, one has an arbitrary initial excitation (incoherent Schottky 

signal of particles) :e0(~)::: {p~(~)}.R,=-oo, ••• ,+c., where n is in general not a root 

of (4.6.14). Thus the collective shielding or suppression of the original signal 
-0 
€ {nl 

is given by: 

or ~(~) ( 4.6.16) 

Calculation of the inverse of the infinite matrix e:(~) poses considerable mathefTlatical 

difficulty. 

A second distinguishing feature of a bunch which complicates the collective dynafTrics 

even further is the following: a bunch is most conveniently described in terms of 

action-angle variables (J,\jJ) in longitudinal phase-space, as outlined in Chapter 3. 

The natural "complete set" to describe disturbances in bunch phase-space is thus 

{\l'~}: p{J,\jJ; t) Y j~oo P\l(J; ~) ei{\l\jJ+~t) dQ 

-00 

(4.6.17) 

whereas the natural "complete set" to describe perturbations in configuration space of a 

storage ring is: 
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-too 

{R.,n}: P(9; t) = I R.~ pR,(n) ei(R.s+nt) dn (4.6.18) 

-00 

since the electrodynamics ~ the response of the external impedances, feedback transfer 

line, etc. to current perturbations is conveniently described in terms of response to 

single .frequency periodic circular waves 1R.,n:> - el(R.s-nt). This basic incompatibil­

ity is one of the major sources of the difficulty in solving for the collective dynamics 

of a bunch. 

Externally imposed disturbances, characterized by plane-wave states 1R.,n>, will 

be carried along by the intrinsically circular dynamics of particle orbits in a bunch 

ana projected onto the plane-wave states again, as demandea by self-consistency. Hence 

each ni<ltrix element MkR,(n) has an effective sum over the internal bunch harmonics \1: 

-I«> 

<R.lk> = L dl\1> <\1lb 
\1=-00 

The situation is pictorially represented in Fig. 14 below. 

Hence we expect 

Ik> 

~ e 

II> 

~o 
+00 

J.1 = _00 

J.1 = no. of lobes 

Coupl ing of Internal Bunch Modes (Synchrotron Modes) 
to External Electromagnetic Disturbances 

Fig. 14 

+00 

L Mt£(n) 
11=-00 

(4.6.19) 

( 4.6.20) 
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Rotation with trequency Ws in phase-space implies that ljJ(t) = wst + ljJ(O) and 

Fourier transformed in frequency, we thus expect 

M~~(n) to have simple poles at n = \lW s ' so that 

-too 

Mk~(n) L M~~(n) ( 4.6.21) 
\1=-00 

where Fk~(n) describes some kind of form-factor of the bunch in the coupl ing of waves 

ik> and ib throu~1 an internal phase state of harmonic \I. For nonlinear oscillation 

orbits with action dependent frequency ws;:: ws(J) we would have 

( 4.6.22) 

+00 

For localized interactions at a location an extra summation L would appear 
fTI=-oo 

within Mk£(n) to reproduce the delta function nature of the interaction. 

We will see in Chapter 10 that the exact form of ~k£(ro derived from a Vlasov 

analysis does indeed have the same structure as Eq. (4.6.22). 

It is important to recognize that the quantity £(n) determines the frequencies and 

growth rates of collective modes, excited by the feedback loop; through the condition: 

(4.6.23) 

The'tJamping or growth rates of these modes are determined by: 

( 4.6.24) 

Hence associated wi th any feedback system, there is a characteristic time-seal e: 

(4.6.25) 
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over which collective oscillations excited by the feedback loop would grow, if it had the 

appropriate phase. The situation is simil ar to beam instabilities induced by external 

elements. 

In the context of cooling, T~Oh could describe how fast the process of collec­

tive signal suppression is established in a beam with no frequency spread. 

For a beam \~ith non-zero frequency spread, however, one needs to take into account 

3-body correlations in order to have a correct evaluation of the coherent signal suppres­

sion time scale. Such an analysis requires a kinetic theory based on a hierarchy of 

correlations for the particles in the beam. (See Chapter 9, Section 9.2.) 

4.7 Various Time Scales 

The fastest frequency present in the systeol is usually the betatron oscillation 

frequency w = Q w where Qx,z is the tune and Wo the revolution frequency x ,z x ,z 0 

in the storage ring. Nothing significant happens to the beam in a single turn except for 

a j-ew betatron osci 11 ations. At the other end of the frequency scal e is the cool ing rate 

of the beam, y. We are considering a stochastic cool ing feedback system that gives rise 

to cooling on a slow time-scale \001 - l/y. Much before any cooling has occurred, 

there has been several betatron oscillations, the beam has made several turns, there has 

been several lon~itudinal synchrotron oscillations and the Schottky spectrum of the beam 

noise signal at the pick-up has been established. 

The synchrotron oscillation frequency Ws is usually much slower than the revo­

lution frequency Wo and yet we need quite a few of them in order to establish the 

synchrotron harmonic structure in the Schottky noise spectrum, before any cooling occurs. 

Typically synchrotron periods Ts correspond to thousands of revolutions. 

As discussed in Section 4.4, there is also a time-scale of mixing in phase-space 

corresponding to the 11th harmonic: 

tor olaxilTuol synchrotron ampl itude am in the beam. 

There is also the coherent damping tiole as discussed in Section 4.6, corresponding 

to the time-scale in which cooperative collective particle effects screen or suppress 

single particle Schottky signals. Typically this tiole-scale is given by [9] 
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where n is the nunber of particles that interact at a given time, ; .e. the nunber of 

particles within the system pass-band or in each sample handled at a given time by the 

T feedback loop and Geff ;s the total effective gain £!:. interaction strength experi-

enced by a particle. 

In our formulation, we are going to work in the following regime of hierarchial time 

or frequency scales: 

or 

Fast cooling schemes involving a time-scale of cooling faster than the synchrotron 

period so that the synchrotron band structure of noise si gnal does not get time to be 

established, is not a subject of this report. 
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5. SCHOTlKY SPECTRLM OF A BUNCH IN THE ABSENCE OF COHERENT MOOULATIONS 

we describe the longitudinal synchrotron and transverse betatron oscillations of 

particles in a bunch by the action-angle variables (J = 1/2 i ,ljI) and (I = 

1/2 A2,~) respectively. The longitudinal orbit of a particle i in the beam under­

going synchrotron oscillations is given by (Chapter 3): 

s.(t) = II) t + a. Sin ljI. (t) 
1 0 1 1 

where 

and 

The current at a pick-up located azimuthally at s = sp due to a particle j is: 

(5.1) 

We now use the identity (4.3.52). The current then is given by: 

(llf.) (+00) (+00) 
+ q -t- L L J (ma

J
.) 

m p II 
(-00) (-00) 
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The first term gives a spectrum of lines at the revolution harmonics Iful
O

' each 

one of which is accompanied by synchrotron satellite bands (an infinite number of them 

in principle) [Iful ±\lW (a.)] 
o s J 

whose strengths are gi ven by J (ma.). 
11 J 

The second term 

gives a set of second order synchrotron satellite bands at [ITw o ±(\l=l)ws (aj )] displaced 

by ± ws(a j ) from the first order bands and whose relative strengths are given by 

since synchrotron oscillations are usually much slower than the revolution time 

(aw
s

« wo). We thus neglect these second order bands from our analysis. The 

first-order longitudinal Schottky signal due to particle j at the pick-up is then 

The total Schottky current signal at & = &p due to all the particles j=1, ••• ,N 

in the beam is given by 

(5.2) 

Equation (5.2) gives us the time-donlain representation of the spectral form of 

rP(t), the longitudinal Schottky noise signal of a bunched beam at a pick-up. The 

usual form for unbunched (coasting beam) particles can be derived from (5.2) in the limit 

-+00 im(w .t-9 )+im&~ L e J p J 
ITI=-«> 

wnere Wj is the revolution frequency of the j!b. particle. 

(5.3) 

The tirst order transverse Signal of the j!b. particle is given by the dipole 

moment 
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where 

for a particle executing betatron oscillations with tune Q and amplitude Aj{t). 

The total transverse dipole signal at the pick-up is given by: 

N 
L d~{t) 
j=l J 

N (A.) (+oo) 
= L q ...J.. • f • LL 

. 1 2 0 J= m ~ 
=( -00) 

J {rrr'"Q)a. e 0 s J J J P 
{ [ ] 

i[(rrr'"Q)w +~w {a .)]t +i~ljJ~ +i~~ -ims 

~ J 

[ ] 
i[{m-Q)wo +~ws{a.)]t +i~\jJ~ -i~J~ -imsp} 

+ J (m-Q)a. e J 
~ J 

(5.4) 

It one wishes to include the effect of the machine chromaticity, the arguments of 

the Bessel functions are modified as [67] 

where s is the 'chromaticity' detined by: 

and -2 
n = Ytr - y-

2 is the "off-energy function". 

(5.5) 

Again, the usual form for unbunched particles can be derived from (5.4) in the limit 
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N (AJ.) +00 {i[(m+Q)W.t -me +t'l~+me~] ?: . q ~, fo L ,e ,J, P J J 
J=l ,2 m=-oo' 

+e J p J J 
i [(m-Q)w.t - me - t'l~ +me~]} (5.6) 

where Wj is the revolution frequency of the jth particle. 

As expected, Eq. (5.6) tells us that the Schottky spectrum of an unbunched beam 

contalns an infinity of betatron 1 ines each having a central trequency 

and a spread, due to momentum and transverse tuning dispersion, given by: 

W = (m±Q )w moo 

(5.7) 

For a bunched beam, the additional synchrotron oscillation transforms each of these bands 

into a central betatron 1 ine associated with an intinite set of synchrotron satell ites, 

spaced at the synchrotron frequency and intensity modulated by Bessel functions of 

increasing order. In a linear machine without ripple, the central betatron lines are 

sharp while the synchrotron satell ites reproduce the momentum distribution of the beam. 

The relative height of the satellites compared to the central line contains the informa-

tion about the machine chromaticity now. 

The single-particle longitudinal Schottky spectrum, as seen by a spectrum analyzer 

attached to the pick-up, is shown on the global frequency scale in Fig. 15(a). The 

splitting of each revolution band mwo into two betatron side-bands (m+Q)w o and 

(m-Q)wo for the transverse dipole signal is illustrated in Fig. 15(b). The detailed 

satellite band structure of each revolution band due to synchrotron oscillations is shown 

on a magnified scale in Fig. 15(c), for a revolution harmonic m = 20,000 and synchro­

tron oscillation amplitude a = .00112 radians in a bucket of maximUiTI length amax = 

.0014 radians corresponding to an example of a h = 2226 rf system for the Fermilab main 

ring or the Tevatron. 

The shape of the current spectrum due to a beam of particles is obtained by adding 

up the single particle contributions by taking the proper distribution of synchrotron 

amp 1 itudes 
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into account. The profi 1 e of the Schottk y band at a gi ven revo 1 u ti on harmon i c mwo 

should reserrble the projection of the phase-space distribution of the bunch along the 

velocity-axis and thus dupl icates the longitudinal velocity distribution of the bunch. 
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The Schottky spectrum (longitudinal) for a distribution 0* particles in a bunch at 

a given revolution harnlOnic is shown in Fig. 16(a) for a low harmonic nwo and in 

Fi g. 16(b) for a high harmonic R.wo (R.» n). 

-1 I 

I 
I 

I 
-2/ 

I': (UI 

\ inwo + /1Ws (a) 

1 , 
\ 
\ 
\2 

(n~1) 

I t 
: n=,lwo 

: n;" Iwo + /1ws(a) 

I I 
I- 'I n=lwo +/1ws(a) 

1/1 1 Ws (am) ~ I • am • Ws (am) = Iwo + /1 ""'5 (a') 

= I (dW)max 

(a) (b) XBL 827-7081 

Schottky Spectrum for a Bunch Distribution 

Fig. 16 

Since J (R.a) has significant magnitudes only up to II - la and falls off to 
II 

zero rapidly for II ~ R.a ~II(X)'- ~i- (~:r), 
II~ v2nll 

the side-band spectrum for a single 

particle of amplitude a extends up to II ~ R. a = R. • lIw ~ a l . 
Ws a 

For a distribution of par-

ticles as in Fi g. 16(a) and (b), the side-band structure extends up to 11m ~ R.am = 

• lIw(am) 
R. ws(a

m
} where am is the maximum synchrotron amplitude present in the bunch. With 

1 ine spacing ws(am), the width IImWs(am) = R.lIw(am} approaches that of the coasting 

beam case with lIw equal to the frequency modulation. 

For low revolution harnlonics we h ave around each n a line spectrum 

essenti all y (where the II th s ide-band has a width Fi g. 16(a)) rather than 
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a continuous band. Thus as compared to a coasting beam, the noise density at the side-

bands tends to be increased by 

until the side-bands overlap, i.e. r < 1. 
IJ ~ 

This noise concentration at the s ide-bands is however 1 imited to small revolution 

harmonic nunbers n and a few synchrotron side-bands IJ around each n. we observe 

that IJ (R-a)1 falls off to zero rapidly only for IJ > R-a :: IJ. Thus for large argu­
IJ 

ment (R-a), i.e. large harmonic nurrbers R-, many high order side-bands contribute for 

whom the overlapping condition r < 1 is satisfied. This situation is illustrated 
IJ ~ 

in Fig. 16(b), where we observe that except for a few synchrotron bands near the center, 

most of then, overlap partiall y or completel y throughout the rest of the revolution har-

monic band. 

In the band-overlapped region of the spectrum, it is impossible to assign a definite 

amplitude a and synchrotron harmonic IJ to a given frequency ~. Or in other words 

given a certain trequency ~ that talls within the revolution band, several different 

particles with different synchrotron amplitudes and different synchrotron harmonic nUnl-

bers will generate the same frequency ~: 

It is interesting to ask: given a certain maximum spread in the s yn-

chrotron frequencies of the particles with maximum synchrotron oscillation amplitude 

a III in the bunch what is the range in IJ over which there is significant band overlap 

in a given resolution harmonic nwo? And secondly, given a certain IJ for a particle 

of ampl itude a 1 ying within this overlapped region, how many other synchrotron bands 

IJ' overlap with it? 

It is easy to see that if ws(O) is the synchrotron oscillation frequency at the 

center of the bucket for small amplitude synchrotron oscillations, then the range in IJ 

over which bands overlap in revolution harmonic nwo is given by 

na 
III 

(5.8) 
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and the range of II' overlapping with the frequency n = nwo + IIws(a) for a parti­

cle of ampl itude a such that 0';;; a';;; am and in a synchrotron oscillation mode II 

lying within the range given by (5.8), is given by 

We ill us tra te these ranges of band overl ap in Fig. 17 below. 

(5.9) 

Iplws (a) 
~lp'l~ ---­

Ws (0) 

XBL 827·7061 

Synchrotron Band Overlap Structure of Bunched Beam Schottky Signal 

Fig. 17 

The general picture of overlapped and non-overlapped bunched beam Schottky signal 

is as follows: Schottky bands corresponding to low revolution harmoni c numbers n < 

ws (o)/[am(lIw s )b] are separate and non-overlapping. I>'loreover within each such revolu-

tion harmonic band, we have separate and distinct non-overlapping synchrotorn bands where 

a gi ven frequency n = nwo + IIws (a) corresponds to one amplitude a and one s yn-

chrotron mode II only (Fig. 16(a)). 

For high er revo 1 ut ion harmon i c number s sat is fyi ng 
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different revolution harrr~nic Schottky bands nwo are still separate and non­

overlapping. However within each such band, n, synchrotron bands \l overlap through­

out the band except for a narrow strip containing a few low \l'S (\l=0,:l:1,:l:2, ••• ) near 

the center, where the synchrotron bands are distinct and separate (Fig. 16(b)). This is 

the case 1II0st likely to be encountered in practical cooling systems. A given frequency 

n within the band in this case, corresponds to a definite revolution harmonic nwo 

but no definite synchrotron harrr~nic \l or amplitude a: n = nwo + \lws(a) = 

nwo + IJ'w s(a') - •••• 

Wo 
At s till hi gher revo 1 ut ion harmoni cs n > - even the revo 1 ut i on bands begi n to 2am 

touch and overlap. In this case a given frequency n corresponds to no fixed revolution 

h armonc n or synchrotron Il1O de and ampl itude (\l,a) : n = nwo + \lW (a) = n 'w + s 0 

\.I'ws(a') - ••. • This will be the situation tor cooling systems with bandwidths in 

the ex treme 1 y hi gh-trequenc y regi on. 

The Schottky noise spectrum of a coasting beam, given by Eq. (5.6) tor the trans­

verse signal for example, is distinguished by the particular feature that the total power 

per band is proportional to N, the number of circulating particles, due to incoheren­

cies of particle rootion (random initial betatron and longitudinal phases). More expli­

citl y we tind: 

~ p2 ) N 2 f2 A2 
= "2 q < > 

n+Q coasting 
(5.10) 

-per betatron band of an unbunched beam, where f is the average frequency of revolution 

of the particles in the beam. Similarly for longitudinal signal the average current 

squared in the n.!!!.. revolution band is given by: 

or 

If this current were analyzed by a spectrum analyzer with resolution 6n, about a fre-

quency n = then only particles such that would enter 

into the sum over particles and we have [9J: 
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where f(w) is the distribution of particles in their angular velocities. Thus, for 

random initial phases ot particles i.e. incoherent (uncorrelated) motions of particles, 

the power (proportional to in the th n- Schottky band mirrors the 

angul ar velocity distribution with its width and hei ght proportional to n and lIn 

respectivel y. 

Similarly, for the transverse Schottky signal of a bunched beam, we easily verify 

from Eqs. (5.4) and (5.5) that 

<d2> = L LL 1ct2 \(:1:) 
bunched (+,_) n II ,\n,lI/bunched 

where 

;':2 \(±) 

~n, II/bunched 
(5.11) 

per betatron (11=0) or synchro-betatron (11*0) band of a bunched bealTl. The form fac­

tor S(±) is the integral along the bunch of the Bessel function squared J 2
[(m:l:Q)a 

n, II \l 

- Q ~ a] times the betatron anlpl itude squared A2 weighted by the normalized 

momentum or ampl itude distribution fo(a,A) IN i.e. 

with 

and 

J J dA • da • f 0 (a ,A) = N 

o 0 

It the distribution is a separate function of a and A, we have 



then 

and 

Since 

<i> = I dA • A2 ho(A) 

o 

we have the following 'sum rule' for the form factors: 
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and the total power per betatron band (n+Q)w of a bunched beam, sUijlijled over all the o 

synchrotron bands, is given by: 

~ 2 > N 2 2 2 ~ F(+) drrtQ ="2 q fo <A > £.oJ n 
bunch ed 11=-00 ,II 

N 222 
= "2 q to <A > 

in full aqreement with thE: result for coastiog beams (Eq. (5.10)). 

(5.12) 

The agreement between the total power per betatron band for the transverse Schottk y 

signal of a coasting beam and a bunched beam is a manifestation of the fact that all the 

bands (n±Q)w + 
i 

including the center bands (11=0) randondzed due to the IIWs are 
0 

betatron ph ase ±¢? appearing in the total phase factor for the th 1 ine: 
1 

(n±Q'II)-

An essential difference appears for the longitudinal signal, 
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where the sidebands (\I,J(l) are still randomized by the synchrotron phases 1jJ~, however 

there is no synchrotron or betatron phases left to randomize the \I = 0 central bands 

since the (n,\I)th line in the longitudinal signal has phase given by i[\l1jJ~-nepJ. 
It is easily seen from Eq. (5.2) that 

J (ma.) J I (ilia,. ) 
\I J \I 

L J (rna.) +w 2 ] 
\1=-00 \I J 

= q2 f2{[t J (lIIa.)]2 + t (1)( 
o j=1 0 J j=1 ~ 

( 5.13) 

Thus for the longitudinal signal, the central bands (\1=0) add up 1 inearly 

(Jo(ma) "" 1) with intensity. Instead of Schottky noise 0~)RMS = Jj~ I~ 0: {N. we 

have the bunch current <I~\MS 0: N at the revolution harnonic. This systematic 

coherent signal at the \I = 0 central bands corresponds to the gross macroscopic total 

current at the revolution band m due to the bunch as a whole and tenas to blind the 

cooling system. Fortunately, this is also the signal that is suppressed the mast by 

collective feedback in the case of transverse cooling, as we will see later. One can 

also design in the case of longitudinal cool ing, a cool ing system with a proper notch 
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fi lter that removes the coherent central \l = a bands by virtue of a zero in the gain 

function at frequencies n = nwo corresponding to \l = O. 

Another essential difference between the Schottky signals (in this case both the 

transverse and the longitudinal) of bunched beams and coasting beams, is the coherency 

of adjacent revolution bands for the same synchrotron harmonic. From (5.2) or (5.4) we 

see that the sidebands at a given harlTonic iTlWo add up rms wise due to the synchrotron 

phase factor exp[i\l1jJ~J. However sidebands with the same \l but belonging to neigh­

bouring revolution harmonics m have the sane phase-tactor and a similar weighti'ng fac-

tor, SUlTrning the noise power from n~ coherent harmonics we have: 

(5.14) 

whereas in the case of a coasting beam (Eq. (5.3)): 

In other words, the noise of a particle and hence its disturbing influence on other par-

ticles adds, according to (5.14), in a coherent manner [48J. 

This coherency of adjacent revolution bands in the same synchrotron made lJ is seen 

more explicitl y in the notion of effective gain developed in Section 4.3 and in 

Appendix B. The summation over the revolution harmonics ~ in Eq. (4.3.54) for the sarre 

synchrotron lTode lJ = lJ' suggests a coherent enhancement of the effective gain of the 

interaction as telt by a particle of alTlplitude a in the Fourier harrronic \l of its 

synchrotron oscillations. 

The analysis of transverse Schottky noise is' a powerful technique for continuous 

and nondestructive beam diagnOSis. Two particular features of the pp colliders (both 

tne Ferrrlilab Tevatron ana the CERN SPS) are relevant to the considerations ot Schottky 

noise -- the low D.C. current and the tight bunching. The low D.C. current, due to the 

low production rate of antiprotons and to the big dilTensions of coll iders, impl ies a low 

total power per spectrum line as given by Eqs. (5.10) and (5.12). The tight bunching 

required to increase the luminosity, produces a coherent enhancement of the parasitic 

longitudinal component as described by Eq. (5.13) in the transverse pick-up as well as a 
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decrease in the width of the betatron 1 ines. The 1 atter effect increases the spectral 

power density of the Schottky signal compared to an unbunched beam and reduces the total 

power of the superimposed thermal noise. Therefore the most critical parameters in a 

Schottk y detector s ys tem are th e sens it ivit y of the pi ck-up, the no ise factor of the 

electronics and the rejection level of the parasitic conoon mode signal. In particul ar 

the order of magnitude of this last parameter, required to avoid the risk of amplifier 

saturation, is fixed by the ratio of the power in the coherent longitudinal 1 ine to that 

in the incoherent transverse Schottky 1 ine and corresponds roughl y to N, the nunber of 

circulating particles. 

We mentioned earlier that the II = 0 coherent longitudinal signal can be removed 

by a notch filter designed to have zeros at frequencies Q = nwo. However, for N­

lOB _ 10 12, the depth of the notches, as given by the ratio of powers in II = 0 coher­

ent 1 ine and II '" 0 incoherent Schottky 1 ine, is required to be BO-120 db (decibels). 

With parabolic density profile for the bunches, the macroscopic bunch current falls 

oft as lIn with the revolution harmonic nunber n. For large bandwidth feedback system 

(4-8 GHz), n - 105 and the macroscopic bunch current is down by 105 requiring only 

a 60 db notch depth. Best available filters are characterized by 15-20 db notches, in 

the 1-2 GHz bandwidth region. When cascaded, notches of 50db-60db can be achieved again 

in the 1-2 Ghz range but at the cost of adding the phases of the filters and thus losing 

desirable phase-characteristics over the entire 1-2 Ghz range. With the new technology 

of superconducting cables (losses in cables minimized), notches can be made deeper and 

narrower with oOob-60db in a single filter again at 1-2 Ghz. These db figures for fil-

ters deteriorate as we go to larger bandwidth systems, e.g. 4-B Ghz. Sensing of the 

central II = () 1 ine can also be suppressed by using a difference pick-up in a dispersive 

region of the storage ring. However, one then suffers from the very low sensitivity of 

the pick-up, since the electronic noise is not filtered out as in filter cooling and so 

the signal-to-noise ratio is very low. This scheme is thus typically noise dominated. 

To evaluate explicitly the change in the Signal to noise ratio in going from a 

tightly bunched to an unbunched beanl of the same intensity, note that in both cases the 

total power per betatron line ot the Schottky signal is practically the same as illus­

trated by Eqs. (5.10) and (5.12). This is because for short bunches and for a large 

range of the harmonic nunbers n, including normally the revolution frequency harrronic 

tuned by the Schottky receiver, the form factor in (5.l1) becomes approxi-

matel y equal to 1. Therefore the change in signal to noise ratio depends onl y on the 

superimposed noise power, detemined by the transverse 1 ine width ratio. As already 
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mentioned the transverse frequency spread of a bunched beam is strongl y reduced compared 

to that given by Eq. (5.7) and reflects only the non-l inear tune spread coming from the 

multipole components of the machine (second order sextupoles, octupoles, etc.) and the 

space-charge effect. For the CERN SPS collider. the line width ratio has a value 

between 10 and 100 depending on the operating conditions, in good agreement with the 

measurements [67]. 

We nlention now two other important points relevant to Schottky noise. We have 

studied the transverse signal for the dipole moment only, which splits each revolution 

harmonic rnwo into two betatron side-bands (m+Q)wo and (m-Q)wo ' In real ity, 

we have nonlinear sensing or pick-up devices which detect not only the transverse dipole 

moment but higher moments as well. Each harnonic rnwo then gets spl it into a series 

of betatron harmoncs (m:!:pQ)w o with p=1,2,.... Harmonics higher than the dipole 

. p",l however fall off rapidly in strength for real pick-ups. The cooling theory devel-

oped in this report includes such nonlinear sensing and kicking devices in terms of a 

general cooling interaction that involves all possible and relevant harmonics. 

The other important point is the fact that all the above analysis of Schottky noise 

is based on uncorrelated beam parameters, i.e. random phase of the betatron and synchro-

tron oscillations of all the particles in the beam. Correlations develop among the 

phases of the oscillating particles as cool ing progresses since the kicker electromag­

netic fieldS tend to correlate the arrival tirres and betatron phases of the particles at 

the pick-up. The correlations created by the stochastic cooling feedback systenl act to 

deform the Schottky spectrum and in fact rapid "Schottky Signal suppression" is corunonly 

observed when cool ing systems are turned on. 

To illustrate this point, we introduce a collective variable 

where is the transverse betatron position as a tunction of time of the .th 
J-

particle and 9 j (t) is the aximuthal position and ,Q, denotes a revolution harmonic. 

A quantity equivalent to the Schottky band intensity for harmonic i is given by: 
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({ N 2 N ( *) -H(S.~.)}) L Ix·1 + L x.x. e 1 J 
i =1 1 i jj 1 J s, x 

1 

2 \ N ( *) -iQ,(s.-s .)) = N < I x I > + ~~ xi x . e 1 J 
llJ J s,x 
=1 

Using the particle orbits in a bunch defined in Chapter 3 and the identity (4.3.52) 

we write 

~( *) i Illj!i (t )+i II' ~J (t) ) 
J ,(1a.) ~.x. e 

11 J 1 J 
s,x 

It we aefine a 2-bOdy correl ation function, analogous to Eq. (4.4.8), in the 

ana Il,th Fourier coefficients in the synchrotron phase-angles of particles and 

j at time t by: 

c ,( i ,j; t) 
11,11 

then 

Our previous analysis assufled C1 ,(i ,j;t) = 0 for all tine. Even with inco-
11,11 

herent ranOOfil initial phases at t = 0 when C1 ,(i ,j;t=O) = 0, finite and nonzero 
11,11 
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CR- I (i ,j;t) develops for t > 0 as cooling progresses (Section 4.4) and distorts 
11,11 

the shape of the Schottky spectrum <lzR,{t)1 2>. 

This phenomenon has been called "collective distortion of fluctuation spectra" in 

Chapter 4 and is cOl1lOOn to other types of collective particle interactions as well, e.g. 

interaction through beam space-charge and wall impedances, which can also induce corre-

lations and modify the Schottky signals. This topic is the subject of much quantitative 

study in Chapter 10. We will only mention here that this effect is analogous to the 

polarization and Debye shielding effect of plasma physics, where a "dielectric function 

£!.:. permittivity" is used to describe the details. We will derive a similar "collective 

signal suppression factor" later. 

A similar Scottky signal analysis can be performed for particles confined by any 

general potential well and circulating in the ring with revolution frequency wo' as 

long as the particle orbits in the general potential well created by the bunching rt 

cavity (cavities) are known explicitly. In Appendix A,we derive the single particle 

longitUdinal Schottky signal for a particle confined by a rectangular potential well £!.:. 

a square bucket, where tne particles strearll freely within the bucket except at the walls 

of the potential well where they reflect specularly like hard spheres. Such a bucket 

can be constructed by adding a cavity with a voltage of proper arrount operating at a 

third harmonic (or any small amount of an odd harmonic as necessary to make the bucket 

square to the desired degree) relative to the main rf cavity operating at a fundamental 

harmonic. Such a bucket has maximal non1 inearity in some sense and provides spreads in 

the synchrotron oscillation frequencies comparable to coasting beams. 

As is indicated in Section 4.3 the whole formulation of this report can be gener­

alized to very general oscillatory synchrotron orbits (not necessarily sinusoidal) by 

defining certain orbit integrals o (R-,a) 
II 

which for the simple case of harrronic sinu-

soidal orbits reduce to the Bessel functions J (R,a) used in this section. 
II 
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6. SANPLED SIGNAL AND Pl-lPLITUDE AND PHASE EQUATIONS OF MOTION 

6.1 Sampled Signal Seen by an Individual Particle 

The Schottky signal generated at the pick-up is transferred by a 1 inear transfer 

element characterized by a transfer function G(T) to the kicker where a corresponding 

voltage or electric field signal is produced. The voltage Vk(t) across the kicker 

gap due to the longitudinal signal or the electric field Ek(t) at the kicker due to 

the transverse si gnal, is then given by 

+00 f dt' 
{

IP (t' )} 
G(t-t' ) 

l(t') 

where we have assumed a 'causal' transfer function G(T) such that 

G(T) = 0 for T < 0 

The transfer function G includes the pi ck-up and ki cker impedances (or adrnittances) 

describing their sensitivities and efficiencies as well as the 1 inear 'gain' functions 

of amplifiers and filters in the feedback loop. With the convention for Fourier 

tr an sforll,s 

+00 

G(rl) = f dt G(t) e- irlt 

-00 

1 +foo - Wt 
G(t) = Tn" drl G(rl) e 

_00 

we get tor the longitudinal voltage Vk(t) at the kicker e = 1,\, by using the 

Schottky current formula (5.2) given in Chapter 5, the following: 

vk (t) N J..+~ 
= qf L~~ G[IlIW +IIW (a.)] 

o j=1 m IJ 0 s J 

i[IlIW +lIw (a. )Jt + i II;;~ - i me 
J (rna.) e 0 s J J P 

II J 

(-co) (6.1.1 ) 
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Thus each frequency component gets multiplied by the gain of the feedback loop at 

that frequency. as expected. A similar formula can be derived for the electric field 

signal Ek(t) at the kicker .derived from the transverse Signal. 

An individual particle in the beam does not see the total voltage Vk(t) at 

the kicker for all time. but samples it whenever it passes through the kicker. i.e. 

whenever 

9 i (t) = ek + 2nn (n = -00 ••••• -1.0.+1 ••••• +(0
) 

We define 

e.(t) = w + @.(t) 
1 0 1 

where ®i (t) is the azimuthal coordinate of particle 

moving with the bunch at angular velocity Wo and 

@i(t) a. [ 0] ---'-- = - ~ sin w (a.)t +1jJ. 
Wo Wo S 1 1 

at time t in a frane 

is the tine-"'ag of the i~ particle with respect to the synchronous particle moving 

at constant woo The sampling times are then given by 

or 

we do not solve this transcendental equation for the sampl ing times tn but instead 

convert the a-function sampl ing in time into a periodic a-function sampl ing in angle in 

the following. The sampled voltage Signal seen by particle i is then 
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,itt) i: Vk ( t) 6 [t - T. ( t) _ Sk - n T ] 
n=-oo ' Wo 0 

= w ~ Vk(t) /s,.(t) - Sk - 211nl 
o n=..oo ~ ~ 

Using Eq. (6.1.1) for Vk(t) and expanding the periodic 6-functions in Fourier 

series, we get the total longitudinal voltage signal i[ai,ljii,t] sampled by the 

i.!t!. particle on its orbit ai(t), ljii (t) at the kiCker as a function of tirre, in 

the absence ot coherent rrodulations by the kicker, as 

J (ma.) J (na.) 
\l J v , 

(6.1. 2) 

In the s low cool ing approximation, a.(t) = a. = constant and Iji.(t) = w (a,.)t + Iji~ 
" , s , 

and we get the zero-order sampled Signal (neglecting the adiabatic time-dependence due 

to slow cool ing) as tollows: 

~Oi(t) = q(fo)2 t L r~LGrmwo+\Jws(aJ.)J J (lila.) J (na.) 
J=1 n m ~ \) ~ \l J v , 

( -00) 

(6.1. 3) 

Fourier transtormeo in frequency, one gets 

J (rna.) J (na.) 
\J J v , 

(6.1.4) 
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In the situation of non-overlapping revolution bands (i.e. mw + IlW (a.j = nw + 
o s J 0 

vw (a.) pos sib 1 e on 1 y wi th s 1 
within the band-pass of the system), the term 

exp[i(m+n)wot] in the above expression (6.1.3) describes the rapid fluctuations in 

the sampled signal due to periodic traversals through the kicker. We can average over 

these rapidly oscillating terms when only the n = -m contributes, giving a smoothed-out 

signal as follows: 

(6.1.5) 

A similar analysis gives the transverse smoothed-out sampled betatron signal as 

tollows: 

i t'l . (t) 
e J 

6.2 Sampled Signal for Amp 1 itude and Phase by the Method of Multiple Time-Scales 

Perturbation 

The sampled longitudinal signal given by Eqs. (~.1.2) or (~.1.3) in the previous 

section is a "voltage/second" signal sampled by the i.!.!! particle which causes a 

change in its 'longitudinal energy'. A change in 'energy' translates into a change in 

its synchrotron oscillation 'amplitude' and 'phase', due to rotation in phase-space. 

Similarly the transverse sampled signal is an "impulse/second" signal and changes the 

betatron velocity and momentum of the particle and translates into a change in the 

betatron oscillation amplitude and phase. We thus need to know the sampled amplitude 
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and phase noise as experienced by a particle and as suitable for use in the amplitude 

and phase equations of ITOtion 

dai ni[ai,l/Ji(t); t] dAi 
i ~ i i ( Ai,¢i(t); t] (it = <It = nTa,l/Jt); 

dl/Ji i + s i [a i , I/J i (t); t] 
d¢i 

i+ i[i i( Ai,¢i(t); t] (6.2.1) (jf"= Ws (jf"= w1 sT a , I/J t); 

for the synchrotron and betatron oscillations respectively. 

In Eq. (6.2.1) the expl icit time-dependence of the ampl itude and phase noise signals 

is through the time-dependence of the orbits of all the other beam particles that set up 

tne signal at the kicker while the implicit time-dependence is through the orbit of the 

particle (a i(t), I/Ji(t)) that is sampling the signal at the kicker. In the adi-

abatic slow cooling approximation, orbits of all the particles, including the sampling 

particle, can be replaced by zero-order unperturbed orbits, which are explicitly known 

as functions of time. The zero-order sampled amplitude and phase noise signals n~(t) 

and s~(t) then become exp1 icit1 y known functions ot time only. 

We derive the longitudinal amplitude and phase noise Signals now. The longitudinal 

energy satisties 

But 

s(t)=w(E) KE 

where 

K = dWd~E) 

is the machine parameter. So 

Thus in presence of synchrotron oscillations and sampled voltage noise signal, we 

have 

(6.2.2) 
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where @i(t) = &i(t) - wot, ai(t) and ljii(t) are the synchrotron amplitude and 

phase of ith particle at time t, 

ot particle i. 

and W (a.) s , the synchrotron osci11 ation frequency 

Note that we have used the rapid time-averaged (over periodic traversals through 

-i 
the kicker) form ~ (ai'ljii;t) of the sampled voltage as given by Eq. (6.1.5) in 

Eq. (6.2.2). This is because synchrotron oscillations are usually much slower than the 

revol uti on time (w s « wo) and hence the use of a differential equation to describe 

synchrotron osci 11 at ions impl ies tha t such averages over rapi dl y fl uctuat ing revol ut ion­

periodic dependences be taken in all the forces entering the synchrotron equation of 

mot ion (6.2.2). Su ch need not be the case for the beta tron mot i on whi ch is usually com­

parable or slightly faster than the revolution time (w1 = Qwo> w
o

). For betatron 

rrotion then, we use 

(6.2.3) 

where ~i is the full transverse sarllpled signal with no time-averaging and thus contain­

ing all the rapidly fluctuating terms in it. 

Since the sampled signals on the right-hand sides of Eqs. (6.2.2) and (6.2.3) are 

small compared to the strong synchrotron or betatron oscillation restoring forces, a 

nurrber of perturbation methods are available for the determination of approximate solu­

t ions of thes e equations. We use the method of "multi p 1 e ti me-scal es perturbation" to 

determine first order expansions, which are valid for large t ([72],[73]). The essence 

of the multiple time-scales perturbation method is to consider the expansion representing 

the solution @i(t) or xi(t} to be a function of multiple independent and 

dispar- ate time variables or scales, instead of a single variable. 

We introduce a small dirrensionless parameter £ that represents the strength of 

the cool ing signal (the sampled signal on the right-hand side of Eqs. (6.2.2) and 

(6.2.3)) relative to the restoring spring constants wI = Qwo or Ws for betatron 

and synchrotron oscillations. Thus, for example we write Eq. (6.2.3) as 

(6.2.4) 

and Eq. (6.2.2) as 
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(6.2.5) 

After having done the perturbation analysis and obtaining the solution to the desired 

order in E. we eventually let E:: 1 since the gain of the feedback loop per particle 

per frequency 1. ine embedded in ~i already provides us with such a small parameter. 

It is also convenient to visualize the right hand sides (6.2.5) and (6.2.4) as 

functions f(®l '®i .t) so that tor example 

(6.2.6) 

since there is always a transformation rel ating [J i = 1/2 a~. 1jJ1J to [®i' ®i J. 

Some comments are in order regarding the sampled vol tage or electric fiel d noise 

function t[®i '®i ;tJ appearing on the right-hand s ides of these equations. The 

explicit time-dependence of these functions comes from the signals of all the particles 

j = 1 to N derived at the pick-up and applied at the kicker. The dependence on ®; 

and ®i. comes from the tact the i.!!!. p~rticle samples this signal on its orbit 

[®i(t)'®i(t)] only. Moreover. the sum L contains the term J = i. the coherent 
j=l N 

part describing the i.!!!. particl e sampl ing its own Signal and the L the 
j\1i )=1 

incoherent Schottky noise part describing the signals of all the other particles. We 

thus have the decomposition (for longitudinal cooling. say): 

f(® .• ®.; t) = t J® .. ®.; ® .. ®.) 
1 1 j=l ~ 1 1 J J 

where C oepends on (®i .®;) alone corresponding to the j coherent part. 

This is the nonconservative but 'autonomous' part of the dynarllics for particle i. The 

second tern, describes the force due to all the other particles in the bearT! and gives the 

manifest time":dependence. This is the 'nonautonomous' part of the dynamics of the 

i.!t!.. particle. 

It we represent zero order particle orbits by 
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in t 
then both C and S have oscillating time dependences of the form LL e nm where 

n m 
nnm = nw s(a i )6nm for C and nnm = nws(a i ) + mws(a j ) for S. 

The linear slow cooling ~ damping rate y is given by 

y - EW I for transverse cool ing 

- EWs for longitudinal cooling 

Thus \~e make use of the fact that the characteristic tine-scale for cooling 

much longer than the tirre-scale for synchrotron or betatron oscillations 

-1) wI i ,e. 

and 

-1 
y is 

( -1 
Ws or 

(6.2.7) 

Relation (6.2.7) can be used as a definition of the small parameter E if one wishes. 

To incorporate this disparity between oscillation and damping tirre scales in the 

expansion procedure, we arbitrarily extend the number of time variables from one variable 

t to many variables by introducing new independent tine variables '[n according to 

(6.2.8) 

Thus 

and 

2 
£ , ••• (6.2.9) 

The derivatives with respect to t thus becone expansions in terms of the partial deri-

vatives with respect to the operationall y independent Tn'S according to 
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+ ••• 

(6.2.10) 

where 

We visual ize ® or x to be a function of the various new time-scales and assume 

that they can be represented by an expansion having the forO! 

+ ••• (6.2.11) 

The nurrber of indepenaent time-scales needed depends on the order to which the 

expansion is carried out. If the expansion is carried out to 

and Tl are needed. 

a(E), then only T o 

For longitudinal synchrotron oscillations that are linear, ws(a i ) is a con­

stant independent of a i and we need only the expansion (6.2.11). For nonlinear syn­

chrotron oscillations however, ws(a i ) is a function of amplitude of the particle 

.and hence a slow function of time since the expansion (6.2.11) implies a similar expan­

sion tor the amplitude: 

a = a(lJ)(T
O

,T 1, ••• ,T n, •• .) + £ a(l)(T
O
,T1, ••• ,T n, .•. ) + £2 a(2)(T

O
,T1, .•. ,T n, ••. ) + ••• 

(6.2.12) 

Hence we also need an expansion tor ws as follows: 

+ ••• (6.2.13) 
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a where a -~ - ws\al 
is the nonlinearity parameter for sychrotron oscillations, 

assumed small (a < 1). 

We note that w~O) (To' T1"") is not the small ampl itude synchrotron osci 11 ation 

frequency but the frequency as a function of the synchrotron amplitude evaluated to zero 

order in £ i.e. 

(6.2.14) 

Substituting (6.2.8), (6.2.9), (6.2.10), (6.2.11) and (6.2.13) into (6.2.5) and 

(b.~.b) and equating coefficients of successiVe 1 ike powers of £, we obtain 

(6.2.15) 

Order £laO: [D~ + (w~(0))2J @~I)(To'Tl'T2"") = -2DoD1®~O) + f[®~O)'Do®(O); TOJ 

(6.2.16) 

Some comments are in order. Extending the number of time variables provides us with 

considerable treedom to rerrove order by order, any time secularities which may occur in 

the solutions for ®~O)(To'Tl".')' ®~I)(To'Tl"")' etc. This assures that 

the perturbation solution represented by (6.2.11) is uniformly valid, order by order. 

The reason for removing tirre secularities is simply that for the physical situation under 

consideration I®(t) I < 00 i.e. I ®(t) I cannot grow without bound, except in cases 

where the cooling loop induces collective instabilities, in which case we cannot cool 

the beam anyway. The advantage of a multiple time-scale perturbation analysis is that 

the condition that the first-order sol ution ®P) (TO,T I' ... ) be nonsecul ar as 

TO ~ 00 determines the slow evolution (and saturation, if nonl inear) of the zero-order 

oscillation amplitude and phase on the TI tirre-scale. Once the multiple time scale 

perturbation solution is obtained in this way to the desired order of accuracy and secu-

1 arities removed, we return to the physical time-variable t in the final expressions 

for ®iO), ®P),... etc. 
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we concern ourselves here with a two time-scale approach -- a fast time-scale 1 o 
of the synchrotron or betatron oscillations and a slow time-scale 11 of overall 

cooling over a long period of time.· we thus have Eqs. (6.2.15) and (6.2.16) only to 

cons ider. 

We write the general solution of (6.2.15) in the complex form 

(6.2.17) 

The function Ri (11'1,,''') is still arbitrary at this level of approximation. It 

is determined by eliminating the secular terms (invoking the so called "solvability 

conditions") at the hi~er levels of approximation. 

Substi tuting for ®iO) into (6.2.16), we have 

. i(O) 1. i(O) 
( ) lw 10 ( ) * - w 1 

2 · iO OR s +2·iOOR so 1ws 1 i e 1Ws 1 i e 

+ t 

(6.2.18) 

Depending on the function Ri , all particular solutions of (6.2.18) contain terms 

proportional to 1 exp(:!: iw i(O)1 ) -- these are the so calleD "secular terms". Thus 
o S 0 

c®P) can oondnate ®~O) for large t, resulting in a nonuniforrTI expansion. 

we choose the function Ri so that secul ar terms are el iminateo from ®(.O) 
1 

thereby obtain a uniformly valid expansion. To this end we now use the decomposition 

fr®~O) 0 ®~Ol. 1 J = cr.®~O) 0 ®~O)J + sf,®(O) 0 ®~O). 1 ] 
'~1'0 1.'0 ~1'0 1 Ll'O 1'0 

and expand C and S in a Fourier series as follows: 

and 



where 

and so on. 

+00 in i (0) 
I *) Ws 10 C = L C \R .• R. e 

n=-oo n 1 1 

Then Eq. (6.2.18) becomes: 

[ J 
iwi(0)1 ·(0) i itO) 

020 + (w1s·(0))2 ®(i1) itO) SOl * - Ws 10 = - 2iws 01 Ri e + 2iws 01 Ri e 

+00 ( inwi (0)1 N (+00) ( 
+ L C R .• R~) e s 0 + Y: LL S R .• R~; 

n=-oo n 1 1 j(ii)=1 n III nm 1 1 
(_00) 

116 

(6.2.19) 

(6.2.20) 

(6.2.21) 

(6.2.22) 

Equation (6.2.22) has the form of a forced harmonic oscillator equation for 

®~1)(1 ,1
1
",,), The terms on the right-hand side 

1 0 
which are proportional to 

exp[± iw i (0)1] drive the oscillator at its natural frequency s 0 
i (0) 

Ws and give 

rise to secular contributions to ®P)(1
0

,11'0oo), The other terms on the right­

hand side of (6.2.22) produce oscillatory modulations of ®~1) at harmonics of 

w~(O) e.g. 2w
s

i (0). 3w
s

i (0) and so on. . 

iw1(Oh 
One such secular term is c1 (Ri'R,)e s o. In the last term on the right hand 

side. there are driving terms of the form exp[±iw i (0)1] whenever the resonance con­
s 0 

dition nwi(O) + mwj(O) = ± wi(O) is satisfied. In particular the terms n = ±1, 
s s s 

m = 0 drive the oscillator with its natural frequency with right phase ± ljii (0) 
s • 

However, such terms correspond to the ith particle sampling with its first harmonic 
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(n = :1) the signal produced by the }h particle in its zeroth harmonic (m = 0). 

For transverse pick-up, no signal is produced when there is no dipole moment (m = 0) 

i.e. no betatron oscillations, if the pick-up is properly aligned and hence this term is 

zero. For longitudinal pick-up, the signal is nonzero but falls exactly at one of the 

revolutions harmonics pwo of the center of the bunch (G{pw
o 

+ mw;{O)) = G{pw
o

) 

for m = 0). Since we do not wish to affect the center of the bunch but cool other parti­

cles towards it this gain G{pwo) is usually set to zero by using a notch filter. 

Thus contribution from this term again is negligible. There are other values of n.m 

and i.j which however satisfy the resonance condition above and drive the oscillator at 

its natural frequency w~O); 
i[n~i{O) + m~j(O)] 

however they do so with random phases e s s 

j=l ••••• N(/i) and their average effect on ®~1) 
1 

vanishes. However their average 

effect on the amplitude Ri does not vanish and cause a slow diffusion in the mean 

square < IRI 2>. We wish to retain this average effect on the mean square. 

Let us write 

where diverages as and [® l] remains bounded as i non-sec 

This could be obtained by integrating (6.2.22) on the To-scale since 

TO and T 1 are independent. 

In order that the solution for ®P)(-rO.T
l 
.... ) be uniformly valid for all 

TO' we remove the secular behavior by setting: 

It is evident from (6.2.22) and the above discussion of resonances, that we can 

eliminate the secular terms for all values of TO and still preserve the average 

effect on the mean square. if we set: 



i{a) 
i{a) 2T1/WS 

-~ f - 211 
o 

+ S[®~a) 0 ®~a). 1 ] 
1 '0 1 ' 0 
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. i (a) 
-lw 1 

e s 0 (6.2.23) 

Since we are considering only two-tirre scales 10 and 11' we conider Ri to 

be a tunction of II only and end the solution here. To solve (6.2.23) it is conven­

ient to express Ri (1 1) in the polar form as 

so that we rewrite (6.2.17) as: 

( _) 1 ( ) ill. (T ) 
Ri 11 ="2 a i 11 ell 

®(o) ) . H i = ai {1 1 Cos Wi' 

Substituting (6.2.24) into (6.2.23), we get: 

(6.2.24) 

(6.2.25) 

(6.2.26) 

where the primes denote differentiation with respect to 11 e.g. a' = da{1 1 )/dl1 etc. 

Separating the real and imaginary parts in (6.2.26) and going back to the original 

t variables now, we see that we may write the solution of (6.2.5) as 

i)!.{t) = w (a.) t + Il.{t) 
1 s 1 1 

(6. 2.27) 
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where 

211 

l/Ji ws(a i ) + IIi = ws(a i ) - 2l1wJa
i

)a
i 
I dl/Ji Cos l/J i c(ai'l/J i ) 
o 

- (1) Cos l/J,. s(a,. ,l/J,.; t) Ws ai ai 
(6.2.28) 

By removing the time-secularities on a fast time-scale, we have thus obtained the 

differential equation which determines the time-development of the amplitude and phase 

on a slower tirr~-scale. Equation (6.2.28) thus gives us the amplitude and phase equa­

tions of motion corresponding to (6.2.2) in terms of the coherent part C and the 

Schottky noise part S of the sampled signal ~i where 

(6.2.29) 

We note that if the synchrotron oscillations were purely linear so that ws(a i ) 

is a constant independent of ai' then Eq. (6.2.27) and (6.2.28) would be obtained with­

out assuming the small nonlinearity parameter a. As outlined in Section 4.4 of Chapter 

4 (and as we will see later) the presence of nonlinearity i.e. amplitude-dependent syn-

chrotron oscillation frequency is crucial to effective stochastic cooling ot bunches. 

We can then use Eqs. (6.2.27) and (6.2.28) for nonlinear synchrotron oscillations, pro-

dw 
vided we restrict ourselves to mOdestly small nonlinearities a= wJal Ta < 1. In using 

Eqs. (6.2.27) and (6.2.28) to bunches captured in buckets with a higher amount of non-

linearity of the oscillation orbits, one has to exercise considerable amount of care. 

The same remark also applies to fast cooling schemes where cooling time -1 
y is smal-

ler than the synchrotron osci 11 at ion time Ts since then (£aws t) is not necessar­

i ly small compared to (wst). Our formulation for stochastic cooling of longitudinal 

synchrotron oscillations is thus restricted to cooling times slow compared to synchrotron 

oscillation times. 
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The situation is considerably less involved for transverse betatron cooling which 

does not interfere with the longitudinal nonlinearity of synchrotron oscillations. 

Transverse cooling rate is not crucially sensitive to whether betatron oscillations are 

linear or not as long as synchrotron oscillations provide enough nonlinearity and hence 

mixing in the longitudinal orbits. Steps leading to (6.2.27) and (6.2.28) for purely 

linear betatron oscillations do not involve any assumption of a small nonlinearity par am-

eter a and Eqs. (6.2.27) and (6.2.28) for betatron amplitude Ai and phase {Ii 
i 

w1 t + 6 i (t) are then exact for arbitrary nonl inearity. 

Noting that Ii 

{>;(t) = wl t + 6 i (t) 

2 2 = 1/2 Ai and J i = 1/2 ai are the 'action' variables and 

and 1/Ii (t) = ws(ai)t + fli(t) the corresponding phase or angle 

variables for the betatron and synchrotron oscillations respectively, we thus have the 

following cooling dynamics equations for the action and angle variables for transverse 

and longit~dinal cooling: 

LO NG lTU 01 NAL 

N 
= G(i,i) + L G(i,j) 

j(~i)=1 

(6.2.30) 

(6.2.31) 
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TRANSVERSE 

(6.2.32) 

_ i + HT(o 0) + ~ HT(o 0) 
- W1 1,1 ~ 1,J 

j(~i)=l 

(6.2.33) 

jo=O 1 No 
1 Longitudinal 

~i = ws(J i ) Cooling 

(6.2.34) 



122 

7. HARMONIC REPRESENTATION AND THE HJV.lI LTONIAN FLOW CONDI nON FOR ACTION AND PHASE 

SIGNAL 

USing the explicit form of the longitudinal sampled signal i(J i ,1jJi;t} given by 

Eq. (6.5) into Eq. (7.2.39) and using the identity [111]: 

e ix Sin y Cos y = ~ ~ J (x) e ipy 
x p p=_oo 

(7.1) 

where E means p = 0 is not included in the sum and J (x) is an ordinary Bessel 
p 

function of order p, 

of 1jJ i and ljJj as 

we obtain a Fourier series representation of ji in harmonics 

where 

Writ ing 

( 
t)2 [ J [ ] +00 [ ] ij qoK v- j 

G (J ,J ) = ,1+0
1
o

J
o (0 -1) 1-0 0 L (-) G mw +pws(J) 

pv w (J l) p,-V v, m=-oo -m 0 
s 

ji = G(i,i) + t 
j(ti)=1 

G(i,j) = G~ + G~ 
1 1 

we i oent if y. 

1 N 
Go = L G(i,j} 

1 j(f,i)=1 

where 

(7.3) 

(7.4) 

(7.5) 

(7.6) 



Similarly using the identity [111]: 

eix Sin y Sin y = (-i) 
v=-oo 

we get from (6.2.40) for the phase equation: 

where 

and equations similar to (7.5), (7.6) and (7.7) for H~ 

I 

and H~ where , 

Note that J (x) above means a derivative of J (x) with respect to its argument. v v 
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(7.8) 

(7.9) 

(7.10) 

(7.11) 

Using all the equations above, we verify the following approximate relation for 

Hamiltonian Flow: 

i.e. (7.12) 

a l(i i) a l(i i ) -,' G. J ,1jJ; t -= - -. H. J ,Ij:; t 
aJ ' a iJ.,' , 
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This relationship is only approximate because there is a term _ ~ ___ J ___ ._ s. 
[ 

i dw (J
i
)] 

J 1 W S ( J 1 
) dJ 1 

ji to the left hand side of Eq. (7.12). Since ji - O(&), this term is of order 

0(&0) where 
ai dws(ai.) 

o = ws(~ da i is the nonlinearity parameter. Consistent with our 

assumption of small nonlinearity 0 < 1 used in deriving the action and phase equations 

of motion, we neglect this term in order to obtain the approximate condition (7.12). 

Thus except for the self-interaction part, the longitudinal cooling dynamics in our model 

is approximately Hami ltoni an. 

For the linear transverse dipole cooling, we use the expression for the sampled 

transverse signal Ji given in Eq. (6.16) into Eq. (6.2.41) to obtain 

where 

N 
1: G(i ,j) 
j=1 

LN (i l' i l' . • • .) 
G I ", J I J, "J,' JJ, _,.1 ,v, ,'./I; v lJ' 

j=1 

N +00 

LLL L L 
j=1 JJ \i B B' 

( 
i i 

G ( IJI!) , ( v, I! ') I ,J ; 

(-00) = (±1) = (±1) 

Ij,J j ) ei(lJ~j+vwi)+i[l!¢j+I!'6i] 

(7.13) 

(7.14) 

It is straightforward to find the corresponding expression for the harmonic coefficient 
i i j j 

H(IJ,a).(v,s' )(1 ,J ; I ,J) in the betatron phase equation of motion derived from 

(6.2.42) and to verify the Hamiltonian flow condition: 
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(7.15) 

In contrast to the longitudinal case (7.12). Eq. (7.15) is exact. since we are consider­

i ng 1 i near betatron osc ill at ions (i.e. betatron frequencies independent of betatron 

amplitudes) in our model and remains valid for nonlinear transverse pick-ups and kickers 

(i. e. lal. la' I > 1) as well. 

Note that the approximate nature of the explicit demonstration of the Hamiltonian 

flow condition for nonlinear oscillations (e.g. Eq. 7.12) is only a reflection of the 

approximate orbits ((3.20a) and (3.20b)). derived from an asynptotic perturbation series 

and used in our model. In principle. the flow condition is exact. provided one uses the 

exact canonical actiof}-angle variables for the full nonlinear problem as in (3.30) and 

(3.32) and can be explicitly demonstrated [110]. 
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8. STATISTICAL (SPECTRAL) PROPERTIES OF BUNCHED BEAM SAMPLED NOISE 

8.1 Nonstationarity of Bunched Beam Sampled Noise 

Longitudinal and transverse incoherent Schottky signals Si(t) sampled by a par-

ticle in a bunched beam are not 'stationary', i.e. their statistical properties are 

dependent on time. In particular, the autocorrelation function of the sampled incoherent 

noise signal at two different times is not a function of the time-difference alone: 

where < > denotes an ensemble average over the phases of all the particles in the beam. 

There are three sources of nonstationarity in the problem: (a) adiabatic nonstationarity 

due to slow cooling imposed by the feedback system; the situation is similar to the adi-

abatic nonstationarity of the electromagnetic fluctuation spectrum of an infinite homo­

genous plasma due to the slow damping induced by electromagnetic radiation (b) periodic 

discrete kicks from the kicker which render even continuous and homogenous coasting beam 

sampled noise nonstationary (c) finite extent of the bunch which is a manifestation of 

the oscillatory synchrotron orbits. 

Since the fluctuation spectrum gets established in a time much shorter than any 

significant cooling time, the nonstationarity due to slow cooling only makes the fluctua­

tion spectrum a slowly varying function of time determined by the instantaneous local 

distribution of the particles. The time-evolution of the beam is thus determined by a 

locally time-stationary fluctuation spectrum. The beam distribution stays almost a con-

stant during the establishment of this spectrum. The discreteness of the kicks intro-

duces an essential nonstationarity viz. the noise Signal is stationary only with respect 

to certain fixed translations in time(translations by multiples of To' the revolution 

period) and not with respect to arbitrary translations. For correlation times much 

longer than a revolution period, one bypasses this nonstationarity by averaging over the 

fast revolutions. For coasting beams, this rapid time-averaging is enough to render the 

sampled incoherent noise stationary 
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However, even with this rapid revolution time average, the bunched beam sampled signal 

is not rendered stationary owing to synchrotron oscillations within the bunch. One needs 

to average over the synchrotron oscillations to obtain a smoothed out stationary 'sampled 

noise for bunched beams. The stationarity properties of the signal at the kicker and the 

incoherent signal as sampled by a particle in the beam, for the continuous coasting beams 

and bunched beams and various averaging procedures that render them stationary are listed 

in Table III below. 

TABLE III 

NOISE COASTING BEAM BUNCHED BEAM 
CONSIDERED PROPERTY SOURCE PROPERTY SOURCE 

Continuous and Finite length 
Noise signal stationary uniform beam non-s tat i onary of bunch + 
at the kicker filling the s ynch rotron 

ring oscillations. 

Finite bunch 
Noise signal sampled Periodic dis length + syn-
by a particle at the non-s tat i onary crete sampling non-stationary chrotron osci 1-

lations + peri-
kicker of kicks odic discrete 

samp1 ing 

Rapid revolution Smoothing out Modulations due 
time averaged cor- stationary of discrete non-stationary to synchrotron 
relation of sampled sampling oscillations 
signal still present 

Correlation of Modulations due 
sampled signal by to fast osci 1-
averaging over both Not applicable stationary lations up to 
rapid revolution synchrotron 
times and synchrotron oscillations 
oscillation times smoothed out. 

Stationary noise Signals can be described by single-frequency spectral functions, 

e.g. power spectral function R(rI) defined as the Fourier transform of the auto­

correlation function R(T) = <S(t) S(t-T», which is independent of t. No such sing1e-

frequency spectral functions exist for nonstationary noise, which has to be described by 

spectral functions of the form R(rI, riO) etc. we avoid mathematical complications 

arising from nonstationary noise by conSidering the smoothed out stationary correlations 

only. To this end we illustrate the various smoothing procedures in the next section. 

A rigorous analysis including the nonstationarity due to synchrotron osci llations and 

discrete kicks would require solving a difference equation implicitly. 
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8.2 Auto-Correlation and Spectral Function Obtained by Smoothing 

Let us consider the auto-correlation function of the zero-order longitudinal sampled 

incoherent noise seen by the ith particle as given by (6.1.3) (without the j = i 

term) : 

N (+00) (+00) (+00) (+00) 

.Lk 1 L, L, L, L, J, = n,n m,m ~,~ V,v 
(;1) (-00) (-00) (-00) (-00) 

i(m+n)w t i(m'+n')w t' i[~w (a.)t+~'w (ak)t'] i(vt+v't')w (a.) 
• e 0 e 0 e s J s e s 1 

i(v+v')\jiOl. ;::ir~ljp+~'1jI01) ( ) 
e ~ ~ J kJ 8.2.1 

This is explicitly nonstationary since the averaging over \ji~ and \ji~ cannot convert 

the exponential exp[i(m+n)w t + i(m'+n')w t'J o 0 
into a function of (t-t') alone. 

We thus need to average over the fast revolution periods. Changing variables to i = 

m + nand i' = m' + n' and averaging over the fast phase given by the first factor in 

iw (it+i't') i ~ wo(i+i')(t+t') i i w (i-i')(t-t') 
e 0 = e e 0 

one reduces the sum over i,i' by a sum over i only by virtue of 6 i ,_i' and we get 

where 

)
2 N 

= (qf~ ?: 
J,k 
=1 

( /oi ) 

(+00) (+00) (+00) 

L L L 
i ~,~' v,v' 

(-00) (-00) (-00) 

[
Xi (a .,a.) • X-~ ,(ak,a

1
.)] 

~v J 1 ~ V 

iiwo(t-t') i[~ws(aj)t+~'ws(ak)t'J i(vt+v't')ws(a i ) 
e e e 

(8.2.2) 
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+00 { [] • ( )} R. - 1m 9k-&p 
X (a

J
.,a

1
·) =. L J (rna.) J ((R.-m)a.) G mw +IIW (a.) e • (8.2.3) 

IIV m=-oo II J v lOS J 

In the averagi ng over I/J~ and I/J~ for j" k, we obtai n 6jJ,0 6
11

, ,0 and the 

t ime-dependence is given by {exp[ Hwo (t-t' )] • exp[ i (vt+v 't' )w s (ai )]}. For j = k, the 

average yields 6. and a time dependence {exp[Hwo(t-t')]. exp[illws(aJ.)(t-t')]. 
jJ ,-).I 

exp[i (vt+v't' )wS(a i )]}. Neither of these are functions of (t-t') alone. We then 

average over the phases given by the first factor in the synchrotron phase term 

i(vt+v't')ws(a i ) i i (v+v')(t+t')ws(a i ) i i (v-v')(t-t')ws(a i ) 
e = e e 

which yields 6v,_v' and a smoothed-out stationary auto-correlation function: 

+ L XoR. (a
J
"a

1
,) Xo-i_ (ak,a.)] 

k"j ,v , V 1 

i£wo(t-t')+ivws(ai)(t-t') 
e (8.2.4) 

which is a function of (t-t') alone. Fourier transformed in the time-difference T = 

t - t', the spectral function R(rl) is thus: 

jii(rl) (qf~)2 (211) j(~) f~ {~x:)aj,ai) x~:,_v(aj,ai) 6[rl-£Wo -\lws(a j ) -vws(a;)] 

=1 (-00) 

N £ -£ [ 1} + k;; Xov(aj,a i ) XO,_)ak,a;) (\ rl-JCwo -vws(a;) • 

(8.2.5) 
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Moreover, for non-overlapping revolution Schottky bands, I\lws(aj)+vws(a j ) I < Wo and 

only the R. = 0 term contributes in (8.2.5). One can easily verify that the expression 

thus obtained for non-overlapping revolution bands is the same as one would get by con­

sidering the synchrotron fast phase average of the sampling particle alone i.e., if one 

started out by considering the auto-correlation of the revolution time-averaged forms 
-i -i 
~ and ~T of the signal s, as given in (6.1.5) and (6.1.6), from the very beg inn ing. 

One also notes that the term involving xoR.v and X-R. corresponds to the macroscopic o,-v 
gross signal derived from the coherent motion of the bunch as a whole (\1=0) and affects 

the coherent motion of the bunch only, since it contais no single particle information. 

Accordingly we ignore this term from our analysis. Alternatively we can imagine this 

coherent signal to be filtered out by a notch filter (with zeros at n = nwo' n = 

0,%1,%2, ••• ) before being applied at the kicker, as discussed in Chapter 5 before. With 

this in mind, we can then write the power spectral function of the sampled longitudinal 

Schottky voltage for a particle in a bunch, in the region of no revolution band overlap, 

as 

The auto-correlation function of the longitudinal action noise (equivalently, ampli­

tude noise), in the region of no revolution band overlap, can be calculated by using 

ji (8.2.7) 

where G[i,j] is obtained from the revolution time-averaged sampled voltage Schottky 

signal Si as in Chapter 6 and 7. Thus 



. k] G, ,(Jl,J) 
\I v 

Using the orbits averaging over the phase 
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(8.2.8) 

ljii of the test o 

particle i that is sampling the noise, in addition to the ensemble average over the 

phases lji~, ~~ and again neglecting the v = v' = 0 terms corresponding to the coherent 

macroscopic signal as before, one obtains 

• e 
i[\lws(ai)+vwS(aj)](t-t') 

(8.2.9) 

Using the reality condition for G(i,j) 

* i. j i j G (J ,J ) = G( )( )(J ,J ) 
\IV -\I -v 

(8.2.10) 

and Fourier transforming in T = (t-t') in (8.2.9), the power spectral function of sam­

pled action noise is obtained as 

(8.2.11) 
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Employing a distribution function f(J) describing the angle-independent distribution 

of particles in action space, we can replace the sum t by [N J dJlf(JI)] (f(J) 
j=l 

normalized to unity) and the spectral function (8.2.11) can be written as 

• 6 [fl - )JW s ( J) - vw s ( J I ) ] 

(8.2.12) 

Substituting the explicit expression for G (J,J ' ) from (7.7), one gets )JV 

R(fl;J) = (211) 

Note that the above procedure of averaging over the phase ~i of the sampling par­
o 

ticle in the auto-correlation function, is not equivalent to replacing the interaction 

G[i(t),j(tl] =tt G)J)Ji,Jj) ei()J~i(t)+v~(t)J 
(-<») 

by the simplified form of G[i(t),j(t)] which is a function of the phase-difference 

alone 

(8.2.14) 

obtained after eliminating the rapidly oscillating terms by averaging over times of the 

order of the synchrotron oscillation period. This would be a good approximation for 

cases where the relative frequency spread in the motion of the particles, 6w s(J)lws(O), 

is small so that the harmonics of the longitudinal synchrotron motion, 
wslO) 

)J::'~, are 
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unimportant. As already discussed in Chapter 5, for large bandwidth, high frequency 

systems there is considerable amount of synchrotron band overlap within each revolution 

harmonic and so large synchrotron harmonics v are indeed important. 

The auto-correlation in time domain and the corresponding spectral function in the 

conjugate frequency space for the general three dimensional cooling interaction that 

couples all three degrees of freedom and includes nonlinear pick-ups and kickers can be 

derived by using similar averaging procedures to smooth out the nonstationarity due to 

rapid oscillations thus leading to a stationary sampled noise. 

, with coupled degrees of freedom, however, the full auto-correlation or spectral 

function for both the ac.tion noise 

cal elements 1 ike (Tl~(t) Tl~(t') 
where a = {X,Z,9}, a = {X,Z,9} 

and phase noise is a tensor of rank 'three' with typi­

for action noise and (~~(t) ~~(t') for phase noise 

and ~ and ~ are the noise or fluctuation functions 

entering in the equations of motion 

(8.2.15) 

Thus for example the spectral function of the'action noise will have the form 

(Tl! n!) (Tl! 
i\ <Tl~ Tl!) TlzJ 

R: i (i"l;1 i) = {R~ a (i"l ;1 i )} = (Tl! 
i\ 0~ Tl~) (Tl~ Tl!) (8.2.16) TlXj 

"" a,a=x,Z,9 

(Tl! Tl~) 
. . \ 

(Tl~ Tl~/ (Tl! Tl!) 

and similarly for the spectral function of phase-noise. Using dyadic notation for the 

tensor R(t,t') obtained from the product Tl Tl and using the general expression for 
"" ! given in Chapter 4, we obtain, following the by now familiar procedure, the following 

(with properly al igned pick-ups and a fi lter in the feedback loop to el iminate ~r:.,o 

term): 
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If (t-i ' ) 

N ~f. fd l ' f(l') [lann,(I,I') la~n,(I.I')}' ei[n'II!(I)+n"II!(I')](t-t') 

- (8.2.17) 

and 

!(rI;I) = (211)' N' ~f. fd l ' f(l') [lanD,(I,I') la~n,(I'I')}' 6[rI- n ' IIl(I)-n"IIl(I')} 

(8.2.18) 

where 

fd l ' f(l') = 1 with dl' == dI~ dI~ dJ' 

A similar expression can be obtained for the auto-corre1ation and spectral tensor 

of the phase-noise. Equation (8.2.17) describes the correlation in the sampled noise 

developing in a time-scale of t - (1/rI) from all possible scattering events within the 

beam (through the feedback loop) between the primed and unprimed particles satisfying the 

resonance condition rl = n • w(I) + n'· w(I'). We will see in Section 9.1 that long 

time slow diffusion due to these scatterings is determined by the rI ~ 0 limit of 

R(rI;I) corresponding to two particles talling exactly on top of each other in frequency 
"" 
space: !J' ~(V = -!:!' • ~(I'). 
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9. THE TIME-EVOLUTION OF THE ANGLE-INDEPENDENT (PHASE-AVERAGED) DISTRIBUTION FUNCTION 

-- THE FOKKER-PLANCK EQUATION AND THE TRANSPORT COEFFICIENTS 

In this chapter, we employ two formalisms for arriving at the equation for the 

time-evolution of the uniform angle-independent distribution function (zeroth Fourier­

component in angle, conjugate to action, of the distribution function) of the beam under­

going stochastic cooling. The first method is based on the classical fluctuation theory 

used in the Langevin equation to describe Brownian motion and also various nonequilibrium 

(stationary and nonstationary) processes in statistical mechanics of many-body systems. 

This method has a very broad scope and is applicable to any system evolving under noise 

or fluctuations with finite correlation times. The theory of fluctuations is an active 

and growing field of research in itself, and we will only demonstrate a simple and clear 

procedure for the application of well-established fluctuation-theoretic techniques to the 

process of stochastic cooling employing a suitable model. The second method is based on 

the canonical kinetic theory in phase-space for many-body systems, employing the BBGKY 

(Bogoliubov-Born-Green-Kirkwood-Yvon) hierarchy of reduced distributions and correlations 

in phase-space. This kinetic method is of wide-spread use in plasma physics and also in 

nonequilibrium statistical mechanics. 

Up to second order in a small parameter A measuring the strength of the fluctua­

tions or the cooling interaction and first order in particle correlations, both methods 

yield identical transport equations in phase-space when the collective screening effects 

are negligible and in particular demonstrate the Fokker-Planck nature of the transport. 

The fluctuation theory becomes cumbersome, however, if one wishes to include the collec­

tive many-body aspects of the beam as a whole. The collective signal suppression or 

dynamic screening effect is thus ignored and not integrated in this fluctuation-theoretic 

formulation. This latter effect has to be evaluated independently by using the appro­

priate collective dynamics (Vlasov equation) and later put in by hand in our fluctuation­

theoretic results. However this method lends itself to a quick and easy evaluation of 

the transport coefficients (Friction and Diffusion coefficients), even when the spectrum 

of the fluctuations is not obtainable from theory as long as one has adequate knowledge 

of the spectrum (e.g. power spectral function) experimentally. 

The kinetic theory method provides the most satisfactory description of transport, 

that integrates within itself the collective effects of dynamic screening (or dielectric 

signal suppression) in a holistic way. However, this method becomes complicated and 

poses considerable mathematical difficulty in solution for the most general situation of 
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coupled degrees ·of freedom and general particle orbits (i .e. other than free-streaming 

~ simple oscillatory orbits). unless one ignores collective correlations, in which case 

one recovers fluctuation-theoretic results. A solution including collective signal sup-

pression can be obtained however for the simple cases of no coupling between degrees of 

freedom and either free-streaming (coasting) or anharmonic oscillator (bunched) orbits, 

as demonstrated in Section 9.2. 

We discuss the effect of extraneous electronics noise (due to amplifiers) on the 

diffusion term in Section 9.3. In Section 9.4 we reduce the Fokker-P1anck transport 

equation for transverse cooling to an equation describing the evolution of the second 

moment of the distribution function, in the special case of linear transverse dipole 

interaction. For this special case we also demonstrate an explicit solution and the 

Green's function of the Fokker-P1anck equation. In Section 9.5 we write down explicitly 

the components of the friction vector and diffusion tensor in terms of generalized inter-

action harmonics for the general case with coupling between degrees of freedom. 

The fluctuation theory discussed in Section 9.1, when supplemented with the expres­

sion for the collective response or signal suppression factors derived from general 

V1asov theory in phase-space in Chapters 10 and 12 and with a prescription as to how to 

modify incoherent spectral functions by these factors (Chapter 11), becomes equivalent 

to the kinetic theory discussed in Section 9.2 

9.1 Fluctuation Theoretic Model of Stochastic Cooling 

The classical fluctuation theoretic formulation used in this section is an already 

well-estab1ished and growing field and has been discussed, exposed and used in various 

contexts involving fluctuations or stochastic processes ([28], [30], [51], [53], [54], 

[77], [95], [98], [107]). In our formulation, we follow the treatment by Van Kampen 

[107] closely since it is particularly well suited for the two-storage ring 

model of stochatic cooling adopted in this section. 

If x = (I.,1jJ.), i = 1, ... ,N denote the canonical action-angle phase-space - _1 _1 

coordinate of the i~ particle in the beam, then the cooling dynamics is generally 

of the form 

(9.1.1) 

where G is a general nonlinear vector function of {x} determined by the _i i=I, ••• ,N 
cooling interaction imposed by the feedback loop (Eqs. (7.2) through (7.14)). 
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As we have discussed before, a single particle experiences a coherent corrective 

force that depenos on the 'state' or 'phase' of its own position in phase-space alone and 

also experiences an incoherent fluctuating force or Schottky noise due to all the other 

particles in the beam, which depends on the phase-space coordinates of all these other 

particles. 

G thus has a general decomposition 

(9.1. 2) 

where G~ is a "sure function," determined by the coherent cooling term and depends on 
-1 

the phase of the cooled particle alone and G~ 
-1 

is a "stochastic function" or random 

function depending on a stochastic or random parameter a describing the initial phases 

of all the particles in the beam. The time dependence of G~ enters through the 
-1 

orbits of all the other particles j(~i) = 1, ... ,N. As the phases range between 0 and 

2., a is a particular realization of an ensemble of random phases each belonging to a 

set l: whose range is thus mod (0,2.). A probability distribution defined on l: may 

be specified by its density P(a) obeying 

Pta) ~O and f Pta) do 1 
L; 

It is quite generally true for our case that 

/G~[2\.,tJ) = 0 
"\ 1 1 aH 

(9.1.3) 

(9.1.4) 

where the average < ••• > is taken over an ensemble of the random set l: of a's. Thus 

the noise from the other particles adds only in the mean square (and higher moments) 

which is non-zero e.g. 

(9.1.5) 
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In the derivations to follow. it is not necessary to use the decomposition (9.1.2) 

or use the assumption (9.1.4) until later. At this stage. it only provides a useful 

insight into the process of cooling. 

With the introduction of the stochastic variable a € L. the differential equation 

(9.1.1) becomes a stochastic di{ferential equation for x. In our simple model then. 

cooling is described by the general stochastic nonlinear differential equation given by 

. 
~ = G(~.t;a) (9.1.6) 

When we prescribe given initial values ~(t=O) =~. this equation determines a stochas­

tic process ~(t;a). provided that for each individual a € L. Eq. (9.1.6) has a unique 

solution. However. practically one is more interested in the statistical properties of 

x such as <~>. <~ ~>. etc. that arises from the stochastic nature of the force 

§(~,t;a) in Eq. (9.1.6). 

For linear equations. where the right hand side of (9.1.6) depends linearly on the 

~. techniques exist for solving (9.1.6) for the statistical properties of ~ directly. 

However, a solution is extremely difficult to obtain for the general nonlinear x­

dependence of G. If we define <~(t» to be the ensemble average of ~(t;a) over the 

distribution Pta) of a defined in (9.1.3), i.e. if 

<~(t) fda Pta) ~(t;a) 
L 

(9.1.7) 

then it is obvious that we do not expect to find a differential equation for <~(t» by 

itself, because in general the nonl inearity of §(~. t;a) necessaril y brings in the 

higher moments. We can however consider a second probabil ity distribution or density 

function of x, f{x.t) by defining a fluid in phase-space x and a phase-function f(x) 
..., ..... ..... ..... 

which measures the density of the fluid at ~ (or the probabil ity of being within ~ 

and x + dx being f(~) d~). This reduces the nonlinear ordinary differential equation 

(9.1.6) for ~ into a linear partial differential equation for f(~.t) as follows. 

We look at .!5 as a point in the 6-dimensional phase-space of the particle. 

Equation (9.1.6) determines a velocity at each point of this phase-space. Each initial 

value point ~(t=O) = ~ has a trajectory passing through it describing the corresponding 
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solution of (9.1.6). we hold a fixed for the moment. Let us consider a cloud of ini­

tial points and a phase function f(x;O) describing the density of these pOints in 

phase-space. All the points in phase-space move according to (9.1.6) and the conserva­

tion of probability [Jf(~;t) d~ = 1] ~ the conservation of the number of system 

points in the ensemble means that the flow must satisfy the continuity equation 

af(~;t) ( ] 
Clt = - a~ • la(/i, t;a) f(~;t) (9.1.8) 

As explained under Section 4.1, the flow is not incompressible for the stochastic 

cooling interaction and a/ax remains outside of ~ in general. Consequently, a solu­

tion of (9.1.8) is not obtained by taking f(~;t) constant along each trajectory, but a 

Jacobian determinant will appear later. Note that Eq. (9.1.8) is an equation for the 

flow in 6-dimensional ~-space for the one-particle distribution f(~;t) of a set of 

test-particles and is different from Eq. (4.1.2) defined in 6N-dimensional space for the 

N-part i c 1 e di s tr i buti on p[~l' ... , ~N;t]. 

Now we consider all values of a E L with their probability distribution (9.1.3). 

Then (9.1.8) is a stochastic partial differential equation for f(x;t) which is linear 

in f(x;t). 

Again, given the initial condition for the distribution f(~; t=O) = g(O, 

Eq. (9.1.8) determines a stochastic process f(~;t;a), provided that for each a E L, 

(9.1.8) has a unique solution. We can then define 

<f(~;t) = f f(/i;t;a) Pta) da (9.1.9) 

L 

We wish to connect <f(~;t» with the probability density p(~;t) of ~(t) aris-

ing from the random variable a as determined by Eq. (9.1.6). It is known, in fact, in 

the theory of fluctuations that 

<f(~, t) = p(~, t) 
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so that the solution <f(~,t» of (9.1.8) leads to a solution p(~,t) for Eq. (9.1.6) 

automatically. We reproduce a formal proof of this lemma in Appendix C after Van Kampen 

[107]. 

The proof is based on assuming 'sure' initial values in the form of delta functions 

as follows: 

We can however consider other initial values corresponding to solutions of (9.1.6) 

in which the in it i a1 value a is a 1 so random with probabil it y d i str ibuti on f (~;O) = 

P (~) with ~ E X, the set of all poss i b 1e in it i a 1 condit ions. In thi s case <f (~, t) > 

is identical with the probability density p(~,t) of ~ arising from the randomness of 

the Eq. (9.1.6) and of the initial value. It is required however that the distribution 

of initial values P(~) be statistically independent of that of 0, i.e. P(o). In 

other words, it is required that the random variables a and 0 be independent and 

uncorre1ated. This formulation so far then describes exactly the situation in the model 

of a hypothetioca1 two-storage-ring cooling as depicted in Fig. 18 below. 

Circulating . :.C.: . , .. 

beam ~".f':<:'.' 

i ;- Test particle of interest 

, 
~',:: : 

::~., ': .. , ....... : ........•....•.. :~ ...... : ::.: .. .... ::.: .. :. 

XBL 827-7060 

Two Storage-Ring Model of Stochastic Cooling 

Fi g. 18 

A beam of particles circulates in one ring, generates a Schottky noise signal at an 

azimuthal pick-up, which is then transferred to a kicker located azimuthally at a separ-

ate hypothetical storage ring where a test-particle, circulating in the second ring, sees 

this amplified noise signal together with the coherent signal generated by itself at the 

same pick-up. We thus imagine the cooling particle, whose dynamics is of interest, as a 

test particle cooling under the influence of the 'sure' function GO and diffusing 
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under the influence of the noise or fluctuation function §l(t;o), determined by all 

the other particles in the other storage ring. 

The time-evolution of the probability density p(~,t) of such a test particle would 

be of purely academic interest unless we identify p(x,t) with the actual coarse-grained 

6-dimensional phase-space density of the actual beam circulating in a single storage ring 

and interacting with the PU-Amplifier-kicker feedback loop simultaneouly, i.e., we iden­

tify the test particle as one of the actual particles in the beam. Complications of an 

essential nature arise, however, in this process of identification which we are forced 

to do in order for our idealized two-storage-ring model to correspond to a real stochas­

tic cooling situation. The probability spaces ~ and X or the densities P(o) and 

P(X) no longer remain independent. The parameter 0 which measures the randomness of 

Schottky noise G1(x, t,o) is the same parameter as X which defines the single par-

ticle distribution of the whole beam. Both parameters arise from the same random initial 

phases of the beam particles and are totally correlated. 

Thus formally Eq. (9.1.8) is linear in f(~,t) but deceptively so. 0 is deter­

mined by a particular realization of the ensemble of initial phases of the beam 

particles. As the cooling process continues, f(~,t) changes and 0 becomes a function 

of time through the ch angi ng dis tr ibuti on funct i on, i.e. 0 Thus 

Hence for a real cooling system, 

Eq. (9.1.8) is an inherently nonlinear partial differential equation for f(x,t). Such 

nonlinearity is always inherent whenever there is a correlation between the two proba-

bility spaces ~ and X, one of which measures the randomness of the coefficients in 

the differential equation while the other the randomness of the initial values. The 

application of our model then to a real cooling system becomes moot. 

However, a careful multiple time-scale analysis based on an inspection ot the vari-

ous disparate time-scales involved provides us with a physical argument to bypass this 

difticulty. 

Equation (9.1.8) determines three distinct time-scales. The first one is the scale 

on which f(~;t) varies. This is measured by A-I (taking G to be of order unity) 

where A is a measure of the strength of ~ in some sense. This is the relaxation time 

of slow cooling. The second one is the scale on which §(t) varies and is neasured by 

To' the revolution time-period or the periodicity with which the kicks are applied 

this time-scale is irrelevant for the following arguments. The third one is given by the 

correlation time TC of §(t) -- this is the time-scale on which the random nature of 

the function §(t) becomes appreciable. 
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Now if (>'TC) is small it is possible to subdivide the time-axis in intervals 

(ta t) such that tat » T c and yet (>. tat) « 1. That is f(~,t) does not vary much 

during a time tat in which §(t) has forgotten its past. Then we can use Eq. (9.1.8) 

during the time-interval tat between 't I and 't+tat I and solve it to express 

<f(~; t+tat» in terms of <f(~;t» assuming (9.1.8) to be linear in f(~;t), but the 

coefficients in the solution determined by the instantaneous averages of ~(t) and its 

moments over f{~;t). For the next interval one may use the same method of solution to 

express <f{~; t+2tat» in terms of <f{~; t+tat». The crucial point is that the values 

of §(t') during the second interval are practically uncorrelated with those during the 

previous tat. This makes it possible to use in the second interval the same unbiased 

averages of §(t') rather than the averages conditioned by the knowledge of how f(~;t) 

behaved in the previous interval. The coefficients in the solution become averages over 

the instantaneous distribution function of the particles and thus we have finally resur­

rected the basic nonlinear nature of the transport, without having to solve the nonlinear 

equation. 

All the above arguments amount to saying that on the coarse-grained level deter­

mined by tat the process is (approximately) Markovian. This means in general that the 

probability distribution p{~,t) = <f(~;t» obeys a differential equation, rather than 

an integral equation with long-time memory. At this point it is prudent to state then 

what our goal is. We wish to derive a deterministic differential equation for p{x,t) 

of the form: 

ap{~,t) ~ 
at = D~ p{~;t) 

where Ox 6~ {P(lS, t)} is an operator acting on the ~-dependence of p{~, t), but 

not on its t-dependence and may in addition be a function of p(~;t) itself. Later on 

we will identify p(~,t) with the actual phase-space distribution f(~;t) of the beam 

of particles. 

Another complication arises from the fact that the kicker electromagnetic fields in 

a stochastic feedback loop introduces correlations in the trajectories (and hence arrival 

times) of the particles which propagate collectivel y through the beam and distorts the 

fluctuation spectrum. This collective correlation between the probability spaces l: and 

X is not inclUded in our model, which thus precludes us from obtaining the collective 

signal suppression factors. Solving a nonlinear stochastic differential equation where 

the probability spaces of the initial value distribution and the original stochastic 
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variable in the differential equation are correlated dynamically as a function of time 

is extremely complicated and is the leading edge of research today in such diverse fields 

as non-stationary nonlinear stochastic processes, irreversible statistical mechanics of 

many-body systems and quantum field theory. The only satisfactory method known to the 

author is a full-blown kinetic theory of microscopic dynamics in phase-space, which we 

will discuss in the next section. In this section we will solve the problem by assuming 

that this correlation is small and can be neglected. Indeed, if the modulations induced 

by the kicker are small enough, the dynamic correlation between the two ensembles: the 

noise ensembles and the test particle ensemble is weak and time-evolution of an ensemble 

of such test particles or a distribution of them will coincide with the time evolution 

of the actual beam. 

Later on we will cure this desease of not including the collective distortion of the 

flucutation spectrum (owing to the additional feedback loop through the beam) by slightly 

modifying our model. In this modified model, we let the test particle sample not the 

incoherent fluctuation spectrum generated by the single particle motions, but the total 

collectively distorted or screened signal generated at the kicker. This latter spectrum 

is obtained simply by suppressing the incoherent fluctuation signal so(~) at the kicker 
o 

by a shielding factor £lit), i.e. sett ing s(~) = ~\~)). However, d~) then has to 

be evaluated separately and independently from the Vlasov equation in phase-space. 

This approach is analogous to the "Test particle" approach used in Plasma Theory to 

get the Fokker-P1anck coefficients for transport in a plasma, where the fluctuations 

arise from the Coulomb interaction of particles with each other, which gets dynamically 

screened by the Oebye shielding effect ([30J, [51J, [53J, [54J, [98J). 

Let us write Eq. (9.1.8) formally as: 

af(1$.;t) 
--- = A (t) f(1$.;t) at 1$.,0 

(9.1.10) 

\~here the operator A~,o(t) is defined as 

(9.1.11) 
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It is easily seen that Eq. (9.1.10) is solved by: 

where we have suppressed the subscripts ~,o for convenience. If the operators A 

comrrute, all integrations can be extended from ~i = 0 to ti = t (i=1,2, ••• ,n) 

provi ded that a factor (1/ n! ) is supplied to compensate for the 1 arger integration 

domain. But in our case .t\'s are operators involving gradients or derivatives in phase­

space variables of the functions §(~;t) for different times and do not necessarily 

corrvrute. However, even though A(t.) do not commute we may still write 
. 1 

where the "time-ordering" symbol 'I/'[ ••• J indicate that the operators have to be shuffled 

so as to appear in the order of decreasing values of their time arguments. 

We can write the result in a more compact form as 

(9.1.12) 

where the time-ordering symbol mean that one should first expand the exponential and in 

each term order the operators chronologically. Equation (9.1.12) gives us the formal 

solution of (9.1.10) for each individual value of a as a time-ordered product. This 

gives for the average 
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p(~;t) (9.1.13) 

since averaging over the ensemble of 0 f ~ and time-ordering operations commute. 

Furthermore, inside the time-ordering symbol one may freely cOl1lllute operators because 

they have to be put ultimately in chronological order anyway. 

The integral over A~,O(tl) is itself a stochastic quantity Z. On expanding 

the exponential o~e obtains a ~eries in successive moments <Zn> which may be written 

as multiple integral s over moments of A 

(A(t1) A(t 2) + ••• ] f(~,O) 
(9.1.14) 

This expression, however, does not provide good successive approximations, because 

any finite nurrber of terms constitute a bad representation of the function defined by the 

-t whole series -- much the same way as the behavior of e for 1 arge t is badl y 

represented by an y finite number of terms of its expans ion. I n other words, if the mag­

nitude of the fluctuations characteristic of lI(t) is measured by some parameter A, 

then Eq. (9.1.14) is not a suitable expansion because the successive terms are not only 

of increasing order in A, but also in t. That is, it is actually an expansion in 

powers of (At) and is therefore only valid for limited time. [Equation (9.1.14) has 

worked successfully in the past in the theory of scattering, where it is known as the 

Schwinger-Dyson formula. The reason it worked is because in a scattering process, the 

interaction Hamiltonian acts during a short collisional time 1S and practically 

vanishes at all other times t. Equation (9.1.14) then becomes an expansion in powers 

of (ATs) and our objections are empty in that case.] 

We bypass this difficulty by defining "irreducible connected parts" or "cumulants", 

which are certain corrbinations of the moments <A'tt1) ••. A(t n» and ~ie will denote 

them by a bar on top connecting the elements, e.g. <A(t1) ... A(t n». For the single 

random variable Z, we define the cumulants by means of the generating function 



With 

we get 

(etZ ) = exp { f:. (!t (z . Z ••• z>} 
m=l ~ 

m-ti mes 

t 

Z = f A(t') dt' 

o 

146 

The connection with the moments is given by the following hierarchy of equations 

(we write 1,2, ... etc. for the operators A(t1),A(t2), ... etc.): 

<1> = <1> 

<12> = <1><2> + <12> 

<123> = <1><2><3> + <1><23> +<2><13> + <3><12> + <123> 

••• and so on. (9.1.16) 

The cumulant expansion (9.1.15) is far better behaved than the moment expansion 

(9.1.14) for processes A(t) having a short correlation time TC' To illustrate 

this, let us suppose that A(t1) and A(t 2) are statistically independent quantities 

when itl-t2i» TC' Then the moment d\(t l ) P:(t2» factorizes into d\(tl » d\(t2)> 

and it is easily seen that the cumulant <I\(t l ) A(t 2» vanishes. Thus the moments have 

the "product" property while the cumulants have the "cluster" property. Accordingly 

(9.1.16) is known as the cluster decomposition. In the language of scattering theory, 

the cumulants express the totally "connected" or correlated part of the moment 

<A(tl) ... A(tml>, which expresses m successive scatterings from points tl'""tm, 

Thus the cumulant expansion is an' expansion in a hierarchy of "disconnected" and 

"connected" parts of the moments, 



147 

r-tlre generally the m!b- cUlllJl ant d\( t 1)'" A(tm) > van ishes as soon as the 

sequence of tines tl ••••• t m contains a gap large compared to TC' This is what we 

mean intuitively by a "rapidly fluctuating random process". 

As a result. each integrand in (9.1.15) vanishes un less tl' t 2 ••••• tm are close 

together. The only contribution to the integral comes from a m-dimensional tube of 

dianeter of order TC along the diagonal tl - t2 - ••• - tm in the m-dinensional 

integrat ion space; m integrations with one rel at i on between the (t
l 
••••• t m) above 

leave one tine-integration free. Hence for large t. the contribution of each term is 

proportional to t so that 

where c can be found from the cumulants of the operator A(t.a). 

Let us illustrate this for the term involving the second-{)rder cUlllJlant 

t t 

lR = J dt1 f dt2 (A(t1 ) A(t 2 ) 

o 0 

Let us change one of the integration variables to T via T = t1 - t 2• Then 

The domain of the double integration in the above equation is illustrated in the Fig. 19 

below. as the parallelogram ABCO. By the definition of the correl ation tine T c. the 

integrand R(tl.tl-T) takes on significant values only in the shaded domain in Fig. 19 

(tube in 2-dimensions). where I T I .;;; TC or -1C';;; T .;;; T c. Hence. errors coming 

from the contributions of the small triangular domains outside the parallelogram in the 

vicinity of 0 and B. we may extend the upper and lower limits of T-integration to 
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+00 and _00, respectively; the errors involved are of the order of (1C/t) and for 

large t are negligible. Thus we can write 

t 

R = f dt1 
o 

For a "stationary process", i.e. a process which is invariant under time-

transl ations R(t1, t l -1) 

only i.e. 

is a function of the time-difference t1-(t1-1) = 1 

In general we do not have a stationary process. Nonstationarity enters into the process 

either due to slow relaxation processes (slow cooling in our case) or due to rapid 

(compared to 1C) oscillations (synchro-betatron oscillations and discrete periodic 

kicks in our case). In the former case, stationarity holds adiabatically in time and in 

th e 1 atter case we can defi ne a smoothed-out t i me-s ta ti onary cumu 1 ant by averagi ng over 

the rapidly oscillating terms, as discussed in Ch. 8. For the purposes of illustration, 

1 et us assume a t i me-s tati onary cumu 1 ant R (tl ,tl-1) :: R (1) th en, although the general 

statements remain valid independent of this assumption. We then have 
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If we define the Four i er transform ii. (n) of ii. (l) by the definit ion 

+«> 

;(n) = I dl It(l) eWT 

-<lO 

then 

The term in Eq. (9.1.15) for the expansion into cumul ants which involves the second-

order cumulant is thus proportional to t with the coefficient determined by the power 

spectrum of the second-order cumulant. Similar arugments show that all the terms in the 

exponent in (9.1.15) involving higher-order cumulants are proportional to t, with 

coefficients determined by the various spectral properties of the cumulants. 

Using the cumulant expansion (9.1.15), (9.1.13) gives us: 

If A is measured by some parameter )., then apart from the first term, the suc-

232 cessive terms in the exponent are of order (). T
C

)'(). T
C
)' ••• etc. Moreover, they all 

grow linearly with t when t» \. We have assumed that A(t) has a finite corre­

lation time TC in the sense that all cumulants of A(t) vanish, i.e. 

as soon as the ti me arguments in them have a gap Iti-t j I 1 arge compared to TC· The 

success ive terms are then of order ().m T 01-1 
c 

t) for t » T • 
c We note that although 

successive term in (9.1.17) do not have any meaning yet since the time-ordering 
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operator 'IT mixes them up eventually, the above comments on orders of magnitude remain 

correct. 

We now so lve {9.1.1?} step by step. Fi rst, we omit all terms of O{). 2 \}. Then 

By the definition of T, this is the solution of 

<f{~,O}) = f{~,O} {9.1.18} 

We now' use the decomposition {9.1.2} and the definition {9.1.11} to write 

where 

Then 

since §O{x) is a sure function {hence /Ao>=Ao} and <§l{~;t}> = 0 by Eq. {9.1.4}. 

We now use this result to define an 'interaction representation'. Let U{tlt'} be 

the evolution operator belonging to {9.1.18}. We set 

f{~;t} = U{tIO} g(~;t} 

and accordingl y transform A1(t} into B(t}: 
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The evolution operator satisfies the equation 

a~ u(tlt'} = "o(t} U(tlt'} with O(t'lt'} 

In this representation, we have 

ag(~;t} ~ 
----a--t -- = B(t} g(~;t} 

and the sol uti on is written analogous to (9 .1.Il) 

The second step consists in omitting the terms of order ().3T~) and higher 

in the exponent. We shoul d now expand the exponent i al and in each term of the expans i on 

rearrange the operators B chronologically. We partially fulfill this requirement by 

writing 

Let us denote 

tl 

K (t I) = f d t2 (8 (t I) B (t 2}) 
o 

and consider the differential equation 

Its solution is 

(9.1.19) 

(9.1.20) 
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(9.1.21) 

with <g(x;O» = g(x;O). This is alrrost identical with (9.1.19) but not exactly. We - -. 
will show later that the difference is of order (>'T

C
). 

Equation (9.1.20) in the original representation is given by 

(9.1.22) 

~ ~ 

where L{t) is the operator K{t) transformed back to the original representation: 

With 

we have 

Then we can write (9.1.22) as 

Recalling our definitions 

t 

= f dt' U{tIO) (S{t) S{t') U{Olt) 

o 

t 

= f dt' (A1{t) U{tlt') A1{t') U{t'lt) 

o 
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we write 

d at p(/i,t) 

p(/i;t) (9.1.23) 

When t» TC' we an take the upper limit of integration to be (+00). We have 

thus obtained Eq. (9.1.23) to second-order in th e strength of 

without assuming absence of correlations or cutting off secular terms. 

Now we justify the use of (9.1.21) instead of (9.1.19). When we expand the exponen­

t ial in (9.1.19) and appl y the time-ordering, it may happen that the two operators 
A A 

B(t1) and B(t2 ) in the currulant become separated by one or ITore operators from 
A 

the other factors. In contrast in (9.1.21) the operators B in a cumulant stay together 

to make K and only the operators K are time-ordered among themselves. This is the 

diff erence between (9.1.21) and (9.1.19). For an estimate of th i s difference, let us 

look at a typical term of the expansion of (9.1.19) 

(9.1.24) 

A A 

where A measures the strength of B (i .e. B is of the order of unity in this 

expression.) There are n pairs of time-arguments (t
1
,t

2
) and one has to inte­

grate over a 2n-dimensional domain. There is a subdomain where no two pairs overlap and 

which therefore is correctl y represented in (9.1.21). The volume of that subdomain is 
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of order because each pair ranges over an interval of order t. while the pair 

t l ,t2 must be within TC from one another. The contribution of this subdomain is 

therefore of order A2n t n n TC' 

The order of the operators B in the remaining subdomain is quite different in 

(9.1.21) and (9.1.19). Iiowever, if two pairs have to overlap. all four times involved 

must be within a distance of order TC from one another, so that the range of inte-

gration for those two pairs is only of order Hence the di fference between 

(9.1.21) and (9.1.19) as far as the term (9.1.24) is concerned, is at most of order 

A2ntn-1Tn+l. Since this is proportional to tn-I, we have to compare this with the 
c 

principal contribution of the previous term in the expansion of (9.1.19), which is 

A2n-2tn-1T~-1. Hence the difference between (9.1.21) and (9.1.19) is or order A2T~. 

A general expression involving these higher-order terms in the expansion of L can be 

found but our present report does not concern itself with orders beyond (A 2TC )' 

Equation (9.1.23) has the structure of a Fokker-Planck transport equation. We have 

thus demonstrated that such an equation arises most naturall y from the differential equa-

2 tion for stochasti c cool ing up to order (A TC)' when the process is characterized by a 

finite correlation time TC' which is smaller than the time-scales of interest for 

the relaxation process of cooling. 

The operator exp(-T'il • GO) in (9.1.23) provides a solution to the equation 
x -

Thus 

af(lS,t) 

at 

However, the single particle equation 

determines a mapping 

wi th inverse 

'il~.r,a°f(~,t) 

(9.1.25) 
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for fixed t. Then we also have 

The effect of the operator exp{-tV • GO) is thus given by x -
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(9.1.26) 

where the last factor is the Jacobian determinant of the mapping. 

write Eq. (9.1.23) in the following two alternative forms: 

Using this, we can 

or 

where 'V 
--1 

,~ ,( •. tl ",' [_,0(,1 · I d, <,I(,.tl ~_, . "(,-"t-'I) 

· I <,I(,.tl ,1(,-'.t_'I) . !('-'I] ",.tl 

p{/i,t) 

(9.1.27) 

(9.1.28) 

means differentiation with respect to x and Y is a vector function 
_-1 

(9.1.29) 

'! 
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So far we have assumed the fluctuation term G1 to be of order A. For a cool­

ing system both GO and G1 are of the same order >. and hence the Jacobian of 

the transformation of orbits under GO given by (9.1.26) is 

d[~1] 
-- = 1 + 0(>.) 

d[x] 
(9.1.30 ) 

Since the second and third terms on the right-ahdn side of (9.1.28) are already 

0(>.2), being of the form (~l. §l), the added 0(>.) contribution from (9.1.30) adds 

0(>.3) terms and higher and we neglect them. Then Y in (9.1.29) vanishes (logarithm 

of unity being zero). Moreover, the fluctuation term G1 in the equation of motion 

(9.1.2) satisfies the Hamiltonian flow condition for stochastic cooling as explained 

before and so 

v 1( -1 ) --1 • ~ ~ ,t-1 = 0 

Thus V and G1 commute and we can write: 
--1 

where in the last step we have used (9.1.30) again. 

Thus for fluctuations satisfying the condition for Hamiltonian flow and strength of 

cooling and fluctuations given by a small dimensionless parameter >.« 1 (we incorpor­

ate). within §O and G1 so they do not appear explicitly), the Fokker-Planck 

equation for transport has the form: 

= - V 
Ii 

We write (9.1.31) as follows: 



where 

ap(~,t} 

at 
a 

= - aj . 

are the Friction and Diffusion coefficients respectively. 
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(9.1.32) 

(9.1.33) 

We note that in action-angle variables (~= 1,~) the distribution function p(~} = 

p(!, J!!} is a function of ~,t. If we are interested in the time evolution of a homo­

genous distribution f(!} independent in angle 1jJ, the terms in (9.1.32) involving 

gradients in angle (e.g. a2/a! a~, a2/a~ ap etc.) drop out and we only have to con­

sider transport in action I-space alone. We then have 

_ap_(l_;t_} = _..l. . [FW p(l;t}] + ~ a
l 

• [ow 
at a1 Co a "" 

where 

• ap(l, t}] 
aI 

(9.1.34) 

(9.1.35) 

To the order of the approximation, the co-ordinates Ut}, Iji(t), appearing in 

(9.1.35) are to be evaluated just as zero-order orbits ~O(t} = 1 = const. and 

~O(t} = ~ • t + !(O) and then the expectation value over the ensemble <G1G
l
> in 

(9.1.35) becomes just the auto-correlation function R(t,t-l} of the sampled noise 

without the self-i nteraction as defined in (B.2.1?): 
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Averaging over rapid oscillations as in Section (8.2), we get a smoothed out auto­

correlation which is a function of T alone: 

- -
For time-stationary auto-correlation, we have then the property R(T) = R(-T) and the 

~ ~ 

Diffusion coefficient becomes: 

+00 

= f dl !(T) = [(12) 112=0 
-'X> 

- -
where R(I2) is the Fourier transform of R(T) in T: 

+00 

~(12) = f dT e-i121 ~(1) 
-00 

-
Using the explicit expressions for §OW and R(u) given by (7.1.16) and 

"" 
(8.2.17) we obtain for the Friction and Diffusion coefficients in the Fokker-Planck 

equation (9.1.34) the following: 

E(l) = .lPW 

and 

(9.1.36) 

x o(n.\I!(I) + nl.\Il(lI)) 

(9.1.37) 
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Substituting for §nn' n.!') for the relevant cool ing interactions, e.g. 

Eq. (7.4) through (7.11) for longitudinal cool ing or Eq. (7.14) for transverse cool ing, 

one gets the explicit Fokker-Planck equation for stochastic cooling. 

Had one anticipated the Markovian nature of the process beforehand, one could have 

arrived at the sarre conclusion with considerable economy of tirre. Recognizing the sto­

chastic nature of the phenomenon, we seek a description in terms of the transition pro­

babil ity in phase-space starting from a given initial distribution. It is important to 

recognize, as of the essence of the cooling process, that there exist time intervals 

(lit) during which the phase-space coordinates of the cooling particle change by infini­

tesimal amounts while there occur a very 1 arge number of kicks or fluctuations charac­

teristic of the motion and arising from the interaction with the other particles in the 

beam. Thus we assume 

where, c is the correlation tinE of interaction and 'd is the relaxation tinE of 

slow cooling and diffusion. 

The tirre-evolution of the distribution function p(x,t) for the cooled particle may 

then be described by the integral equation 

(9.1.38) 

Here Wllt(~;lI~) represents the transition probabil ity that x changes by lIX during 

lit, with normal ization 

(9.1.39) 

In expecting the integral equaton to be true, we are actually supposing that the 

course which a cooling particle will take depends only on the instantaneous values of its 

phys i ca 1 pararreters and is enti re 1 y independent of its whol e prev ious h is tor y, i.e. we 

are assuming it to be a Markov process. It is far from obvious that we can ideal ize the 
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cool ing process by a Markov one. However from the arguments given before and experi­

mental observations of the actual evolution dynamics in the stochastic cool ing experi-

ments at CERN, we expect the assumption to be physically plausible. 

Expanding Eq. (9.1.38) in a Taylor series with respect to lit and lIX we get [53] 

With the normalization (9.1.29), we may define and calculate the average values of the 

increments according to 

Neglecting the third order terms on the left hand side, which is smaller by a factor 

o (llt/1:d) than the second-order term, we obtain 

ap a [<1I~> p] + 1 a2 . 
at = - a,lS· lit 2" all all • [ <1I~ liP ] + 0 «1I~ 1I~ 1I11,» 

lit p lit 

We thus recover the basic Fokker-Planck transport equation for the time-evolution 

of the one-particle distribution p(~;t) for a particle experiencing fluctuating fields 

at the kicker valid up to two-body correlation effects, in the form: 

(9.1. 40) 

where 
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1 
[(1\.) = '1 <AI\.> (9.1.41) 

(9.1.42) 

are the usual Friction and Diffusion coefficients and « ••• » denotes an average over 

enserrb1e of particles (which in practical computation would mean an average over initial 

conditions or phases of the particles) and 1 is a time which is ITllch shorter than the 

time-scale over which the distribution function changes significantly but still long 

enough so that a large number of fluctuation kicks characteristic of the motion (arising 

from the kicker fields) occur. 

To evaluate F and D we write the fluctuation equations of motion in presence of 
"" 

kicker fields as: 

(). « 1) 

where ). is a "s trength of f1 uctua tion s" parameter and §[~ (t) ;t] is the sign a 1 s ampl ed 

by the particle on its orbit ~(t) at time t. In terms of action and angle variable 

~ = (l,~), the fluctuation equation becomes: 

(9.1.43) 

where the superscripts ° and 1 denote the coherent self-interaction si9nal and the 

Schottky noise part respectively. Then: 

and 

t t 

I(t) = HO) +). S dt' la°[I(t;)1 +). f dt' la
1

[Ht'),!J!(t'); t'] 

° ° 
t 

!i!(t) = ~(O) + liMO) t + ). f dt' 

° 

(9.1.44) 
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Since we are interested in the time-evolution of the angle-averaged one particle 

distribution p(I ;t). we need to calculate E(!) and 0(0 only since terms of the 
"" 

d d d 
form a!J! and a!J! ar a2 

and a!J!a!J! vanish on averaging over JI; over 0 to 211. We are 

considering particle distributions which are hOlnogeneous in the phase-angle. 

One can now evaluate the coefficients ~ <to!(1» = f(D and ~ <to1(1)to!(1» 

O(I) to the order >.2, neglecting 0(>.3) terms. For O(I) one needs only to 
~ "" ~ ..... 

keep the first order term in >. in the expansion for A!tT) = !h)-!(O) as given by 

(9.1.44) since the product AI tlI already introduces >.2. One then obtains a result 

identical to (9.1.35) for 0(1) as is easily verified. There is no 0(>.) term in the 
""-

O(I). The 0(>.) term appears in ~(!l and is given by the expression for f(D as 

given in Eq. (9.1.35). The 0(>.2) term in E(!) transforms into a term of the form 

-~ aT· O(!) when one expands by iterating the orbit (9.1.44) up to second order 

in ,).' (0().2)) by using the first order orbit expansion for tlljih) frOOl (9.1.45) 

into (9.2.44) and one uses the Hamiltonian property of §1, namely 

1 . a Ii (1,l1!,t) 

<lI 

This terms thus simply roodifies the diffusion term to ~ at • [£(1) • a:~] . 

We note that the general form of the Fokker-Pl anck equation as given by (9.1.40) and 

(9.1.28) has two partial oerivatives a2 tax ax to the left acting on [O(x) pJ to the ..... ..... ;::;::; ..... 

right. For fluctuation equations governed by Hamiltonian dynamics, aside from the selt-

inter act ion part, however, the diftus ion term in the Fokker-Pl anck 

equation takes the form of a~' [O(~) • .!2.] with one derivative actlng only on p(l$.,t). 
"" a)S 

This is indeed the case for stochastic cooling as also for Coulomb interactions in a 

pl asma. 

9.2 Kinetic Theory in Phase Space 

we now illustrate how a transport equation in phase-space of the form of a Fokker-

Planck equation arises naturally from a consistent kinetic theory of the N-particle 

s ys tem. In general th i s descr i pt ion i ncl udes both th e time-coherence of Sch ottk y sign a 1 s 

(Schottky noise diffusion) and the shielding induced by the feedback system. Both of 
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these effects are manifestations of correlations developing between particles in 

phase-space. In the usual derivation of the Vl asov equation whi ch describes instabil i­

ties in particle beams in accelerators two-body and higher correlation effects are 

assumed negligible. In addition. there is no· dissipative self-interaction; the equations 

of motion are Hamiltonian. In stochastic cooling systems, it is such a self-interaction 

term which increaSes the phase-space density. In the following, equations are derived 

for the one-particle distribution function and the totally correlated part of the two­

particle distribution function. The one-particle distribution is just the usual distri-

bution function used in the Vl asov equation for collective modes. In the context of 

stochastic cooling, however, the equation for the one-particle distribution will describe 

the transport £.!:. time-evolution ot such a function in the presence of cool ing. The two­

particle distribution will describe the effects of correlations. The equation for the 

two-particle distribution thus describes the propagation of correlations and gives us the 

noise diffusion and collective shielding effects. Accordingly, this second equation has 

the nature of a V1asov equation for the two-particle correlations. To describe the time­

dependence of the two-particle correlations, one has to consider the equation for the 

three-particle correlation distribution function and so on. The hierarchy thus obtained 

for higher and higher order correlations is known as the BBGKY (Bogolubov-Born-Green­

Kirkwood-Yvon) hierarch~ and closes on itself only at the ~ level which describes 

the totally correlated part of the full N-body distribution. We will truncate our hier-

archy beyond the two-particle correlations thus preserving information about the slow 

damping due to cooling, diffusion due to Schottky noise with long-time coherence and 

collective shielding due to two-body correlations generated by the feedback loop but 

throwing away information about the fast time-development of such two-body correlations 

leading to collective shielding. In order to learn about how fast the process of shield 

ing establishes itself we have to go one step further by taking into account the three­

bOdy effects as well. We will not do this last step. 

One further remark is in order. The system of particles in a beam is characterized 

by a set of frequencies having a discrete spectrum in principle (N finite). The average 

frequency spacing between particles is of the order of lIw/N where lIw is the full 

frequency spread in the beam. One would be able to resolve such small . frequency spacing 

If one waits long enough until the characteristic return time lr - N/llw. Hence a 

kinetic theory description is valid only for characteristic relaxation times -1 
y 

(cool ing and diffusion times) short compared to lr: -1 
y «l r • In actual machines 

there are always enough nonlinearities and intrinsic noise to cause an intrinisic 
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frequency jitter of the order of or roore than liw/N. We then have a sroooth smeared out 

frequency spectrum with arbitrarily small frequency spacing between particles as a func-

tion of tine and a kinetic description becomes valid for arbitrarily large times. 

Moreover. overlapping resonances arising from nonl inear dependence of frequencies on 

ampl itudes guarantees an alroost stochastic single particle motion. according to the 

Chirikov criterion. in higher order islands corresponding to high resonances involved in 

a 1 arge bandwidth system. Thus under the assumption that the feedback loop does not 

induce any collective instabil ities in the beam or that the conditions are such that 

coherent oscillations are damped or suppressed by a rather large frequency spread, a 

kinetic description is expected to be valid for times long enough so that t» 

-1 -1 
(ocoh) and t» 1mix where (ocoh) is the damping time-scale of coherent 

oscillations and 1mix is the characteristic mixing time as introduced in Section 4.7. 

we set the stage by considering a 6N-dimensional ensemble space whose elements are 

vectors ({!i}l'=l 2 N;{iii}'=l N)::: (Ii.tri; ••• IN"I,N) as oefined in Section 4.1. , , .•• , ..... 1 , .•• , ..... - ....,:t 

Each vector represents one whole system of N particles each with 6-dimensional coordi-

nates (! i .~i) in action and angle variables tor the two transverse betatron degrees of 

freedom and the longitudinal coasting or synchrotron oscillation degree of freedom. We 

( 1 1 . N N) _ ({ I i 1 • { I i 1 ] consider the ensemble distribution D!.':I; , ... !,~ = D _ Ji=l, ... ,N' ~ Ji=l, ... ,N 

describing a collection of these N-particle systems each with different initial condi-

tions, normalized so that 

Idr N D[ni}'_l N; {llh'_l N] = 1 1- , ••• , 1_ , ••• , 

where drN is the 6N~imensional phase-space volume element 
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where we have used I x,Z 1/2 A ~ z 
• 

and J = 1/2 a 2s th b t t d h t as e e a ron an sync ro ron 

oscillation actions. 

As introduced in Section 4.1, we have the following continuity equation expressing 

the conservation of probability ~ the nurrber of ensemble systems: 

where 

N ('1'1 'N 'N) l! = 1 ,W ,.··;1 ,J/! 

and 

with notation: 

Explicitly we can write (9.2.1) as: 

!.Q.+ 
at L -.' N { a 

i=1 all 

(9.2.1) 

(9.2.2) 
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We have already discussed the distinction between the continuity Eq. (9.2.1) 

describing compressible flow in 6N-space for the dissipative. non-Hamiltonian stochastic 

cooling systems and the continuity equation in the form of liouville's theorem describing 

incompressible flow in 6N-space for conservative Hamiltonian systems in Chapter 4. 

We obtain reduced one-particle. two-particle ••••• etc. distributions by integrating 

over the variables we do not wish to care about. Thus we define a one-particle distri-

bution by 

and similarly a two-particle distribution by 

- (1 1 2 2) J [ i} { i} ] f 2 (1,2;t) = f2 1 .!l! ;1 ,J!!;t = dfN_2 D U i=l •••• ,N'!J! i=l, ••• ,N;t 

and so on. 

We can now start integrating Eq. (9.2.2) over 2(N-l) or 2(N-2) particle varia-

bles to yield equations for one and two particle distribution functions. 

Thus integrating (9.2.2) over particles (2, ••• ,N) we get 

+ t {_a ·l~. D1 + _a . [i. oj}] . 2 all. J a1 . J 
J= J J 
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The second term on the right-hand side may be represented as f ~N-l • [~N-l OJ 

drN_1 and converts to a surface integral of (~N-l 0) on the [6(N-l)-lJ dimen­

sional surface of the 6(N-l) dimensional space of r N- 1, by Stoke's theorem. 

Consequentl y this term vanishes because of boundary conditions on (l!N-1 0) which 

must vanish at infinity. So we have 

__ 3_. (9.2.3) 

With cooling dynamics of the form given most generally by (4.3.17) as 

N N 
1: G(i ,j) = G(i ,i) + 1: G(i ,j) (9.2.4) 
j=l jli 

and 

N N 
~i = l!I i + 1: I:I( i ,j) = l!I i + I:I( i , i) + 1: I:I( i ,j) 

j=l jli 
=1 

and the Hamiltonian flow condition 

a • 

~ [1i - .G(i, i)l a [.0i -H(i, i)] = - a!l! i . (9.2.5) 

given by (4.3.26) and under the usual symmetry assumption for 0 under the interchange 

of particle indices we obtain: 
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(9.2.6) 

The last term within the curly brackets on the left-hand side is the addition to the 

usual kinetic equation without self-interaction and expresses the dissipative non-

conservative flow aside from the Liouvillian part of the flow. It is already of the form 

of the frictional part of a Fokker-Planck equation for transport and induces compression 

of phase-space. The integrals on the left-hand side describes interaction with other 

beam particles and includes the "usual" Vlasov average field and correlation effects that 

describe shielding or signal suppression through beam feedback and diffusion due to noise 

from other particles. Both -these effects tend to decrease the phase-space density and 

suppress overall cool ing. Both terms together may be interpreted as the divergence of a 

'particle flux'. Note that the partial derivatives under the integrals act on f2 

alone -- the partial derivatives on G and H combine, canceling each other by the 

Ham; ltonian flow condition (9.2.5). 

Similarly, integrating Eq. (9.2.2) over particles (3, .... N) and using the same 

cooling dynamics as (9.2.4) and (9.2.5) and the symmetry assumption for 0, we obtain: 

af2 
+ G(1,2) • ar + G(2,1) 

1 

af3 • ~] + J:j(1,3) • -a-' + J:j(2,3) a" 
~1 ~2 

1:I(1,2) .aa~,2 + H(2,1) • af 2 
""1 a.w2 

= 0 (9.2.7) 
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where f3 = f 3(1.2.3;t) is the three particle distribution. Again the terms within 

the curly brackets represent contributions from the dissipative. nonconservative self-

interaction part. 

As expected. an infinite hierarchy of rel ations between the reduced distributions 

f n (1.2 ••••• n;t) is developing. At this point some approximation is needed to term­

inate the sequence. 

First we disentangle the totally and irreducibly correlated or connected parts of 

the dis tr ibut; on s by writing the foll owing "cl us ter decompos iti on" 

f1 (1;t) = f(l;t) 

f 2(1,2;t) = f(1;t) f(2;t) + g(1.2;t) 

f 3(1,2.3;t) = f(1;t) f(2;t) f(3;t) + f(1;t) g(2.3;t) 

+ f(2;t) g(3.1;t) + f(3;t) g(1.2;t) 

+ h(1.2.3;t) 

etc. 

(9.2.8) 

We note the similarity of this decomposition to the decomposition of morrents into cumu-

lants given by (9.1.16) in Section g.1. 

To truncate the hierarchy of equations beyond f2• we now assume that correl a­

tion effects are small and in particular h(1.2.3;t),., 0 but non-negligible g(1.2;t) '" 

0, i.e. three-body correl ations are small compared to two-body correl ationso We also 

assume N'" (N-l) ,., (N-2) for large N. With these assumptions Eqs. (9.2.6) and (9.2.7) 

yield 

af(l;t) + d • af(J;t) + N Idf G(l 2) • af(l;t) f(2ot)+ N Idf .I:J(l 2) • af(l;t) f(2ot) 
at fill a'l 2 _. all' 2' aWl ' 

+ {all· [.G(1.1) f(l;t)] + a~l • [lJ(l,l) f(l;t) 1} = 0 (9.2.9) 
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ag(1,2;t) + • ag(1,2jt) + • ag(1,2;t) 
at 1111 aJJi l 1112 a!U2 

+ N at~tt) • f dr 3 ,G(1,3) g(2,3;t) + N af~i~t) . f dr3 ,G(2,3) g(3;1;t) 

+ N af~i~t) . f dr3 1:l(1,3) g(2,3;t) + N af~!~t) . f dr3 t!(2,3) g(3,1;t) 

+ [W. 2) • "~i:t) t(2;') + .(2.1) . "li;') '(1;') + U(1.2) • "l~:t) '(2;') 

+ [,(1.2) 

+[.i
l

· [.(1.1) 9(1.2;')] + .i
2

• [0(2.21 9(1.2;')] + '~l . [~(l.l) 9(1.2;')] 

= 0 (9.2.10) 
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Again the cooling ~ damping of phase-space due to dissipative interaction appears 

in the last term within curly brackets on the left-hand side of Eq. (9.2.9). The terms 

labelled CD in Eq. (9.2.10) are an addition from the dissipative, nonconservative non­

Liouvillian flow and are of the same order as terms labelled 0. 
All the terms labelled under 0 and 3 are of the form :r· (§g) or 

In general we assume the following hierarchy of strengths of correlations 

h(1,2,3) _ g(1,2) il r..(1 2) 1 - - - -al • J.! , - £« • g(1,2) f(1) f(2) 

Then 

g - £f • f 

and 

2 h - £g - £ f • f 

At this level of approximation then, we drop terms labelled 0 since they are 

second order relative to terms labelled CD which are of the form ir (§ff) - df - g. 

Terms labelled 0 are of order (£g) and so of same order as h. We likewise drop 

terms labelled (]) from our analysis. The integrals in Eq. (9.2.10) are of order 

(N £g) = N • h. Since N is large, we cannot in general consider them as negligible. 

With these approximations Eq. (9.2.10) is formally identical, except for the explicit 

form of interaction §(i ,j), to the usual kinetic equatons for two-body correlations 

obtained in the Lenard-Balescu analysis of plasma physics ([53], [57]). Non-Liouvillian 

damping appears only in the last term in Eq. (9.2.9). 

In Eq. (9.2.10) the terms labelled CD are the direct effect of other beam parti­

cles, i.e. the Schottky noise. The last four integrals on the left-hand side of (9.2.10) 

describe the suppression of both the coherent cooling rate and Schottky noise diffusion 

ag 
The ~1· a\jJ and 

-1 
through collective correlations introduced by the feedback system. 

We • ~ 
-c. a~2 

terms describe the effect of mixing or relative phase slippage between par-

ticles through the frequency spread in the beam. 

In Eq. (9.2.9) the last two integrals on the left-hand side describe Schottky noise 

and correlative shielding through feedback effects. The first two integrals on the left­

hand side of (9.2.9) are Vlasov-like expressions which vanish for stochastic cooling 
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systems. Pmpl ifier noise may be added with the appearance of the usual noise term in 

(9.2.9) and an additional term in (9.2.10) describing shielding of the noise signal 

throuljl the beam feedback. 

One final comment is in order before proceeding further. For plasmas with long 

range forces, the assumption is usually made that the n-particle correlation effects 

vanish as the (n_1)th power of the ratio of interaction energy to thermal energy. 

In the context of stochastic cool ing, the corresponding ratio is the strength of the 

correction relative to the frequency spread in the beam. Frequency spread is a measure 

of the temperature or thermal energy of the beam in a frame where the beam is macrosco­

pically stationary. 

We now use the following Fourier series representation of f, g and G in the 

periodic angle variables p (period 211) as follows: 

(9.lla) 

(9.l1b) 

and 

(9.2.11c) 

We are looking for the time-evolution of the angle-independent distribution 

fo(~;t). Using the Fourier series representations given by (9.2.11) in Eq. (9.2.9) 

and solving for the time evolution of fo(!;t) (setting ~l" 0) by harmonic balance, we 

find 

(9.2.12) 

(9.2.13) 
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Similarly using the Fourier series representation (9.2.11) in Eq. (9.2.10) for the 

2-body correlation g(l,2;t) and Laplace transforming in time and assuming that the one­

particle distribution remains a constant during the rapid time-development of g(1,2;t) 

it is shown in Appendix 0 that the quantity Bn n appearing in (9.2.12) and defined by 
-1-2 

(9.2.13) satisfies the following integral equation: 

af (3;t) 
o f (l·t) aI 0' 

-3 

(9.2.14) 

where one has again used phase-averaging to get relations involving f (I;t). only. o _ 

Here we have used the notation 

11 6(X) + p(l) = lim _1_ 
x + [n+ix] 

n~ 

where P denotes the principal value part. 

The first two terms on the right hand side of Eq. (9.2.14) contains the contribu-

tions from two-body scattering events due to the pair-interactions induced by the feed-

back system. Of these two terms, the first one represents the direct diffusion of 

particle 1, due to noise from or interaction with all the other particles. The second 

one represents an 'induced polarization' effect, i.e. the polarization of all the other 

particles 3 in the beam due to particle 1. This 'induced polarization' acts back on 

particle 1 and causes an 'induced friction' or drag force on particle 1. In the context 

of plasma physics, this term usually determines the 'stopping power' of a test particle 

traversing a plasma, which gets polarized by the test particle and drags it back. 

Accordingly this term redistributes itself and rrodifies the coherent cooling term in 

(9.2.12) (the second term on the lett-hand side) by polarization factors. We note 
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that this term, when substituted in (9.2.12) does indeed have the form of a friction term 

as follows: 

The last two terms in Eq. (9.2.14) include the effect of signal suppression or 

shielding due to collective correlations propagating in the beam. In the plasma physics 

context this is known as the dynamic screening effect. These terms distort the tluctua­

tion spectrum of the beam from their uncorrelated Schottky noise spectrum values. 

In principle then if one can solve the integral equation (9.2.14) for R 
-r.!.2r.!.l' 

then substitution into Eq. (9.2.12) leads to the general transport equation for the cool-

ing beam, including the collective signal suppression effect, the noise aiffusion effect 

il.nc! induced polarization feedback from all the other particles. 

To get a quick look at the resulting transport equation when the collective signal 

suppression and induced polarization effects are small, we ignore the last three terms 

in Eq. (9.2.14) and substitute in (9.2.12). The resulting equation is as follows: 

+ 1fN.l.. • [L: L: 
al n n I 

(9.2.15) 

This equation thus has the form of a Fokker-Planck equation 



where 

and 

D{I) 
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(9.2.16) 

(211) • N '~F.fdl' 6[o."II/.'-U'III.] [G_n,n,{l,l') G:n,n,{l,l')] fOU') 

(9.2.17) 

in agreement with the results (9.1.36) and (9.1.37) derived from Fluctuation theory Note 

that (9.2.16) and (9.2.17) are general and valid for overlapping synchrotron bands but 

does not include signal suppression. 

we now include the effects of correlations and signal suppression by keeping all the 

terms on the right-hand side of (9.2.14) and solving it. 

The situation is compl icated for general vector interactions G which gives 
-~1~2 

rise to tensor i al correl at ion propert ies. The disentangl ement of coll ect ive propaga t ion 

of ~n n' governed by a tensor and given by (9.2.14) and its ul timate inversion in 
-1-2 

order to be a useful input on the ri ght-hand si de of (9. 2.12), is extremel y diffi cult in 

general. we therefore consider a one dimensional model now where G is a scalar 
-!.!1!.!2 

function describing cooling in anyone of the three phase-planes. The important physics 

of suppression of both cool ing and noise diffusion terms by collective screening effect 

is reta ined. 

The quantity Rnn{~!)' on the right-hand side of (9.2.12) is given by (9.2.14) 

as: 

af (1') ] 
- ~I' Rn'nU',l) (9.2.18) 
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where is the general action in three degrees of freedom of the particles while 

is the action in the degree of freedom in which cooling is taking place. 

To simplify the problem further, we consider the region of non-overlapping bands, 

i.e. we ignore overlapping resonances where ~'.~(!') = n·w(I) is satisfied with n '" 

n'. In this region then two particles can resonate with each other only if their fre­

quencies 'E' 0') and 'EO) are the same i.e. I' - I. For such non-overlapping reso­

nances, only the "diagonal" harmonics of the interaction Gn _n(l,I") with Q':=!l 
~, ~ 

contribute in (9.2.18). The sum L thus drops off from the right-hand side. Equation 
n' 

(9.2.18) then becomes: 

(9.2.19) 

Vie now introduce the following quantities: 

(9.2.20) 

and 

(9.2.21) 

We will see later that the quantity EQ(I) so defined determines the signal sup­

pression and plays a role analogous to that of the dielectric permittivity in a plasma. 

For cooling of coasting beams, we can assume the separated variable form for the 

interaction, as introduced before: 
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(9.2.22a) 

With this form for the interaction, we note the following important property: 

The quantity within the curly brackets is just Rnn (!,!). We thus have the 

important identity: 

(9.2.22b) 

Using (9.2.20), (9.2.21) and (9.2.22b), we find that (9.2.19) is equivalent to the 

following: 

EnU) H;U,Il = G_n,nU,ll f oW - liN af ~:Il I dl' 6+[0. (I!! '-lIl)] H!JU.I') G:n • .!)(l.l') 

(9.2.23) 

It is readily seen that an iterative solution for H with the second term on the right 

hand side assumed small is consistent with 

(9.2.24) 



Substituting (9.2.24) in (9.2.12) and using (9.2.20). we get: 

where: 

and 

DO) 

where £n(I) is given by (9.2.21). 

F(l) = L 
n 

Gn ._n(l.l) 

E}l) 
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(9.2.25) 

(9.2.26) 

The above results have been derived from an iterative solution and we have assumed 

approximate cancellation between different :i:n of the principal value integral coming 

from 

when the summation L is performed in Eq. (9.2.12). The final solution obtained is how­
n 

ever exact, as is known in plasma physics. we do not reiterate the rigorous proof here. 

Such a proof requires the application of Wiener-Hopf techniques for analytic functions 

in different half-planes in the complex plane to match along a common boundary by analy-

tic continuation ([6J,[57]). 

Note that for cooling a system describable by one degree of freedom only, ~, ! 

and ! become scalar quantities n, wand I and one can then perform the o-function 

integration in (9.2.26) explicitly giving: 

0(1) (21!)'N'L 1 n Inll~1 (9.2.27) 

Such is the case for longitudinal cooling, for example, when one does not need to 

care about the transverse betatron oscillations of the beam. 
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In obtaining (9.2.25), (9.2.26), we have used the definitions (9.2.20) and (9.2.21) 

and the property (9.2.22b) based on the separated variable representation of G
nn

, 

(t,t') given by (9.2.22a). For bunched beams, such a representation as (9.2.22a) is not 

possible, instead we have (4.3.27) (e.g. (4.3.62)) where all the revolution harmonics 

couple together. Equation (9.2.22b) is then no longer valid. However, a solution can 

be obtained for bunched beams also if we throwaway the principal value integral and 

retain contributions only from the pole term I' = t (~(I') = ~(I)) in (9.2.19). The 

6+ - function then simply becomes an ordinary 6-function. Replacing the definition 

(9.2.21) by 

(9.2.28) 

where o+-function in (9.2.21) is replaced by a 6-function, one can verify that 

Eqs. (9.2.25) and (9.2.26) still remain valid but with this new definition (9.2.28) of 

£n(I'). We note that 

cooling. 

6[n • (!!l(I' )-!!l(I))] is just I~ (J) 1 6(J'-J) for bunched beam 

1\11 I-a:r-
For transverse cool ing ~ =: (\1,:1) and for longitudinal cool ing n _ (\1,0) and so 

we have the following si gnal suppression factors 

(:) 
£ :l(J) = £ (J), £ (J) 

\I, \I \I 

to consider for transverse and longitudinal cool ing. The kinetic theory without band-

overlap thus automatically includes the Signal suppression effect as manifested in the 

suppressed Friction and Diffusion coefficients in (9.2.25) and (9.2.26) and provides the 

explicit expression (9.2.28) for the suppression factor in the case of no band-overlap. 

This is a new result, not obtained from the Fluctuation theory in Section 9.1 and is an 

indication of the power of self-consistency inherent in a kinetic theoretic formulation. 

It is mathematically difficult to obtain kinetic theoretic expressions for FiL) 

and D(I) for bunched beams in the situation of band-overlap including the suppression 

effect. We develop a general theory of si gnal suppression independently from Vl asov 

theory in Ch. 10. In Ch. 11 thenwe study how the coefficients F(L', D(L' get modified 
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due to these suppress ion effects when there is synchrotron band over 1 ap, by us ing a 

slightly modified fluctuation theory, as discussed in Section 9.1. We will also see that 

the general expression for signal suppression for overlapping bands derived in Ch. 10 

reduces to the expression (9.2.28) for the special case of no band-overlap. An indepen­

dent derivation of £(~) (J) in Appendix E also provides an expression consistent with 
\.l 

(9.2.28). 

9.3 Beam Heating (Diffusion) Due to Propl ifier Noise 

Electronic components in the feedback loop generate intrinsic noise. For stochas­

tic cooling systems, the preamplifier noise gets further amplified by the power amplifier 

and the kicker fields always carry these amplified noise components. Usually the noise 

can be regarded as a Gaussian thermal random noise, characterized by a temperature (kT). 

Such random noise causes diffusion of particles in phase-space and heats up the beam. 

Let e(t) be the amplified transverse electric field noise at the kicker. Betatron 

motion subject to this noise satisfies 

= ~(t) 

According to Section (5.2) the action-noise for the action 

tron oscillations x = 121 CoS[~(t-T(t))] is given by: 

= - m Sin tJ(t-T(t)) ~(t) = n(t) 
Qwo 

(9.3.1 ) 

1/2 A2 of beta-

(9.3.2) 

Using betatron phase ~(t) = QWot + ~(O) and expanding the periodic 6-function 

in (9.3.1) and using the identity (4.3.52), we get as in Chapter 5 
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Au to-correl ation of th is action noise is g1 ven by 

where <"'.> denotes average over the noise ensenble. In addition we also have to 

average over the phase 1jJ{t), tJ{t) of the particle sampling the noise, in order to ren-

der the autocorrelation stationary. Performing these averages, one gets 

21 2[] -i[{~Q)1I) +1111) (a)]T ) 
R{T) = ~ ~ ~ ~) J

II 
(~Q)a e 0 s (e{t) e{t-T) (9.3.4) 

If pT{rl) is the power spectrum of noise e(t) at the kicker defined by 

+00 

pT(rl) = J dT (e(t) e(t-T) e-irlT (9.3.5) 
_00 

then 

+00 

R(rl) = f dT R(T) e-WT 

-00 

(9.3.6) 

According to Section (9.1) on fluctuation theory, the diffusion due to ampl ifier 

noise is thus given by a Diffusion Coefficient D~oise(I) appearing in the Fokker-

Planck equation (9.1.34) and given by: 

for particles with fixed synchrotron action J = 1/2 i diffusing in betatron action 

I-space. 
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Thus diffusion due to amplifier noise for a particle of amplitude a is determined 

by the strength of the noise power spectrum at all the synchro-betatron bands n = 

(n:l:Q)wo + IIws(a) of the diffusing particle multiplied by the square of the corre­

sponding strength of the orbit integrals J [(n:l:Q)a] at those bands. 
II 

Similarly if v(t) is the longitudinal voltage noise at the kicker and if pL(n) 

is the power spectrum of v (t) defined by 

+00 

pL(n) = J dT (v(t) V(t-T) e-inT (9.3.8) 
-00 

then the diffusion in synchrotron phase-space for a particle with action J of synchro­

tron motion, is described by a Diffusion coefficient D~oise(J) given by 

J (na)12 Lr ] 
lin J p Lnwo + IIWs (a) (9.3.9) 

where 

If collective Signal suppression is important, it follows from the kinetic theory 

developed in Section (9.2) that the signal suppression factors £ (a) 
II 

appear in the 

denominators of 
• T ,L 
Dnoise (lor J) similar to the Schottky noise diffusion terms and 

the coefficients are then given by: 

(9.3.10) 

and 

D~ oise( J) (9.3.11) 
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where ET{z) (a) and EL{a) are given by expressions similar to (9.2.28) and written 
~ ~ 

explicitly for the transverse and longitudinal cooling in Chs. 10, 13 and Appendix E. 

The ampl ifier noise acts as additional beam particles and gets shielded by the collective 

dynamics as experienced by a sampling particle, but does not enter into the £(S1) fac-

tors, because noise does not introduce interparticle interactions that are responsible 

for collective screening. 

Typically the noise e{t) or v{t) is the amplified version of the noise r{t) 

from an equivalent resistor before the amplifier stage. If K{t-t') is the transfer 

function of the amplifier then 

+00 

e{t) = J dt' K{t-t') r{t') 
_00 

so that 

and 

+"" +00 

<e(t) e{t-T) = J dt' f dt" K{t-t') K(t-T-t") <r(t') r(t ll
) 

-00 -00 

and 

+00 

pT (S1) = J dT <e(t) e(t-T) e-
iS1T 

_00 

where 

S(S1) = j dT (,r(t) r(t-T) e-iS1T 

-00 

Typically for a resistor R one uses 

S (S1) = 2kTR 

i.e. a flat power spectrum depending on temperature and the resistance corresponding to 

white thermal noise. For such noise, we also have the property 
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We will see later that for transverse cooling with dipole interaction, the noise 

diffusion determines the ultimate asymptotic level of squared amplitude or action for 

betatron motion. 

9.4 The Time-Evolution of Mean Squared Betatron IWplitude for Linear Transverse Dipole 

Cool ing 

For transverse dipole cooling in anyone transverse phase-plane of a bunch, we can 

write the friction and diffusion coefficients neglecting signal suppressions, as 

~+~ 
D( I,J) = (211) • N • 1: 2..:2..: 

RIIII' 
( _00) 

(9.4.1) 

(9.4.2) 

with 11,11' being the synchrotron harmonics and (:1:1) the only betatron harmonics for 

dipole transverse cool ing. and J are the betatron and synchrotron action variables 

respectivel y. Frolll (7.14), we have: 

1 1 
1 I' (qW o) 

4 
1 12 

G (I I , J J') 2 g-(II:1:
II

), (J,J') 
(11, :1:1),(11',:1:1) , ;, = 4 2 2 

4(211) Q Wo 
(9.4.3) 

where 

g(:I:~(J,J') = I: l/(m:l:Q)w +IIW (J')] J r(m:l:Q)I2JI] J ,(-mv2J) 
1111 m=-oo ~ 0 s II~ II 

(9.4.4) 

and we have absorbed the phase factor into the gain function G. We 

define a mean betatron action <b(J) for particles with synchrotron action J as 

follows: 
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f dl • I • f(I,J) = <l>(J) • fo(J) (9.4.5) 

Then 

(9.4.6) 

and 

F( I,J) = a(J) • I 

where 

(9.4.7) 

Considerable simplification occurs when there is no synchrotron band overlap. We then 

get 

[ 
2 j2 q Wo fo(J) 

D(I,J) = (211) • N • 2 I· <l>(J) L L Idw (J) I 
2(211) Q (:1:) \I I I _s_ 

\I dJ 

= D (J) • I (9.4.8) 

where 

D(J) = a(J) • d> (J) (~.4.9) 

and 

[ 
q2w J2 00 f (J) _ :I: 

a(J) = (211) N ~ L L ~o d Ig( ~ (J,J) 12 
2(211) Q (:1:) \I I I ~ \I, \I 

=-w \I dJ 

(9.4.10) 

The Fokker-Pl anck transport equation for 1 inear di pole transverse cool ing wi thout 

signal suppression, then reads: 

.~ '(I,J;t) = - .: [.IJ) • I • 'II.J;t) - ~ OIJ) • I . ,~ 'II.J;t)] 19.4.11) 
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Taking first morrent by operating with f dI • I on both sides we get: 

d Of J\ 
df <I>(J) = - a(J)<I>(J) + ~ • (9.4.12) 

Noting that O(J) = a(J)d>(J), we get the equation for the evolution of means 

betatron action or mean squared betatron amplitude for particles with synchrotron action 

J as fo 11 ows: 

1 dId /2\ [~J <T>TJT dt < 1>( J) = <A2) J dt \A JJ = - y( J) = - a( J) - 2 (9.4.13) 

and 

<1>(J;t) = <1>(J;O) e-y(J)t (9.4.14) 

where 

y(J) = + [a(J) - a~J)J 

( 2 ) [q2 ]2 q w _( ) w 
= + 0 L L g:l: ( J, J) _ (1IN) 0 

2(211)2 Q (:1:) Il -Il,1l 2(211)2 Q tt) f (J) I I L ~o dw <0 g~:I:) (J,J) 2 
Il s 1l,Il 

IIlI dJ 
(9.4.15) 

When signal suppression is important we can include this in the cooling rate without 

much compl ication as follows: 

( 9.4.16) 

wtlere 

( 
2 ) 1l(:I:) 1INfo(J) -(:1:) q Wo 

£T (J) = 1 + I I g _ (J, J) • 2 
Jl Il, Il 2(211) Q 

(9.4.17) 
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as derived in Appendix E. 

From (9.4.16) and (9.4.17), we can rewrite y{J) as: 

(9.4.18) 

(9.4.19) 

-(+) 
where g - (J,J) is given by (9.4.4). 

-11,11 

When there is amplifier noise present, we have 

T 
Dnoise(I,J) = I . >.(J) 

where 

(9.4.20) 

as discussed in Section 9.3. 

The Fokker-Pl anck equation becomes: 

at(!;J;t) __ ai [.(J) • I . tlI.J.t) - ·V) <I>(J) . I . a~ t(I.J;t) 

_~. d ( )] 2 IarfI,J;t 

The equation for the first moment becomes: 

d~ <l>(J) = - [a(J) - a~J)] <l>(J) + >.~J) 

= _ y(J) <I>(J) + >.(J) 
2 

(9.4.21 ) 

(9.4.22) 



as must be the case. 

where 

Solution of (9.4.22) is given by: 

<l>(J;t) = [<l>(J,O) - <l>(J,OO)] e-y(J)t + <l>(J,oo) 

X(J) = <I> (J. 00) 
2)' (J) 

<I>(J,oo) = A(J)/2y(J) 

<I> (J. tI 

~--~------

XBL 827-7047 

Time-Evolution of Mean Squared Betatron Anplitude for Dipole Cooling 

Fi g. 20 
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(9.4.23) 

(9.4.24) 

Thus the aSj1Tlptotic level of the distribution is determined by a combination of 

ampl ifier noise contribution A (J) and cool ing rate y(J) in the absence of such noise 

(Fi g. 20). 

We can also find an equilibrium distribution feq(I,J) such that afeq/at = 0 

in the case when the amplifier noise is dominant over the Schottky noise. The Fokker-

Planck then reads: 

aflI,;;t) • _ a~ [.(J) • 1 • f(I,J;t) - ¥ 1 • a~ fO,J;t)] (9.4.25) 

and equilibrium distribution is given by: 

feq(I;J) =exp [-~] (9.4.26) 

where 
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(9.4.27) 

In this special case it is also possible to find eigen-functions of (9.4.25). We 

assume 

f( I,J;t) = f(I,J) e-6t (9.4.28) 

Then (11.5.25) becomes: 

d [ >. dfJ 6f - CiT aIf - '2 I CiT = 0 • (9.4.29) 

We change variables to I = - 2: x and f = hex. Equation (9.4.29) then reduces to 

the equation for Laguerre polynomials: 

xh" + (l-x)h' + kh = 0 (9.4.30) 

/) 
where k = (-0) = n = 0,1,2, ... defines the eigensolutions, given by: 

f = L (x) e-x- nat 
n n (9.4.31) 

or 

( ) 

2a(J) 1- na(J)t 
f (I J·t) = L _ 2a(J) I e ).(J) 
n" n 1TJ) . (9.4.32) 

The general solution is given by 

f(I,J;t) fdI' G(I,I',Jlt) f(I',J;O) (9.4.33) 

where G(I,I';Jlt) is the Green's function given by 



G(I,I'; Jjt) = H{x,x'lt) 

00 

= e-x L Ln{x) Ln{x') e-nat 

n=O 

[ 
x-x 'e-Clt

] exp - t 
l-e-CI 

[ v;:;; ] 
10 sinh (~ t) 
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(9.4.34) 

(9.4.35) 

where 10 is the Bessel function of the second kind with imaginary argUirent. We 

veri fy the foll owing: 

H{x,x'jO) = cS{x-x') (9.4.36) 

H{x,x'loo) = e-x (9.4.37) 

and 

fH{X,x"t) dx' 1 • (9.4.38) 

9.5 Fokker-Planck with Coupled Degrees of Freedom 

The coupl ing between the degrees of freedom induced by the feedback loop will pro­

duce particle fluxes in all three directions in the three-dimensional action ~-space (or 

velocity ~-space) and the resulting transport equation for the time-evolution of the 

distribution function will involve at third rank "Diffusion Tensor" and a "cool ing flux 

vector" of dimension three. In particular, the coupling of degrees of freedom will pro­

duce cross-correlations and generate cross-moments like <l I>, d J>, ••• etc. on top x z x 
2· 2 2 of the mean squared moments 1 ike <I >, d > and <J >, even when such cross-moments x z 

were intiall y set to zero before cool ing started (I ,I and J are the action varia-x z 
bles in the horizontal betatron, vertical betatron and longitudinal degrees of freedom 

respectivel y). 

Compl i ca ti on s ar i se also in the presence of strong co 11 ect i ve sign a 1 suppress ion 

effects. In presence of coupl ing between various degrees of freedom, the collective 

response of the beam to the modul ations induced by the kicker is again described by a 

dielectric tensor of rank three in general and various components of the diffusion tensor 

will be modified by various corrbinations of the components of the inverse dielectric 
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tensor. We will discuss signal suppression for coupled degrees of freedom for coasting 

beams in Chapter 12. In this section we write the relevant damping and diffusion coef-

fi cients ignoring signal suppress ion. 

In general, for a particle experiencing fluctuating fields (kicker voltage or elec­

tric field) in all three dimensions, we have the basic Fokk'er-Planck equation for the 

time-evolution of the one-particle distribution function f(I;t) valid up to two-body 

correlations given by Eq. (9.1.34) with transport coefficients given in terms of general 

interaction harmonics as 

(9.5.1) 

(9.5.2) 

as follows from (9.1.36) and (9.1.37). 

With the separated variable representation given by Eq. (4.3.28) for the gain func­

tion Ga .. (1.,1.) for coasting beams, one can write the general elements of the 
n'nJ -, -J 

Diffusion tensor and the Friction vector given by (9.5.1) and (9.5.2) as follows: 

(9.5.3) 

and 

(9.5.4) 

with a,B = X,Z,E7, for coupled degrees of freedom in coasting beam cooling. For bunched 

beams, there will be additional sums over the revolution harmonics according to (4.3.27). 



192 

10. VLASOV THEORY OF SIGNAL SUPPRESSION 

10.1 General Coupled-Mode Matrix for Signal Suppression of Bunched Beams 

We have already obtained an expression for collective signal suppression of bunched 

beams in the special case when there are no overlapping resonances (no band overlap), 

while deriving the Fokker-Planck equation for the time-evolution of single particle dis­

tribution from kinetic theory in Section 9.2. While kinetic theory up to two-body cor­

relations provides the most satisfactory self-consistent derivation of single particle 

transport in phase-space including collective distortion (suppression) of fluctuations, 

such a derivation is unavoidably complicated for general situations where there is band 

overlap or coupl ing between degrees of freedom or unusual unperturbed particle orbits. 

A tour de force solution can be obtained only in very special cases (e.g. homogenous 

plasma etc.) and requires considerable amount of mathematical gymnastics and physical 

insight into the structure of collective dynamics. 

Fortunately there exists a considerably simpler approach leading to identical 

results up to the order of two-body correlations, when there are two disparate time­

scales, as discussed in Section 9.1 under fluctuation theory. More specificall y thi s 

approach is applicable when the collective distortion of the fluctuation spectrum seen 

by a single particle occurs in a time much shorter than the slow relaxation time of the 

distribution of particles leading to transport in phase-space. Such is the case for 

stochastic cooling as observed experimentally in practical schemes to date. Novel cool­

ing schemes involving cooling times comparable to the time-scale of collective distortion 

of signals, if feasible, will require special considerations, not studied in this report. 

Our approach in this simpler model is that we calculate the transport coefficients 

(friction and diffusion coefficients) from the simple prescriptions of Eqs. (9.1.33)­

(9.1.37). However, we incorporate the collective effects by asserting that the spectral 

function and the coherent cooling force, in presence of collective dynamics, are screened 

or shleldeo from their incoherent values determined by an appropriate operator ~(n) in 

frequency space, to be derived independently using collective dynamics only. The modi­

fications in the transport coefficients stem from the total collectively distorted signal 

y(ll) at the kicker sampled by a test particle and related to the incoherent signal 

yO(ll) at the kicker by the relation 

(10.1.1) 
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and 

(10.1.2) 

where ~(rI) describes the dielectric response operator of the beam when excited with 

frequency rI and is to be eval uated from Vl asov theory of dielectri c response in a 

charged particle system. The resulting modifications in the transport coefficients are 

discussed in Ch. 11. The picture is similar to the familiar test-particle approach in 

plasma physics where transport coefficients are calculated by assuming that the diffusing 

or damping particle samples a fluctuation signal which is already dynamically screened 

by £'(rI) in the tirre-scale in which the particle has not changed its phase-space coor­

dinate signficantly and then performing appropriate ensemble averages over such screened 

signals. 

The proper frarrework for evaluating ~(rI) is the well-known Vlasov equation for 

the single particle distribution function in phase-space. One assumes the existence of 

a zero-order stationary (tirre-independent) distribution function for the beam. One then 

studies how a small perturbation in phase-space on top of this stationary distribution 

propagates in time. More specifically one studies how a perturbation f(I',\jJ';t') cen­

tered around [' == (I',~,,) in phase-space at time t' propagate collectively to the 

neighbourhood of the phase point [== (I,~J) at time t, where (I,l)J) are the canonical 

action-angle variables for single degree of freedom longitudinal synchrotron oscillations 

for example (Fig. 21 below). 

Propagator 

0(1, Ii; 1', V· I t - t') 

XBL 827-7065 

Propagation of Perturbations in Bunch Phase-Space 

Fi g. 21 
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For small perturbations we expect the dynamics to be linear and describable by a 

propagator O(I,Iji;I',Iji'lt-t') so that 

f(I,Iji;t) = f dlji'dl'dt' O(I,Iji;I',Iji'lt-t') • f(I',Iji';t') + fO(I,Iji;t) (10.1.3) 

where f O is an arbitrary excitation at (1,1ji) at time t. Fourier series expanding 

in the angle variable Iji and Fourier transforming in time, we get 

(10.1.4) 

This is the form of the basic integral equation for propagation of perturbations in 
- , 

phase-space. One needs to find 01111 (I,I' 1\1) trom Vlasov theory and then solve the 

integral equation with 51111 ' thus obtained. 

An essential complication arises however for bunched beams due to the fact that the 

response Green's function or propagator D(I,Iji;I',Iji'lt,t') ·is not invariant under 

translations in time and hence is not a function of (t-t') alone, but in addition 

depends on one of the time-arguments t or t'. This is a manifestation of the non-

stationarity of bunched beam collective response. We note however that the response 

function O(I,IjJ;I' ,Iji' It,t') as appearing in an integral equation written in bunch frame, 

can only be periodically nonstationary, i.e. it will depend on the second time argument 

t' periodically, corresponding to experiencing interactions at every revolution period 

through the feedback loop. We may thus write 

-+00 ikw t' 
o ( I, Iji; I' ,Iji' It, t') = 0 ( I ,Iji; I' ,Iji' I t-t' , t') = L Ok (I, Iji; I' , \jJ' IT) e 0 

k=_oo 
(10.1.5) 

where T = (t-t'). 

The basic integral equation (10.1.4) for bunched beam collective response then 

transforms into: 
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(10.1.6) 

We thus see that the periodic nonstationarity of the bunched beam response relates 

any angular harmonic P(l;n) of perturbation at frequency n to all its discrete 

frequency translates 1'11' (I' ;n+kwo) through the response kernel 

in Eq. (10.1.6). 

~ , 
O~II (I,I'ln) as 

We have already obtained some insight into the structure of 

~III1' Section 4.6. We derive the specific form of Ok from Vlasov theory now. 

in 

In absence of cooling, the local beam density at the pick-up at azimuth 9p is 

given by 

(10.1. 7) 

where 

( 10.1.8) 

and 

9~(t) = unperturbed orbit of ith particle. 

Adding the cooling loop introduces correlations between particles and modifies the 

particle orbits. The density tluctuation at the pick-up will thus have modified Fourier 

amp 1 itudes 

where An(t) is the coherent first order modulation of density fluctuation at the 

pick-up due to the introduction of the cooling loop. Fourier transforming to the fre-

quency domain, we get 

(10.1.9) 
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Note that the above relation is in the laboratory frame, fixed at the pick-up. 

).n{n) defined in the laboratory frame is related to i~{n) derived from Vlasov 

equation in the beam frame (frame moving with a central reference particle in the bunch 

with revolution frequency wo) by the following transformation to Doppler-shifted 

frequency 

(1O.1.1O) 

Vlasov equation for a distribution f{a,1jJ;t) in terms of the amplitude and phase 

variables (a,1jJ) introduced in Chapter 3 reads ([65], [86], [87], [89]) 

af{a,1jJ;t) + ~ af{a,1jJ;t) + ~ af{a,1jJ;t) = 0 
at a1jJ aa 

(10.1.11) 

Decomposing the distribution into a stationary part and a small perturbation as 

f = fo{a) + f 1{a,lji;t) and linearizing Eq. (10.1.11) in fl' assuming dfo/dt = 

0, one gets 

(10.1.12) 

From Section 6.2, the amplitude equation is given by 

(10.1.13 ) 

where 

(1O.1.14) 

where &(t) is the voltage sampled by the particle as a function of time as it passes 

through the kicker (with voltage VK{t)) periodically. Fourier expanding the periodic 

a-function and using the identity (7.1), one obtains 

• (qtoK) \I 

a = w tal' aLL: n 
s \I n 

- i nak r. i nw tJ . () 
J)na) e LVK{t) e 0 e'\l1jJ t (10.1.15) 
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substituting (10.1.15) into (10.1.12) and Fourier expanding in the angle 1jJ, one 

obtains 

-inek r K inw tJ df O 
e Q9Lv(t)e 0 d'a=0 

(10.1.16) 

Fourier transforming in time in Eq. (10.1.16) yields: 

(q f K) [dfOJ +00 ( ) -inek K 
wJa) ""Cia n~oo ~ J\l(na) e Q9V (st +nwo) 

( 10.1.17) 

Voltage at the kicker is given by 

+00 

VK(t) = f dt' G(t-t') I(ep;t') (10.1.18) 

-JOO 

where I(9p;t') is the total current at the pick-up at time t' and G(t-t') is the 

linear and causal transfer function of the feedback loop. Fourier transformed in fre-

quency (10.1.18) reads 

(10.1.19) 

Substitution in (10.1.17) then yields 

(10.1. 20) 

We now write the distribution as 
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t) c 1jI(9,9;t) 

Then the beam current at (9, t) is given by 

Fourier decomposition in 9 yields 

Using the invariance. of the volume element 

for the transformation (8),~/ws) ~ (J = i a2,~), we obtain 

and 

(10.1.21) 
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We now split the total current I(ep ; n+nwo) appearing in Eq. (10.1.20), 

according to (10.1.9), as 

(10.1.22) 

where Io(ep;~) is the sum of single particle unperturbed Schottky currents and A 

corresponds to the coherent modulation of the current due to feedback, as given by 

(10.1.21) • 

Substituting (10.1.21) into (10.1.20) and using (10.1.22) and absorbing the factor 

(qWo)2 K/2n into the gain function by a redefinition 

we find 

where 

e 
-ike p 

( 1O.1.23) 

we have thus obtained the specific form of the kernal D~\l' (J,J' I~) given by 

(10.1.23) above that appears in the integral Eq. (1O.1.6) for bunched beam collect ive 

response. 

The above describes the collective response in the frame of the bunch. We can 

obtain a corresponding equation relating various frequency components (and their 

translates) ot the current at the pick-up or the voltage at kicker by substituting 

(10.1.20) in (10.2.21) and using (10.1.22) again. One obtains 

+00 

VK(~) = V~(~} + L Dk(~) VK(~+ kwo) 
k=--<A> 

(10.1.24) 

where 



vK(n) c G(n) j(Sp.n) = Total voltage at 
kicker at frequency n. 

v~(n) = G(U)"j (s .n) = Voltage at kicker 
o p due to unperturbed 

Schottky signals only 
at frequency n. 

J
II 

(na) -i nek 
B~(a) = -n- e 

If we define a "translation operator fk" by 

and a kernel operator by 

+x> 

D(n) = ~ Dk(n) fk 
k=_oo 

then we can rewrite Eq. (10.1.24) as 

or 

or 
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( 10.1.25) 

(10.1.26) 

(10.1.27) 

(10.1.28) 

(10.1.29) 

(10.1.30) 

( 10.1.31) 
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Equation (10.1.30) has unique solution if the operator 

(10.1.32) 

has an inverse, i.e. if 'I' does not belong to the spectrum of D(rl) [1 f o(O)J. Then 

formally, the collective distortion of current or voltage spectrum from the unperturbed 

Schottky value is given by 

(10.1.33) 

Collective Signal suppression eftects are obtained by an effective inversion of the 

operator ~(rl) = 1 - D(rl). We will see below that in a matrix representation of ~(rl), 

this amounts to inverting an infinite matrix, a nontrivial task in general. 

We have outlined some of the interesting properties of the various quantities enter­

ing into the coupled mode response Eq. (10.1.24) in Appendix F. 

Let us now turn to a matrix representation of ~(rl). We define vectors in an 

infinite-dimensional space by 

From (10.1.24), we then obtain 

Redefining indices as m = ~ + k gives 
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(10.1.34) 

We then fina that we have an equivalent matrix representation of the operator 

Eq. (10.1.31) in the following form: 

(10.1.35) 

where 

(10.1.36) 

is an infinite matrix with elements 

(10.1.37) 

and 

fOO [dfO] (+00) (-i) 
= da - EL: 

o da \l 11 
l-oo) 

i (n-m+9,)& 
IJ J [(n-m+9,)a] e p -f. ) J (na) -in~k 

IJ G\!"H9,w _IJ __ (i;) e 
[n - (n-m)w

o 
- IJws 

(a)] 0 n 
(10.1.38) 

The infinite matrix dn) represents a generalizea dielectric function or signal 
"" 

suppress i on and M (n) represents a general ized suscept ib il it Y of the bunch in presence 
"" 

of collective interactions determined by the feedback loop. When we are interested in 

the instability or stability of collective modes induced by the feedback system we set 

the right-hand side of (10.1.35) to zero (v~(n)=u) and the real frequencies wn and 

the corresponding growth or decay rates Yn of the collective modes are determined by 

the complex (in general) frequencies n Wn + iY n satisfying the dispersion 

relation 
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(10.1.39) 

One thus solves for the roots of the infinite order determinantal equation (10.1.39). 

For collective modes having frequencies close to the harmonics of the natural oscillation 

frequencies of the particles in the beam (i.e. when the system is close to a resonance), 

one can usually truncate the matrix safely beyond a certain low but finite order (3x3, 

5x5, etc.) and roots of such a low order determinant then gives the collective mode fre­

quencies fairly accurately. The corresponding eignefunctions give the mode pattern in 

phase-space ([87], [88], [89], [90]). 

When excited by a finite v~(n) at a frequency Q away from the resonances or 

collective mode frequencies of the system, the general effect is a distortion of the 

perturbation spectrum VK(n) away from v~(n) as determined by (10.1.35) through 

(10.1.38) and given by: 

where [£(n)]C is the co-factor matrix ot £(n). Note that since we are off-
~ ~ 

resonance, i.e. away from collective instabilities, the determinant is not zero but has 

a finite non-zero value, measuring the suppression of signals, aside from the complica­

tion of mode-coupl ing expressed by the matrix [£(II)]C. This is the case for stochas-
~ 

tic cooling, since we certainly do not want to excite collective modes in the beam by 

the teedback loop. We thus have to effectively invert the infinite dielectric matrix 

£(n) rather than finding approximate eigenvalues and eigenfunctions of £(Q). It is 
:::::: ~ 

this former task that makes a solution of bunched beam collective response uniquely 

difficult and interesting. 

Equations (10.1.35) through (10.1.38) defines the basic coupled mode matrix for the 

collective response of a bunched beam. Note the structural simil arity between these 

equations and Eq. (4.6.22) obtained in Chapter 4 from a general discussion of bunched 

beam collective dynamics. 

A similar analysis can be perfomed for transverse collective effects leading to 

s tructura 11 y s imil ar results with s 1 i ght 1 Y di fferent ma tr i x elements Mvn' Rather 

than reiterate the procedure from Vlasov theory, we provide an alternative derivation of 

the coupled mode matrix for transverse perturbations based on an integral equation 

satisfied by certain "collective coordinates" in Appendix E. 
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One may look at Eq. (10.1.35) as a matrix relation for e-1(rl) itself or as an ,.., 
-1 integral equation for ~ in the time-domain as follows. 

By definition, we have 

(10.1.40) 

From (10.1.37), it follows 

or 

(10 .1.41) 

This integral relation for e;~(rl) in the discrete (R"m) space can be trans-

formed to an equivalent integral equation for a suitably defined e- 1(t,t';rl) in 

(t,t') space by defining the transforms (Bloch Representation): 

where 

M(t,t'; rl) 

(+00) Hw t -imw t' 
= L:L:e 0 e 0 e~(rl) 

R, m 
(-00) 

-i mw t' 
e 0 

(t,t') are confined to within a periodic primitive cell in time: 

(10.1.42) 

-T /2 < o 
(t,t') < +To/2 with origin at the center as in Fig. 22 below. (To = 2Tf/w

o
). Using 

(10.1.42), we can rewrite (10.1.41) as: 

1 Hw (t-t') HWot-imwot' 1 
e- (t,t',' ("1) =" e 0 + """ e M (,,) - (n) £.oJ £.oJ £.oJ £.oJ R,m,,, em' m " 

R, R, m m' 
(10.1.43) 
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Time Cells for a Bloch Representation of Inverse Response Kernel 

Fig. 22 

Using the identity 

Om 'mil 
-i (m'-m")w til 

dt" e 0 

we can write (10.1.43) as: 

£ -1 (t • t '; n) 

T /2 
i9-w (t-t') (W) JO 

= Leo + 2~ dt" M(t.t"; n) £-1(t".t'; n) 
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t -T /2 
o (10.1.44) 

with -T /2 < (t.t') < T '/2. Equation (10.1.44) is the integral equation in the time-o 0 

domain satisfied by the inverse collective response kernel E-
1(t.t';n). 

From this viewpoint. the coupling to frequencies translated by fTlWo where m = 

:1:1.:1:2.:1:3 •••• in (10.1.24) corresponds to rapid fluctuations within a cell in time and 

gives the actual field locally in time whereas the m = 0 process gives the non-

interfering coarse field over many turns of the bunch. The two types of processes 

(m = 0 and m ~ 0) can be pictorially represented as in Fig. 23(a) and (b) below. 



m = 0 
Non-Interfering Schottky 
~ise Signal Screening 

y(n) ~ y(.I1)/Eo (.11) 
...... , ....... -...... ~ 

.11 .11 

(a) 

I 
I mwo 

I 

m f. 0 
Interfering Schottky Noise 
Signal Screening or "Local 

Field Shielding" 

.11' 

.11'= .11 + mwo (m 0/= 0) 

XBL 827·7041 

(b) 

Non-Interfering and Interfering Schottky Signal Screening 

Fig. 23 

We do not have a complete solution to the inversion problem (i .e. finding 
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in closed form). However solutions under speci al cases of no synchrotron band overlap 

and for particular distributions (e.g. water-bag distribution) can be obtained and are 

discussed in Section 10.2 and 10.3 below. Solution to the infinite determinant problem 

tor collective instabilities has been obtained under various approximations in the past 

([4J. [60J. [65J, [80J, [87J, [88J, [89J. [90J, [108J, [109J. [113J). 

10.2 So lution in the Dominant Pole Approximation Neglecting Revolution and Synchrotron 

Band Overlap 

We are interested in evaluating the signal suppression at a certain frequency, say 

rt. In general several revolution and synchrotron harmonics for particles with different 

amplitudes will correspond to the same n, i.e. the resonant denominator in 

Eq. (10.1.38) will contain resonances like 

~w + ~w (a) = n = pw + vw (a') o s 0 s (10.2.1) 

with p f. ~, v f. ~ and a' f. a i.e. different revol uti on and synchrotron bands for 

the distribution of particles will overlap. However, as discussed in Chapter 5, for 
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bunched beams the R, ~ p resonances do not occur until very high revolution harmonics. 

Let us assume then that the different revolution bands do not overlap within the band­

pass of the feedback system. This amounts to saying that given a frequency Q, we can 

always associate with it a certain revolution harmonic, k, say i.e. 

As we sum over n in the matrix element MR,m(kwo+rl') given by (10.1.38), we 

only pick out the resonant denominator that corresponds to 

(n-m) w = kw o 0 

i.e. 

We are thus only considering resonances (10.2.1) with R, = p. The matrix element 

(10.1.38) does not involve a sum over n in this case and becomes: 

foo [d~] -+«> (-i) 
= da - E o da \1=_00 

i (k+£)e 
\I J [(k+R,)a] e p _(. ) 

~ ] G,n' + (k+R,)w 
Ln' - \lws(a) 0 

J [(k+m)a] -i(k+m)ek • \I e 
(k + m) (10.2.2) 

The resonant denominator in (10.2.2) still contain resonances like 

\lW (a) = n' = vw (a') s s (10.2.3) 

with \I ~ v and a ~ a'. Contributions from these resonances are nonnegligible since 

in a large band-width feedback system, there is considerable amount of synchrotron-band 

overlap as discussed in Chapter 5. Thus one really has to sum over the synchrotron har­

monics \I in (10.2.2) tor a large number of resonant \I'S in order to get an dn) 

tha t incl udes synchrotron band overlap. Since synchrotron band over 1 ap is an intrins i­

cally nonlocal phenomenon in amplitude space (different a and a' will contribute to 
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the same frequency with different synchrotron harrronics II and v, see Eq. (10.2.3)), 

we expect an integral equation in ampl itude or action space (a or J) for some properly 

defined collective signal X(al n) for certain amplitude a at a given frequency fl, 

of the following form: 

X(a In) = J da' lK(a,a' In) X(a' In) + XO(a In) 

° 

where lK(a,a'ln) is an appropriate kernel. 

(10.2.4) 

The above compl ication arises when the frequency n' falls in the synchrotron band-

overlap region of a given revolution harrronic band (kwo) e.g. at 1 ine marked (2) in 

Fi g. 24 below. we do not yet have a sol ut i on to the integral equat i on (10.2.4) for the 

region of synchrotron band overlap • 

....... , 
" ' ....... 

XBL 827-7076 

Collective Response Frequencies Inside and Outside the Region of Synchrotron Band Overlap 

Fi g. 24 

For frequencies n' falling in the non-overlap region of a given revolution band 

'kwo' e.g. line marked (1) in Fig. 24 above, we need only consider resonances 

(10.2.3) with II = v only. In this section, then, we derive an approximate expression 

for the signal suppression by keeping only a dominant pole in expression (10.2.2) corre-

sponding to the non-overlapping resonance 
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with \J = v only. In expression (10.1.38) this corresponds to keeping only the non-

overlapping revolution and synchrotron resonances 

with k = (n-m) and v = \J. The sum over \J then drops out of the expression for 

M in (10.2.2) and we write the resonant integral as R.,m 

R.im
z 
J dx xgix/£ = PV I ~ dx + ill I dx g(x) 6(X) 

£~ 

where 'PV' stands for the principal value integral. To simplify further, we neglect 

the principal value term and keep only the dominant 6-function pole tenT!. with these 

approximations of non-overlapping revolution and synchrotron bands and dominant pole 

contribution only (no principal value integral contribution), the matrix element 

corresponding to signal suppression at 

vws(a) tor particles with synchrotron ampl itude in the neighbourhood of a in the 

(k,v)th revolution-synchrotron band, reduces to 

{
J)(k+m)aJ -i (k+m)9p} 

(k +m) e (10.2.4) 
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which is thus decoupled into factors depending on R. and m separately and we write: 

(10.2.5) 

where 

and (10.2.6) 

k.v {Jv[(k+m)aJ -i(k+m)9p} 
Qrn (a) = (k +m) e 

From (10.1.34), we then get 

(10.2.7) 

Multiplying (10.2.7) by Q~.V(a) and summing over R.. we get 

(10.2.8) 

where 

r] r ] J [(k+£)aJ -i (k+£)9 r ] 
XoLnk.v(a) =~Q~'V(a) vO'\nk.V(a) =~ v(k+R.) e k V\(k+R.)wo+vws(a) 

(10.2.9) 

and 
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(10.2.10) 

We thus see that the total signal X[nk,V(a)] (incoherent signal plus collective 

modulation), the incoherent signal X [nk,V(a)] 
0 

and the signal suppress ion factor 

E[nk,V(a)] at n= kwo + vws(a) are all independent of k and depend on 1 y on v 

and a. Hence the Signals and their suppression at the v!!!. synchrotron band for 

particles with amplitude a are all the same at all revolution harmonics. Defining a 

normalized distribution 

so that 

where N is the total nurrber of particles in the beam, we can thus express local signal 

suppression effect by the equation 

(10.2.11) 

where 

(10.2.12) 

J (na) -i nSk Or ] 
XO(a) = ~-Il-n- e V ~wo + IlWs (a) 

and 

c)J(a) = 1 + nN (10.2.13 ) 
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Note that this expression is in complete agreement with Eq~ (9.2.28) obtained from 

k inet ic theory when we use J = 1/2 i and ws(a) for le(!) and \J for n. 
We also note that the proper definition of a signal, as given by (10.2.12), which 

allows the total signal (coherent + incoherent) to be expressed simply as a suppressed 

or dynamically screened incoherent Signal (Eq. 10.2.11), is compatible with the 'sampled 

amplitude Signal' defined in Eqs. (10.1.13) through (10.1.15). 

For hard-edge distributions, the 'steepness parameter' [df~(a)/da] is large 

at the edge leading to a correspondingly large Signal suppression £\J(a), if we have 

finite mixing in phase-space, i.e. Idws(a)/dal" O. Hence Signals from particles at 

the edge of the distribution in amplitude, get screened by a large factor. For an infi­

nitely steep slope at the edge, no signals can be obtained from the edge particles, which 

will thus be harder to cool. 

The same is true if the synchotron oscillations do not have any frequency spread, 

i.e. dws(a)/da = O. Particles do not slip away from each other in phase-space but 

stay together for arbitrarily large number of synchrotron oscillation. There is no 

mixing in phase-space, and signals get totally suppressed by collective feedback 

(£\J(a) ~ 00). Thus no effective Signal could be derived from the bunch beyond the 

coherent damping time (oCOh)-l and hence no cooling could be achieved. Such strong 

suppression of Schottky signals for bunches with very small synchrotron frequency spread 

have been observed experimentally at CERN [41]. 

However, for moderate slope or steepness [df~/d a] and moderate mi xi ng 

Idws(a)/dal in the bulk of phase-space, £\J(a) may remain a modest number and 

cooling, no matter how slow, is possible even for relatively small synchrotron frequency 

spread. The interplay between the effects of kinematic mixing and phase-space distribu­

t ion is thus contained in the factor [df~/da]/Idws(a)/da I in £\J(a). 

The effect of the transit time between the pick-up and the kicker is contained in 
in(S -Sk) -in(S -S ) 

the factor e p and get cancelled by the factor e p k imp1 icit in G. 

The sum ~ [J~(na)/nJG[nwo+\Jws(a)] converges and we get a finite limiting value for 

the sum even for constant gain system (G = constant), due to the factor n in the 

denomi nator. 

We also see that the summation in (10.2.13) involves both positive and negative n 

and hence £~(a) contains real and imaginary parts of {ein(Sp-Sk) G[nwo+\Jws(a)]}. 
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Finall y the expressions derived in this section are val id locall y at ampl itude in 

the neighbourhood of a and synchrotron harmonic )I and so are ideally applicable in a 

Fokker-P1anck description for no band-over1ap situations, where the relevant transport 

equation is a partial differential equation describing cooling and diffusion locally at 

amp1 itude a. 

10.3 Solution tor the water-Bag Distribution Including Principal Value Integral but 

Neglecting Band Overlap 

we now cons ider a speci a 1 case where an express ion for signal suppress ion in the 

approximation of no revolution and synchrotron band overlap can be obtained without 

neglecting the prinCipal value integral, as was done in Section 10.2. 

We consider a very speCial distribution for the particles in the bunch, namely the 

water-bag distribution where phase-space density is uniform and a constant up to a cer­

tain ammp1itude a = 6, beyond which the density is strictly zero (no particles beyond 

a certain ampl itude 6). Such a distribution, normal ized to the total number N of par­

ti cl es, may be written as 

(10.3.1) 

and 

(10.3.2) 

where 9(X) is the heavy-side step function. (See Fig. 25 below.) 

The slope of fO(a) is zero everywhere except at a = 6 where it is a 

o-function. The a-integration in (10.2.2) can then be performed exactly with contribu-

tion corrring from a = 6 only. We get: 

{

J,)(k+m)6J -i (k+m)9k } 

[k + mJ e (10.3.2) 
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water-Bag Distribution in Amplitude for a Bunch 

Fi g. 25 

Analogous to Section 10.2, one then obtains signal suppression in the form 

where 

XV(a) L 
J (nil) -inak [ ] 
~ e V nwo +vws(a) 

n 

(10.3.3) 

X~(a) L 
n 

J)nA) -i nak o[ ] 
--- e V nw +vw (a) nos 

and 

(10.3.4) 

Again one notes that the signal suppression is singular at the edge a = A. 

Particles at the edge in a water bag distribution will have their incoherent Schottky 

signal totally suppressed by the feedback system and no signal can be obtained from them 

beyond the coherent damping time (6coh )-1. The same is true if there is no spread 

in synchrotron frequencies so that ws(a) = WS(A) = ws(O). 
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11. COLLECTIVELY SCREENED SPECTRAL FUNCTION AND TRANSPORT COEFFICIENTS IN PRESENCE OF 

SIGNAL SUPPRESSION 

The spectral function ~(n) of the sampled signal, calculated in Chapter 8 from 

uncorrelated particle motion, gets collectively distorted or screened by the feedback 

loop induced modulations. This in turn modifies the transport coeficients in the time-

evolution equation, since such coefficients are determined by the spectral functions as 

seen in 9.1. We have obtained the transport equation in absence of such screening in 9.1 

and the suppression of the total collective signals separately in Chapter 10. In this 

chapter we study the modifications of the Friction and Diftusion coefficients arising 

from collectively screened Schottky signals. Note that in Section 9.2 we have already 

obtained a time-evolution equation including such Signal suppression effects from kinetic 

theory. However, the derivation was limited to non-overlapping synchrotron bands only. 

We derive formul as for the modified spectral function and transport coefficients in terms 

of the matrix elements of the inverse signal suppression matrix, [~-l(n)J£m. 

Usefu lness of these formul a s however depends on one's ab i 1 it Y to invert the matri x dO) • 
"" 

From Chapter 6, the sampled action noise signal is given by 

j = 11 (t) = q K{5f ~(t) Cos I/J( t ) 
Ws 

where 

is the sampled voltage signal. Using the identity (7.1), we can write: 

(11.1) 

where I/J(t) = ws(a)t + 1).'(0) and a = 12J is the synchrotron oscillation amplitude. 

The auto-correlation can be written as: 



R(t,t') = (n(t) n(t') 

+00 +00 

(*)2 f dn f dn' 
-00 _00 

i (nUn' t') e 
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(11. 2) 

Here VK(n) is the total voltage at the kicker in presence of collective signal sup­

pression and is related to VoK(n), the voltage due to incoherent particle motion 

only, by the signal suppression factor c(n) as in Chapter 10: 
"'" 

where 

Thus: 

i.e. 

(11. 3) 

where 

Using (11.3), we obtain the auto-correlation function for sampled longitudinal action 

noise given by (11.2), in the presence of the signal suppression effect described by 

matrix c(n) as follows: 
"'" 
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(11.4) 

The incoherent Schottky noise voltage at the kicker is given by (Chapter 6, Eq. (6.1.4)): 

i>.1jJ.(O)-He r ] 
J). (RAJ) e J p 6LS"l - R-wo -).ws(J j ) 

(11.5 ) 

The time-stationary auto-correlation function can now be obtained by performing the 

ensemble average < > and averaging over the phase IjJ(O) of the sampling test particle, 

as in Chapter 8. Defining the quantities 

(11.6) 

and 

Zk (J J') = LL xn,(k-n')(J,J') [E-1(kw Hw (J,)),l 
\/,).' n n' \/,A 0 5 ~nn' 

(11.7) 

and the reality condition 

(11.8) 

one obtains, after performing the averaging simil ar to Chapter 8, for the spectral 

function 



and for the Di ffus ion coeffi cient: 

D(J) = p:(n) I 
n= 0 

~2f2 2 J 
= ,q OK (211)' N dJ'. f(J') LEE Izk (J,J') 12 

w (J) . k v A v,). 
S 

(211) • N JdJ' t(J') LEE 
k v A 
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(11.9) 

(11.10) 

(11.11) 

Equation (11.11) is a general result which we did not obtain from the kinetic theory 

in Section 9.2. It describes how the spectral function and the Diffusion coefficient get 

modified in presence of beam feedback described by a general ized signal suppression 
-

matrix e:(n). Evaluation of R(n) and D(J) explicitly however requires an effective 
"" 

inversion of the infinite matrix e:(n), since it is the matrix elements of [e:(n)]-1 
~ ~ 

that appears in Eqs. (11.9) and (11.11). Let us now recover from (11.11) the result for 

D(J) obtained from kinetic theory in Section 9.2 in the limit of no revolution and syn-

chrotron band overlap. 

In the limit of no revolution band overlap only the k = 0 term contributes in 

(11.11). In addition, if there is no synchrotron band overlap, we only have to consider 

the resonance vws(J) + ).ws(J') = 0 with v = -). only. The Diffusion coefficient 

then is given by: 
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D( J) 

( 11.12) 

where 

1:1: 
n n' 

Xn,-n'(J J) 
'V,-v ' 

J (n"N) J (-n',,2J) 
v -v 

(11.13) 

where we have used Eqs. (11.6) and (11.7). According to the definitions in (10.2.6), we 

can then write 

where 

J (nl2..1) -in& 
QV(J) = v e K 

n n 

From (11.3), 

Multiplying by Q~(J), and summing over Q., 

in'& 
p 

(11.14) 

(11.15) 
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(11.16) 

From Chapter 10 however, we know that for non-overlapping synchrotron bands, the response 

at 52 = vws(J), is given by: 

(11.17) 

where 

o i(n/2J) ~ ] . v(J) _ 1 + N (df /dJ) '" v -G n + (J) e1n(sP-&K) 
£ - 11 IdWs(J) I ~ n Wo vWs 

(hJ . 

Comparing (11.16) and (11.17) we obtain 

(11.18) 

(11.19) 

is the left eigenvalue of the matrix £-l(rI=vw (J)) with g\l(J) 
"'" s-

the corresponding eigenfunctions. Using (11.19) in (11.14) and (11.12) we obtain 

D(J) 
~ v • P=~,(J) Q~,(J) 2 

£v(J) 
(11.20 ) 

Recalling the definition 
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from Chapter 7, we wri te 

() () ~ f(J) 
D J = 211 'N' ~ Idws(J)1 

Iv I ---a;r 

G (J,J) 2 
V,-v (11.21) 

which is what we obtained in Section 9.2. Similarly one can show, starting from 

Eqs. (11.1), (11.3), (11.5) and usin9 (11.15), (11.17), (11.19), that the modified fric-

tion or coherent cool in9 term, reduces in the limit of no revolution and synchrotron band 

over 1 ap to 

(11.22) 
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12. SIGNAL SUPPRESSION MATRIX FOR TRANSVERSELY COUPLED BETATRON COOLING OF COASTING 

BEAMS 

The collective response arising from a betatron cooling interaction that couples 

both the transverse degrees of freedom'is in general described by a dielectric tensor 

c(c) that couples ihe components of the collectively screened vector electromagnetic 
"" 
signa 1 ~(rl;9k)' at. the kicker to those of the unscreened signal at any 

given frequency C, and may be written as 

(12.1) 

(12.2) 

We derive here c(C) for coasting beams from first-order linearized Vlasov theory. The 
"" 

inversion of this matrix, [£(C)]-l naturally implies a tensorial character of the 
"" 

response and a single scal ar signal suppression factor or dielectric response function 

does not exist in general, except under special circumstances. 

For transverse cooling of a coasting beam, the phase-space coordinates of a particle 

are written as 

(12.3) 

where !l == (Ix,Iz ), ~l == (¢x,i>z), w the longitudinal angular velocity and 9 the 

angle around the storage ring. The first-order linearized Vlasov equation for perturbed 

distribution function f == f(!1,i>1;w,9;t) is 

(12.4) 

where fO == fO(h,w) is the stationary zero-order distribution and w == ° for no lon­

gitudinal cooling. 

Our model for cooling interaction is: 
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@f(I'J.'·9'·t')dI'dJ.'d""dt' 1 '~l' p,w, 1 atl ~ (12.5) 

+00 

~ 6 (9-9k-2wn) is the periodic 6-function. 
n=~ 

Note that G is a vector interaction, determining the cooling dynamics in the two 

directions x and z respectively. Using the fact that ~l'~.l. are periodic angle 

vari ab1es with period 211, we can rewrite Eq. (12.5) as follows: 

00 +:0 +:0 

i1(11,D1; 9,w; t) = 6
P(9-9k)J J f dl1. dw' 

o ~ -00 

(12.6) 

In Eq. (12.4), we now perform a Fourier series decomposition in harmonics of the 

angles variables ~.l and 9 and a Fourier transform in time. Using Eqs. (12.6) and 

(12.4) then gives: 

(12.7) 

where is an arbitrary excitation (can be identified with the incoherent zero-

order Schottky signal excitation in the absence of kicker induced modulations). 

We now assume the separated variable representation given by Eq. (4.3.28). i.e. we 

assume that the dependence of the gain ~!l!l'(~l'~.i.;w.w';SI) on the 'kicker' and the 

'kicked' particle variables separate in the following way: 
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(12.8) 

where B = {x,z}. In a more general notation, we can then write: 

(12.9) 

where ~n(h'w) is the matrix: 

(12.10 ) 

and P
Q

,(ll,w';Q) is the vector: 

(12.11) 

Using (12.9) in (12.7), we obtain: 

(12.12) 

we now define a collectively screened vector signal by 
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+00 

f im9p m 
~(n) '" dw ' L: L: e 2nl (w' in) 

n' m 
(12.13) 

-00 

where 

(12.14) 

Then (12.12) gives 

• ~(n) 

(12.15) 

where: 

(12.16) 

is the incoherent Schottky or any arbitrary signal. 

We can rewrite Eq. (12.15) as: 

(12.17) 

where: 

(12.18) 

and I' is the unit matrix or diagonal unit tensor. 
"" 
We have thus derived an expression for the dielectric tensor t{n) given by 

"" 
Eq. (12.18) in presence of coupling between two transverse degrees of freedom. We write 

the matrix elements of c(n) given by Eq. (12.18) in explicit form as: 
"" 
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+"" +"" -i .1/.(8. -8 ) [dfO ] 

Eaa(Q) = 6aa + (t)~ ~ 1 L dw • dl1 i [~+n • ~l : RbJ] P~(Il'w; 11) ~ K~(ll;Q) 
(12.19) 

where a,a = (x,z). Determinant of this matrix is given by: 

11 = det dQ) 
'" 

+00 +00 +00 +00 -i (.11.+.1/.') (& -e ) 

+ ..L L L L L dwdw'dl dl' e-1) )2 ffIf k p( ell Q!)' .I/. .1/.'_00_00 0 0 1 1 [Q+n 'l!Il +RbJ] [n+n' '/!!l +.I/.'w'] 

[

00 M-- G~n(ll'w; Q) ~r G~'n,(ll'w'; Q) 
x z 

~ G~'nUl'll,.'.;n)] (12.20) 

The inverse matrix E-1(Q) is then given by: 
'" 

(12.21) 

where 11 is given by Eq. (12.20) and the elements Ell' E12 , £21 and £22 are given 

by the matrix elements of dn) given in Eq. (12.19). 
'" 

Analogous to Ch. 11, one can then show that the auto-correlation of collectively 

screened sampled signal is given by: 
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q2f~ II . ("t+"'t') -i (n+m)&k . ( ) (0) 
R(t,t') = ~ ~ E dndn' e'"'' e e' n+m & 
"'" (211) n m 

or 

(12.22) 

and the diffusion coefficient is obtained by the prescription 

where ROS(n) is the Fourier transform of an averaged time-stationary auto-correlation, 

given by 

-too 

R'af3(n) = I d1 Raf3 (1) e- in1 

-<X> 

where 1 = (t-t'). 

The components of the suppressed signal are given by 

(12.23) 



228 

Under some special cases, we might get an isotropic scalar dielectric response. 

This happens when the betatron bands do not overlap and the coherent signal in harmonic 

~ is proportional to n. 

If bands do not overlap, then we get: 

o 
£ (n) • ~ (n) = ~ (n) 

"=l.l .0 .0 

Betatron bands decouple and no sum over n is present. If then: 

we have 

or 

or 

where 

o 
X(n) =~ 

£(n) 

dn) = _1_ rn· £ (n) • n] 
1.01 2 ~ ~ 

(12.24 ) 

where £11,E12, ... etc. are given by elements of Eq. (12.19) with sum over ~ 

omitted. In this case, the friction coefficients are simply divided by E(n) while the 

diftusion tensor elements are divided by IE(n)1 2• 
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13. STUDIES OF A NUMERICAL SIMULATION 

We present results of a numerical simulation study with 90 pseudo-particles tor 

transverse and longitudinal stochastic cooling of bunched particle beams. Radio­

frequency buckets of various shapes (e.g. rectangular, parabolic well, single sinusoidal 

waveform) are used to inves ti gate the enhancement of phase-space cooling by non 1 i neari-

ties of synchrotron motion. The connection between the notions of Landau damping for 

instabilities and kinematic mixing for stochastic cooling are discussed. In particular, 

the need for synchrotron frequency spread for both Landau damping and good mixing is seen 

to be comparable for bunched beams. Replacement of a real bucket orbit by a simple 

s inusoi da 1 orb it with amplitude-dependent synchrotron frequency is subs tanti ated ana a 

comparison with analytic results is given. 

13.1 Particle Orbits Studied 

We have investigated four types of particle orbits in a bunch -- orbits in a rec­

tangular potential well, in a parabolic well with linear synchrotron oscillations of 

amplitude-independent frequency, in a sinusoidal RF bucket, and sinusoidal orbits as in 

the parabolic case but with an imposed amplitude dependence of the synchrotron frequency. 

The motivation to investigate the orbits belonging to the last cateogry has been to study 

directly the effect of a spread in synchrotron frequencies on the cooling rate. 

The potential wells and the corresponding orbits tor the first three cases are shown 

in Fig. 26{a), (b) and (c). The orbit in a real rf bucket (Fig. 26{c)) is represented 

by the first four odd-harmonics only of the exact solution, as follows: 

9{t) 

where 

4 t Sin[{2n-1)w t] 
n=l (2n-1) cosh [k I (2;-1)w] 

o 

where 9m is the maximum amplitude of oscillation and K{k) the elliptic integral of 

the first kind. This approximation is good to about 5% for amplitudes as large as nine-

tenths of the separatrix width. 
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In accordance with discussions at the end of Chapter 3, the orbits for the last case 

are taken to be 

where ei ther 

V(8) 

-11/B 8=0 +11/B 

v (E-)) 

(a) Rectangular bucket 

e 

V//7/ 

----fL./-,L.,,,Lb .... /+A-:I---+ e 
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e 

e 

I 
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or 

with IllS (0) the sma ll-ampl itude synchrotron osci 11 at i on frequency and t5 or II a 

variable parameter, designed to model various degrees of nonlinearities. 

13.2 Algorithm ·for Model Cooling System 

In the simulation, the correction per step to the cooled variable was taken to be 

of the form 

where ~k = (xk,xk) is the cooled phase-space vector, transverse or longitudinal of the 

k.!!:!. particle and ek(t) describes the longitudinal orbit of kth particle 

(angle around the ring) as a function of time. We report results for cases where the 

tr ansverse correction was appl ied to transverse betatron pos it ion (x
k

) onl y, and the 

longitudinal correction was applied to the longitudinal velocity deviation from the syn-

chronous particle, x' = vk - Vs only. In real cooling systems, corrections are 

applied impulsively in momentum; however, it is a matter of interpretation in a simula-

tion experiment, since a correction in either position or velocity of the transverse 

motion will lead to a change in betatron oscillation energy in general. All times are 

measured in units of the revolution period in the simulation. 

The function g(e) simulates the response function of the feedback system and 

determines the azimuthal distance of the effective interaction between particles. The 

rotational symmetry in the angle e implies g(e) to be periodic in e. Thus we use a 

finite number of azimuthal harmonics to simulate a realistic g(e): 

we use up to m = 4 harmonics, implying a feedback system of effective angular extent 

eo - goo. Since the bunch length has to be larger than the electrical length of the 

feedback system in order to have effective cooling, we expect good cooling only for 

bunches longer than 90° in angular extent in these sirrulations. 



232 

Initial distributions of particles in phase space were constructed out of a random 

number generator to tailor to a desired amplitude profile. The transverse and 

longitudinal oscillation amplitudes were chosen according to aT = [1_/r:R]1/2 and 

aL = (1/2) F·Ar where R is a random number between 0 and I, and F is the fraction 

of the total length of the ring occupied by the bunch (F = 9B/211, 9B = angular 

extent of the bunch). In the particular case of the rectangular potential well, the 

revolution frequencies were chosen from a rectangular distribution. 

I~e correct the cooled phase-space variable of a particle at a fixed kicker position 

at every nominal revolution period of the bunch. Once a central reference particle has 

arrived at the kicker, all particles are kicked irrespective of their angular position 

in the ring. The basic code is a modification of a transverse coasting beam cooling 

simulation developed by Laslett and described in references [5J, [6J. In the coasting 

beam context, the results were well-described by stochastic cooling theory including 

signal suppression [6]. For this agreement, however, it was found necessary to introduce 

a small, random frequency variation to destroy very small frequency differences between 

particle pairs. Physically, this corresponds to energy variations induced by stray 

fields, noise, etc., which do not change the gross frequency distribution. This feature 

was retained in the bunch beam code, although it is unnecessary for the longitudinal 

simulation where Schottky noise effects provide sufficient "wiggle" of frequency. 

13.3 Results for Bunched and Coasting Beams and Their Comparison with Theory 

For transverse cooling of coasting beams, the cooling rate Yw for the mean 

squared betatron amplitude for particles of revolution frequency w, is given by Eqs. 

(4.6.5) and (4.6.6), in a continuous correction limit without including amplifier noise. 

Using symmetries in the expression for £ [(n:l:Q)wJ given by (4.6.6') we can rewrite 

(4.6.5) as 

y =- L L 2 (13.3.1) w (±) n 

where 

£ [(n±Q)w] = 1 + 
N g[(n±Q)w] 

f+ 
d' f ~w' ) (13.3.2) 

In:l:Q I 
wl'\±iw_w') 

I'\~O 
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In the sirrulation, it was found that the a-function part of the singular integral in 

(13.3.2) describes well the signal suppression effects for a rectangular frequency dis­

tribution of half-width 6, as shown in Fig. 27 below. The suppression factors then are 

are given by: 

f(w) 

1 

1 
f(w) = 26 

-2~-> ---+ -_ •• --17"'""~r-,,........,.~ Area = 1 

XBL 827-7054 

Rectangular Distribution in Angular Velocity for Coasting Beams 

Fi g. 27 

£[(rrJ:Q)w] "" 1 + g[(n±Q)wJ N 
8 6 In±Q J 

(13.3.3) 

The factor £[(rrJ:Q)w];;;;' 1 and from (13.3.1) it is seen that the cooling rate monotoni-

call y decreases with decreasing 6; at no time does the Schottky noise (second term in 

Eq. (4.6.5)) dominate over the coherent cooling rate (first term in (4.6.5)). Coasting 

beam sirrulations were performed and described in [5J, [6J with 90 and 180 particles 

cooled for 1000 correction steps. Averages over 25 cases agreed within 5% to theory, 

with case to case variations of :1:10%. The £[(n±Q}wJ factor ranged between 1 to 5. 

Some growth of oscillation amplitudes was seen for large gn:= g[(n±Q}wJ which is 

attributable to the discrete nature of corrections and was found to be insensitive to 6. 

For of the "wrong" sign, the condition £(±) = £[(n±Q}wJ = 0 gives the 

condition> for coherent instability as discussed in Section 4.6. Thus the condition 

I 
g • N I 

8 6 n (n±Q) I g[(n±~}wJ N I > 1 
8 6 n±Q) - (13.3.4) 
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gives both a condition on the sufficiency for Landau damping of instabilities and a cri­

teria for feedback and/or Schottky noise effects to be important in stochastic cool ing. 

Note that, as discussed in Section 4.7, IN9 n I is a measure of the magnitude of the 

coherent growth rate for instabilities or the coherent damping time of Schottky signals 

in the zero frequency spread limit. 

Analogous to the coasting beam situation, approximate criteria for collective sta­

bility by Landau damping for bunched beams have been studied by various authors ([3], 

[4], [15], [52], [60], [65], [80], [87], [88], [90]) and are given by [60]: 

(13.3.5) 

or 

(13.3.6) 

for longitudinal and transverse instabil ities respective1 y where (6[1111) are the 
, \l\l 

coherent growth rates of synchrotron mode \l for longitudinal and trasnverse modes and 

OW s ' OWl are the full spreads in non1 inear synchrotron oscil1 ation frequencies and 

within-bunch betatron angular frequencies. If this condition is applied to a stochastic 

cool ing system for bunched beams, we arrive at the condition that the reciprocal of the 

synchrotron frequency spread must exceed the coherent damping time of the Schottky sig-

na1s with no mixing. 

The two main distingushing features of bunched beam versus coasting beam stochastic 

cooling are: 

1) The frequency variation which provides mixing is now determined (as dis-

cussed in the previous paragraph) by the spread of synchrotron frequency 

rather than revolution frequency or momentum spread. The amp1 itude depen-

dence of synchrotron frequency, \~hich depends critically on the bucket 

shape, becomes crucial to cooling. 

2) Because of the finite length of the bunch, the Schottky signals at differ-

ent harmonics become correlated. This effect manifests itself in enhancing 

beam heating and coupling the signal suppression in different Schottky 

bands as seen in Section 9.2, 10.2 and Appendix E. 
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One set of runs was performed with a parabol ic potential energy bucket; i.e., the 

synchrotron oscillation is 1 inear with frequency ampl itude-independent. The cool ing 

system used harmonics 1 to 4 with equal weighting, 90 particles, and the gain would pro­

vide a perfect cool ing rate of .009/turn. The synchrotron frequency f s = .01 and 

the bunch length is .7 of the ring circumference. No significant cooling occurs after 1 

synchrotron oscillation, as is seen from Fig. 28 below. Similar runs for longitudinal 

corrections also yields no cooling, and varying synchrotron frequency and gain had no 

appreciable effect. 

-1 ~ 

Harmonic bunch 
(transverse cooling) 

N = 90 (no. of particles) 

Bunching fraction = 0.7 

fs = 0.01 (synchrotron frequency) 

-2~--~1----_~1--~1--~~ 
o 250 500 750 1,000 

Cooling steps 

XBL 827·7038 

Simulation of Transverse Cooling of Linear Harmonic Bunch 

Fig. 28 

To investigate the effect of synchrotron frequency spread in detail runs were made 

with a "square" bucket and a sinusoidal "rf" bucket. For the square bucket particles 

were assigned a range of revolution frrquencies from a rectangular distribution. The 

particles were advanced in azirwthal angle as in a coasting beam until they reached the 

end of the bunch. At the ends, particles are elastically reflected with only their 
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angul ar velocities changing sign. The motivation of this bucket shape was the hope that 

it would most closely resemble a coasting beam for analysis and offer in some sense a 

maximal de9ree of nonl inearity. The sinusoidal bucket corresponded to a harlOOnic 2 

system. The phase orbits were determined by the first 4 terms of an expansion of the 

orbits in terms of elliptic integrals, as discussed in Section 13.1. In Table IV(a) 

results for a number of 90 particle runs are tabulated for transverse and longitudinal 

TABLE IV(a) 

Square Bucket - Transverse - BF = 0.5 

to Y 

g4 = .0022 .1 .0036 

g3 = .0022 .01 .0012 

94 = .0022 .01 .0015 

g3 = 9 4 = • 002 2 .01 .0020 

91 = g2 = g3 = g4 = .0022 .1 .0090 

91 = 92 = g3 = 94 = .0022 .01 .0021 

Si nusoidal Bucket - Transverse 

tofs BF Y 

g4 = .0022 .015 .7 .0022 

g4 = .0022 .025 .9 .0029 

94 = .0022 .0015 .7 .00051 

91 = 92 = g3 = 94 = .0022 .015 .7 .003 

91 = 92 = 93 = 94 = .0022 .025 .9 .0045 

91 = 92 = 93 = 94 = .0022 .0015 .7 .00065 

Sinusoidal-Like Bucket - Lon9itudinal - BF = .7 

tofs Y200 YlQOO 

91 = 92 = g3 = 94 = .0022 .15 .0096 .0065 

91 = 92 = 93 = g4 = .0022 .015 .0054 .0043 
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TABLE IV(b) 

Coastin9 Beam Theory - Transverse 

A y 

93 = .0022 .1 .0038 
.05 .0033 
.01 .0013 
.005 .00062 

94 = .0022 .1 .004 
.05 .0035 

.025 .0028 

.015 .0022 

.01 .0017 

.005 .00088 

91 = 92 = 93 = 94 .1 .014 
.05 .011 

= .0022 .025 .0084 
.015 .0059 
.01 .0042 
.005 .002 

93 = 94 = .002 

etfective .01 .0022 

91 = 92 = 93 = 94 

effective .01 .0028 

coo1in9. Table IV(b) 9ives coastin9 beam rates trom theory. The bunching factor gives 

the fraction ot the ring circumference occupied by the bunch. The results in Table IV(a) 

are for single cases with 90 particles. Within each category the same seed was used to 

initialize the random loading to lessen statistical variation as parameters were changed. 

For the square bucket, sing1 e harmonic (R, = 3,4) rates compare remarkab1 y well 

with coasting beam theory. However, when both harmonics are present, the cool in9 rate 

is significantly different from that ot coasting beam theory, where rates for each har­

monic are simply added. For a square bucket, Schottky signals R, and m are coupled 

with a weighting 
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where 9
0 

is the half 1 ength of the bunch (see Append ix A and B). The 1 ast entries 

in Table IV(b) give rates calculated with coasting beam theory, using an effective gain 

(13.3.7) 

to evaluate the Agreement is good. These results clearly demonstrate the inter-

ference of neighboring harmonics; but for a long bunch, this interference does not 

totally cancel the effects of using neighboring harmonics in a cooling system. See 

Fig. 29 below, which compares single harmonic runs with g4 onl y to runs with all 

four gl,g2,g3,g4 for coasting and square buckets. Coasting beam rate as in Fig. 29(a) 

modified by (13.3.7), gives a rate Yeff - ,00265 which agrees well with Y - .0027 

for the g in Fig. 29(b). 1,2,3,4 
For transverse cooling in a sinusoidal rf bucket, cooling rates for a synchrotron 

oscillation spread afs are comparable to coasting beam rates with a = af s ' 

Again, with several harmonics simultaneously acting, there is a degradation of coasing 

beam rates by a factor of 2. It should be noted that the longitudinal random load pro-

vides a uniform distribution in phase space. 

Finally, the last entries in Table IV(a) are for longitudinal runs. Effective 

cooling rates/step are given after 200 and 1000 correction steps are given. The phase 

space orbits are elliptical with amplitude variation of synchrotron frequency. Cooling 

rates degraded as mixing lessens with higher phase space density. 

To compare the adequacy of the model orbits in which the orbits are still sinusoidal 

but with an imposed amplitude dependence of frequencies, we compared cooling rates for a 

real rf bucket with an equivalent anharmonic well that generates similar nonlinearities. 

Results are shown in Fig. 30(a) and (b) below and to the degree of accuracy of the simu-

lations, no significant differences are observed. 

We observe that synchrotron frequency spread provides the necessary mixing mechanism 

tor bunched beal!! cooling. In addition, it appears that the natural nonlinearities of a 

single, long full rf bucket can provide mixing comparable to a coasting beam for harmon­

ics of higher frequency than those associated with the gross bunch structure. However, 

as the bunch length decreases degradation of cooling occurs as the mixing mechanism 

couples neighboring Schottky bands. 
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Anharlllonic bunch 
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For these model sirrulations using only low harmonics (R, = 1,2,3,4) of the gain, 

there is no synchrotron band overlap and our analysis of band non-overlap cooling rate, 

studied in Chapters 9 and 10 is ideally suited for a comparison with sinulation. 

Figure 31 compares simulation results with cool ing rates obtained from our theory with 

no band overlap (Eq. (9.4.15), (9.4.16)). The dashed curves are the slopes obtained from 

theory and resul ts agree fa irl y well for cool ing rates at 1 arge ampl itudes.. An equiva­

lent comparison for longitudinal cooling is made difficult by the fact that there is in 

general no exponential cool ing and one reall y has to compare particle fluxes locall y 

atany synchrotron amplitude, both from theory and sirrulation. For sinulation with small 

nurrber of particles such as ours (90 or 180), instantaneous local fluxes are very small 

and a comparison is almost moot. 
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14. A NUMERICAL EXAMPLE OF BUNCHED BEAM COOLING IN A HIGH ENERGY STORAGE RING 

In order to obtain estimates of probable cooling rates for bunches in a real high 

energy storage ring we have applied our analytical results to bunches in a typical high 

energy storage ring with parameters as listed in Table IV below .as an example. The 

parameters correspond to a h = 2226 harmonic rf system for the Fermi lab main ring. The 

example illustrates the qualitative nature of bunched beam cooling and provides order of 

magnitude estimates of thecooling rate with a 2-4 Ghz bandwidth cooling system. While 

the exact cooling rates might differ for actual high-energy storage ring like the pro­

posed Tevatron I at Fermi lab with probably a different set ot parameters in its final 

design and for different bandwidth teedback systems, the qualitative picture of synchro-

tron amplitude dependence of local cooling rate and signal suppression and the nature of 

band-overlap resnances in a large-bandwidth feedback loop for a high harmonic rf system, 

remain valid and demonstrate the essential peculiarities of bunched beam cooling. 

TABLE IV 

Parameter Value 

fo' Revolution frequency 50 kHz 

Q, Betatron tune 19.4 

NT' Total number of antiprotons (p 's) 6 x 1011 

N, No. of p/bunch 1011 

No. of bunches 6 

h, Harmonic of rf cavity 2226 

Ts ' S ynch rotron time-period 5 ITI-sec. 

ws(O) , Small amplitude synchrotron 12 x 102 radians/sec. 
oscillation frequency 

14.1 Cooling Rate 

We consider a flat gain 2-4 Ghz bandwidth feedback system. With fo - 50 kHz, 

the revolution harmonic within the bandwidth ranges from 40,000 to 80,000 (Fig. 32). The 
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number of real positive harmonics is thus lin = n2 - n1 = 40,000 within the 

pass-band. with harmonic h = 2226 for the rf cavity, the maximum angul ar extent of 

the bunch is 

and 

a = nih = 1.411 X 10-3 radians max 

where amax is the maximum angular excursion relative to the synchronous particle 

within the bunch, if the bucket was full. 

we take a distribution of particles within the bunch with a sharp edge at a 

amax and given by 

(14.1.1) 

and 

where 0 is a heavy-side step function. Such a distribution produces a parabolic par­

ticle density as a function of azimuth along the bunch, as is observed experimentally. 

We take as a model of the synchrotron nonlinearity the following amplitude-dependent 

frequency 



244 

(14.1.2) 

where 

~m = Maximum phase excursion = ha • 

Then 

(14.1.3) 

The corresponding particle distribution in synchrotron frequency is given by 

( 14.1.4) 

since 

Since we have a constant flat gain, the transverse cooling rate as given by Eq. 

(9.4.15) can be written as 

y (a) 2 ala) g + a{a) g (14.1.5) 

for cooling of particles with synchrotron amplitude,s in the neighbourhood of a, where 

ala) and ala) are various combinations of Bessel functions, mixing factors and machine 

parameters. The cooling rate is then maximized by chosing a g that maximizes y(a) 

in (14. 1.5). The maximum cooling times in hours for particles with different synchrotron 

amplitudes are plotted as a function of the amplitude within the bunch and the results 

are shown in Fig. 33. Note that these results are obtained trom Eq. (9.4.15) for the 

non-overlapping synchrotron-band case. 

Cooling rate decreases (cooling time increases) from the bunch edge to the bunch 

center trom the few tens ot hours to a few hundred hours at the core. The reduced cool-

ing at the bunch core is a manifestation of both increased particle density and decreased 

mixing (less variation of synchrotron frequency with amplitude). This cooling rate is 

certainly not enough to compensate bunch diffusion due to intra-beam scattering, rf noise 

or beam-beam interaction with typical diffusion times of 10-12 hours. On the other hand 
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we have used a relatively low band-width system (2-4 Ghz) compared to the bunch duration 

and a realistic bucket which usually has very little nonlinearity. With a higher band­

width system (8-16 Ghz) and a flattened bucket (by adding a small voltage at a third 

harmonic say), the cooling rate is expected to improve. 

Transverse cooling 

2-4 GHz bandwidth system 
h = 2226 (RF harmonic) 
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Theoretical Transverse Cooling Rate Neglecting Synchrotron Band Overlap 

Fig. 33 

14.2 Signal Suppression 

The collective signal suppression factors are evaluated tor transverse and longitu-

dinal cooling at different amplitudes within the bunch. The gain used in these calcula-

tions is the optimum gain for the highest amplitude particles in the bunch, which is 

taken to be .00112 radians in this case. 

The local suppression factor e:~(a) tor fixed II as a function of amplitude in 

the bunch are plotted for different II'S in Fig. 34(a). We see that suppression is 

enhanced for low synchrotron harmonics in general and increases towards the core tor the 

low synchrotron harmonics. Higher harmonics contribute to larger amplitudes only, but 

with strength less than the low harmonics. At any given amplitude, only a finite number 
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of ~'s contribute. At smaller amplitudes less number of synchrotron modes contribute 

but with enhanced strengths. The suppression factor at fixed amplitude but with differ­

ent synchrotron mode numbers are plotted for various amplitudes in Fig. 34(b). 
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XBL 828-11076 

Similar curves for the longitudinal signal suppression are plotted in Fig. 35(a) 

and 35(b). The general trend is similar to the transverse case with two noticeable 

differences. The suppression at any given amplitude a does not blow up as 1/ ilJi as 

in the transverse case but rather levels to a flat value for almost all amplitudes. 

Secondly the local maxima for certain synchrotron harmonics at a given amplitude are 

more pronounced in the longitudinal case. 
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14.3 Comparison with Coasting Beams 

In order to gain more insight into the bunched beam cooling rates, we make various 

comparisons with well known coasting beam cooling rates. A fair comparison evolves in 

the course of this investigation. 

Particle density in frequency space determines the concentration or density of 

Schottky noise due to all the particles, as seen by a single particle and limits the 

cooling rate. Hence for comparable particle distribution in frequency fIn), bunched 

beam cooling rate should compare with the coasting beam rate reasonably well except for 

a form-factor describing the gross bunch structure. 

For a gain function with harmonics g.Q, nonzero for nl ";;; I.Q,I ..;;; n2 (bandwidth = 

(n2-nl )w
o

) and a rectangular frequency distribution with half-width t. (Fig. 27) and 

for total number of particles N, the transverse coasting beam cooling rate is given by 

y = 

I 
g NI2 

1 + 4!.Q, 

~e keep f(w) the same for coasting and bunched beam. Coasting beam cooling rate cor-

responding to an f(w) for a bunch at a = .00056 radians gives an optimized cooling 

time of 140 hours as opposed to 186 hours for a bunched beam cooling with corresponding 

local density. Similar comparison corresponding to bunch density at a = .00112 radians, 

leads to an optimized cooling time of 35 hours as opposed to 60 hours for bunched beam 

local cooling. 

A different compari son preserves the total number of part icl es N - 1011 in the 

beam and the frequency spread t.w = amws (0). However we cons ider the beam debunched in 

the whole ring thus decreasing its configuration-space density. For the same optimum 

gain g, the signal suppression factor is almost 1. Hence there is hardl y any co 11 ec-

tive suppression: 
g.Q,N 

1 + 4t..Q, "" 1. We get y - 10 sec-1 or a coo 1 ing time of .6 

hours or 36 minutes as opposed to 60 hours for a bunch. This is an unfair comparison 

since we are not keeping the density the same in any space whatsoever (configuration 

space, frequency space or phase-space). 

To preserve density in configuration space, we now consider a coasting beam with 

total number of particles enhanced by the harmonic number of the rf cavity, i.e. N = 

h x N/Bunch = 2226 x 1011 but with same frequency llw = amws(O). Noise density gets 

enhanced for the coasting beam and E£= (1 + gtN/4t.t) is not close to 1 any more but of 
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the order of 2-3.5. Cooling rate is decreased by a factor of 10 approximately. Thus 

we get a cooling time of 4.8 hours as opposed to 60 hours for a bunch. 

And yet a final comparison is in order. This time we preserve the density in 

phase-space. Thus we keep the total number of particles N and total 'phase-space' area 

the same. Comparing the area of the rectangular phase-space distribution of a coasting 

beam in (e,e') plane of height to and length 211 radians to the elliptical phase­

space area of a bunch of semi-axes am and am· ws(O) we get 

i.e. 

We obtain a cooling time of 50 hours which is comparable now to 60 hours for a bunch. 

14.4 Enhancement of Diffusion Due to Band-Overlapped Noise 

So far our estimates of transverse cooling rate did not include contributions from 

overlapping resonances such as: 

lw + ~w (a) = n' = mw + vw (a') o s 0 s 

with 1 ~ m and ~ ~ v. 

Typically for a large bandwidth feedback loop, there are high revolution harmonics 

withi n which considerable amount of synchrotron band-overlap occur. These extra reso-

nances cause extra diffusion and heating of the beam. We estimate the enhancement of 

diffusion due to these band-overlapped noise contribution in this section. 

Let Aws(a) be the detuning of synchrotron frequency at amplitude a fron. the 

zero-amplitude frequency ws(O). Then 

AWs(a) ws(O)-ws(a) 
~= ws(O) 
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Let the maximum synchrotron ampl itude amax present in the bunch be 2/3 the full 

length of the bucket. For a sinusoidal rf bucket corresponding to simple pendulum 

orbits, we have [12] 

2 amax = j bucket 
length 

.7646 

so that 

t.ws(amax ) 
(0) = 1 - .7646 = .2354 

Ws 

Synchrotron bands will overlap whenever 

i.e. 

For a 2-4 Ghz system, the range of revolution harmonics is given by: 

n1 = 40,000 

n2 = 80,000 

Maximum ~ contributing • 
at lower end n

1 
= 40, 000· ~lTiax - n1 amax - 30 

Maximum ~ contributing • 
t h" h d 80 000· ~max - n2 amax - 60 a 19 er en n2 = , 

Therefore except for a few (-10) synchrotron bands at the center, most of the 

revolution harmonic band, even at the lowest revolution harmonic, contain overlapped 

synchrotron bands. However, maximum half-width of the revolution bands is given at the 

highest revolution harmonic n2 = 80,000 by: 
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Hence revolution bands do not overlap within the band-pass of the 2-4 GHz system. They 

will begin to overlap for a 8-16 GHz system. The revolution bands at the lowest 

40,000 and the highest n2 = 80,000 harmonics thus look like the ones shown in 

Fig. 36. 

n, 
(40,000) 

n = (n ± O)wo + f..IWs (a) 

Overlapping 
synchrotron 

bands 

, 
n2 

(80,000) 

Synchrotron Band Overlap for 2-4 GHz System 

Fig. 36 

, f..I max ~ 60 

XBL 827-7056 

Since we cannot obtain a simple cooling rate corresponding to exponential cooling 

in time for the situation of band-overlap we compute instead the Diffusion Coefficient 

including synchrotron band-overlap and compare it to the Diffusion coefficient without 

band-overlap contribution. 

The method of computing the Diffusion coefficient with synchrotron band-overlap is 

a straightforward computation using the formula (9.4.2) for D(I,J), keeping all the 

resonances that contribute within the band. 

With expressions (9.4.3), (9.4.4) and defining 

f(I',J') = f(I') h(J') 

and 



IdI' I' f{I') = <I> 

we obtain for D(I,J): 

2 

D(I,J) = N w~ 2 I • <I> L LL dJ' h(J') Ig(:I:~ (J,J') 12 6r\lW (J) + \I'w (J')] 
4(211) Q l±) ~ \I' \1\1 ~ S S 

where we have absorbed the q2 (charged squared) factor within the gain 

Changing from action to frequency distribution by 

we get: 

6[W'+...H.W] s \I' s 
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( 14.4.1) 

where the sum over \I and \I' extend within the ranges defined by Eqs. (5.8) and (5.9) 

in Chapter 5 2 3 2 and A = NWo/4(211) Q • 

This has to be compared with the contribution 

D(I,J) = A • I • <I> L L 
(:I:) \I 

to the diffusion coefficient from non-overlapping bands only. 

above expressions is given by (9.4.4) i.e. 

The 9-(±)(J J') 
\1\1' , 

in 
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As an illustration of the band-overlap structure,let us consider the amplitude 

a = .00028 radians. 

Then Eq. (5.8) defines the following range for \1: 

11 ~ \1 ~ 21 

The bands \1' that overlap with some of these values of \1 for amplitudes a' 

within the beam distribution 0 ~ a' ~ amax are shown in Table V below. 

TABLE V 

\1 OVERLAP 

11 14 ~ \1' ~11 

13 17 ~ \1' ~13 

15 19 ~ IJ' ~ 15 a = .00028 

17 22 ~ \1' ~ 17 

19 24 ~ \1' ~ 19 

21 27 ~ \1' ~ 21 

The results for the Diffusion coefficient thus calculated is compared to the band­

nonoverlap contribution in Fig. 37. The results of calculation of band-overlapped noise 

diffusion show a Diffusion coefficient significantly higher than the nonoverlap Diffusion 

coefficient for small synchrotron amplitudes. Coolin9 rates for small amplitudes will 

thus significantly suffer from band-overlapped noise. The enhancement is reasonably 

modest (factors of 2) at large amplitudes where noise diffusion is relatively small any­

way due to improved mi xi ng. 

A quick estimate for the best possible cooling rate of a bunched beam follows along 

these 1 ines: except for the 1 ine-structure in the middle, we treat the bunched beam 

Signal as an equivalent coasting beam signal with frequency half-width A and an 

enhanced effective nUlTber of particles. The situation then would correspond to a bunch 

confined by a square bucket. From (13.1.1) and (13.3.3), the cooling rate then is 
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I 
o 

x 

o 

12 
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• Exact sum ~~. for overlapped bands 
1111 

o Band non-overlap contribution only 

OL-____________ -L ______________ ~ ____________ ~ ______ ~ 

o 0_00028 0.00056 0.00084 

a (amplitude in radians) 

XBL 827-7055 

Enhancement of Schottky Noise Diffusion Due to Synchrotron Band Overlap 

Fi g. 37 

The optimum gain is then given by 

opt i mum 4' l; • £ 
g Q, Neff 

and opt i mum coo 1 i ng rate 
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(14.4.2) 

(14.4.3) 
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(14.4.4) 

For slightly different parameters corresponding to the Fermilab Tevatron I collider [97], 

with fo = 48 kHz, rf harmonic h = 1113, transition energy Yt = 18.75 GeV, n = 
-2 -2 r Y -Y

t 
= -0.00;::8, Synchrotron period 

(contains 95% of all the particles with 

T s = 27 m-sec, each bunch is 1.6 meters long 

0- 40 cm.). Approximately 3925 bunches would 

have the same length as the ring circumference. Bunches occupy ,an area of 3 eV-sec 

within a bucket of area 12.7 eV-sec. Then op/p = 1.2 x 10-
4 

and 95% of the parti­

c les are contai ned with in :1:2 0 /p = :1:2.4 x 10-4 for Gaussian bunches. The fre-
p 

quency spread is 

fl f = f n!e. = .032 Hz • 
o P 

For an example of 8-16 Ghz system with N - 1011 per bunch, we have 160,000 < !I, < 

320,000 

7680 Hz 

and 

harmonics within the band-pass, with !l,average = 240,000, fl • !/,average 
11 and Neff = 3925 x N = 3925 x 10 • Equation (14.4) gives 

Topt !!! 22 hours. 

This is the maximum cooling rate possible for bunched beams with above parameters 

with tull band overlap within each revolution band. Table VI gives cooling rates for 

difterent bandwidth systems. 

Table VI 

Band-width !I, !l,average 
TCOO 1 

(transverse) 

2-4 GHz 40,000-80,000 60,000 352 hours 

4-8 GHz 80,000-160,000 120,000 88 hours 

8-16 GHz 160,000-320,000 240,000 22 hours 



258 

For the 8-16 GHz feedback system, each revolution band has a half-width of 10 kHz 

with separation between nearest revolution bands 48 kHz. Thus there is a gap of about 

(48 - 2xlO) kHz = 28 kHz between revolution bands where there is no signal power. In 

the language of the equivalent coasting beam Schottky spectrum, the cooling rate is thus 

1 imited by the situation of bad mixing. 
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15. CONCLUSION 

The theoretical formulation of stochastic cooling of bunched beams presented in this 

report provides us with the necessary ingredients for a realistic calculation of the 

time-evolution and rate of cooling of bunched beams for the purposes of prediction, 

design or comparison with experimental observations. The analysis and preliminary esti­

mates untold a pattern of behaviour of bunched beams undergoing stochastic cooling. The 

increased particle density in a bunched beam compared to a coasting beam and relatively 

small synchrotron frequency spread in a conventional rf bucket makes bunched beam cooling 

a much slower process than coasting beam cooling in general, for identical feedback 

systems. The importance of potential well (bucket) nonlinearity in providing sufficient 

synchrotron frequency spread and hence good mixing in phase space is crucial to bunched 

beam cooling. The notions of Landau damping for beam instabilities and mixing for sto­

chastic cooling are intimately related. The need for synchrotron frequency spread for 

both Landau damping to stabilize beam instabilities and good mixing to enhance cooling 

are seen to be comparable for bunched beams. In particular the reciprocal of the syn­

chrotron frequency spread must exceed the coherent damping time of Schottky signals with 

no mixing for effective cooling. 

Bunched beam cooling is also a strongly local function of amplitudes of particles 

in the bunch. In general nonlinearities are stronger for larger amplitudes and so the 

edge particles cool faster than the core particles that do not mix as well in phase space 

and whose signals get collectively suppressed stronger and faster than those from the 

edge particles. However, steepness of the bunch distribution at the edge competes 

against this process and trapped particles at the steep slope region of a hard-edge dis­

tribution are harder to cool. 

A useful concept in bunched beam cooling is the notion of 'effective gain'. Because 

of the finite length of the bunch a single particle in the beam sees an enhanced effec­

tive gain (relative to a coasting beam) including a sum over correlated Schottky signals 

at different revolution harmonics. This effect manifests itself in enhanced beam heating 

and coupling the signal suppression at different Schottky bands. 

Typical estimates of transverse cooling rates for bunches containing 1011 parti­

cles confined in a conventional rf bucket of harmonic number h = 2226 for a prototype 

high-energy storage ring, using a 2-4 Ghz feedback system, indicate a cooling time of 

hundreds of hours, much too slow to compensate beam blow up on a fast time scale of 10-20 

hours due to rf noise, intra-beam scattering and beam-beam interactions. However, with 
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a high er bandwidth s ys tem (8-16 Ghz) and rectangul ar potenti a 1 well rf bucket conta in ing 

a rel at ivel y long bunch (1/1000 of ring circumference), the cool ing rate at the bunch 

edge is expected to improve significantly (20-50 hours) enough at least to maintain its 

emittance against countering blow-up effects. Bucket shapes can be altered to the 

desired degree of nonlinearity by adding extra higher harmonic (odd) rf cavities with 

proper voltage strengths. Use of a high band-width feedback system is almost implicit 

in any bunched beam cooling scheme as one desires to resolve sufficiently small sized 

phase-space samples within a bunch (with nunber of samples per beam handled by the feed­

back system approximately comparable to a coasting beam situation) for effective cooling. 

With growing interest in the use of high energy bunched beam cooling at Fermilab Tevatron 

and SPS pp co 11 ider at CER N, a soph is ti ca ted numer ica 1 cal cul ati on and study of novel 

schemes of bunched beam cool ing seems imminent. 

The theory developed is consistent and mostly complete except for a closed form 

expression of the collective signal suppression factor of bunched beams in the region of 

strong synchrotron band overlap. Note that one can still calculate diffusion coeffi­

cients in such a region by properl y adding up the contributions from overlapping reso­

nances; however, one has to use the non-overlapping band expression for the signal sup­

pression factor in these calculations. While for small collective effects, this is 

fairly accurate, for strong suppression effects, the outcome of such a numerical estimate 

is somewhat suspect. Under a different guise, the problem has plagued the study of 

bunched beam coherent instabil ities with strong synchrotron mode coupl ing for over a 

decade and as of today no general solution exists. In the context of instabilities one 

can however afford to be contented with approximate criteria for thresholds and growth 

rates of coherent modes and more importantly bounds on stability. These have been 

obtained in the past ([9], [60], [65], [80], [87], [88], [90], [109]) in various limits. 

For stochastic cool ing the problem is made worse in the sense that one has to solve an 

"inversion problem" of the infinite coupled mode case in order to obtain finite values 

of the Signal suppression factor or dielectric permittivity. Our musings and efforts in 

this domain strongly suggest the use of an appropriate space for properly chosen collec­

tive signals with a qualitatively different ordering parameter which "concentrates".2!. 

"accumlates" all the essential mode-coupl ing contributions into a single or a few domi­

nant terms of leading order. Future work in this direction will then require an 

approach of significantly different nature and quality;n essence. 



261 

REFERENCES 

[lJ Abramowitz, M. and Stegun, I. A. (1970), Handbook of Mathematical Functions, 
National Bureau of Standards, 9th printing. 

[2J Bell, M. et al. (1979), Antiproton Lifetime Measurement in the ICE Storage Ring 
Using a Counter Technique, Phys. Lett. 86B: 215. 

[3J 

[4J 

[5J 

[6J 

[ 7J 

[8J 

Berk, H. L. and Book, D. L. (1969), Plasma Wave Regeneration in Inhomogenous Media, 
Phys. Fluids, Vol. 12, No.3, pp. 649-661. 

Besnier, G. (1979), Stabilit€ Des Oscillations Longitudinales D'un Faisceau Groupe 
Se Propageant Dans Une Chambre A Vide D'impedance Reactive, Nucl. Instr. Methods, 
164: pp. 235-245. 

Bi sognano, J. (1979), Vertical Transverse Stochastic Cooling, BECON-lO, LBID-119 
(Lawrence Berkeley Laboratory Internal Report). 

Bisognano, J. (1979, revised 1981), Informal Notes on Stochastic Cooling - Trans­
verse Stochastic Cooling, BECON-9 (Lawrence Berkeley Laboratory Internal Report). 

Bisognano, J. (1980), Kinetic Equations for Longitudinal Stochastic Cooling, 
LBL-10753, Proc. l1tfi Int. Conf. High-Energy Accelerators, pp. 772-776, held at 
CERN, Geneva, Basel: Birkhauser. 

Bisognano, J. (1981), On Signal Suppression with Overlapping Schottky Bands and 
Large Gain Instability of Feedback Systems for Stochastic Cooling, BECON-21 
(Lawrence Berkeley Laboratory Internal Report). 

[9J Bisognano, J. and Leemann, C. (1982), Stochastic Cooling, LBL-14106, Proc. 1981 
Summer School on Hi gh-Energy Part. Accelerators, Fermi National Accelerator 
Laboratory. 

[1OJ 

[l1J 

[12J 

[13J 

Bisognano, J. and Chattopadhyay, S. (1981), Stochastic Cooling of Bunched Beams, 
Proc. 1981 Part. Accelerator Conf., Washington, D.C., IEEE Trans. Nucl. Sci., 
Vol. NS-28, No.3, Part 1 of Two Parts, pp. 2462-2464. 

Bisognano, J. and Chattopadhyay, S. (1981), Bunched Beam Stochastic Cooling, 
BECON-18 (Lawrence Berkeley Laboratory Internal Report). 

Bogoliubov, N. N. and Mitropolsky, Y. A. (1961), Asymptotic Methods in the Theory 
of Nonlinear Oscillations, Hindustan Publishing Corp. (INDIA), DELHI-6. 

Borer, J. et al. (1974)~ Non-destructive Diagnostics of Coasting Beams with 
Schottky Noise, Proc. 9~ Int. Cont. Hi gh-Energy Accelerators, pp. 53-b5, 
Stanford: SLAC. 

[14J Boussard, D. et al. (1980), Effects of RF Noise, Workshop on pp in the SPS, 
SPS-pp-1, CERN. 

[15J Boussard, D. and Gareyte, J. (1971), Damping of the Longitudinal Instability in the 
CERN PS, Proc. 8.!!!. Int. Cont. High-Energy Accelerators, CERN, Geneva, p. 317. 

[16J Boussard, D. (1975), Observation of Microwave Longitudinal Instabilities in the 
CPS, cern/Lab. ll/RF/lnt. 75-2. 

[17J Boussard, D. et al. (1980), Beam Dynamics Studies on the Stored Proton in the SPS, 
Proc. 11 th Int. Conf. Hi gh-Energy Accelerators, pp. 627-632, held at CERN, 
Geneva, Basel: Birkhauser. 

[18J 

[19J 

Boussard, D. et al. (1980), The Influence of RF Noise on the Lifetime of Bunched 
Protons Beams, Proc. 11th Int. Cont. High-Energy Accelerators, pp. 620-626, held 
at CERN, Geneva, Basel: Birkhauser. 

Bramham, H. et al. (1975), Stochastic Cooling of a Stored Proton Beam, Nucl. Instr. 
Methods, 125: 201. 



262 

[20J Bregnan et al. (1978), Measurement of Antiproton Lifetime Using the ICE Storage 
Ring, Phys. Lett. 78B: 174. 

[21J Bruck, H. (1966), Accelerateurs Circulaires de Particules, Presses Universitaires 
de France, Paris. 

[22J Budker, G. r. et al. (1976), Experimental Studies of Electron Cooling, Particle 
Accelerators, Vol. 7, No.4, pp. 197-211. 

[l3J Budker, G. r. (1967), The 1966 Proc. Int. Symp. Electron and Positron Storage 
Rings, Saclay, Atommaya Energiya 22: 346. 

[24J Buneman, O. (1961), Resistance as Dissipation into Many Reactive Circuits, J. Appl. 
Phys., 32: 1783. 

[25J Carron, G. and Thorndahl, L. (1978), Stochastic Cooling of Momentum Spread by Fil­
ter Techniques, CERN/ISR-RF/78-12. 

[26J Carron, G. et al. (1978), Stochastic Cooling Tests in ICE, Phys. Lett., 77B: 
353-354. 

[27] Carron, G. et al. (1979), Experimenta on Stochastic Cooling in ICE, IEEE Trans. 
Nucl. Sci., NS-26, pp. 3456. 

[28J Chandrasekhar, S. (1954), Stochastic Problems in Physics and Astronomy, in Selected 
Papers on Noise and Stochastic Processes, Ed. N. Wax, pp. 3-93, New York: Doker. 

[29J Courant, E. and Snyder, H. (1958), Theory of the Al ternating-Gradient Synchrotron, 
Ann. Phys., 3:1-48. 

[30J Davidson, R. C. (1972), ttiethods in Nonl inear Pl asma Theory, Academic Press, New 
York and London. 

[31J Dementev, E. N. et al. (1980), Measurement of the Thermal Noise of a Proton Beam 
in the NAP-M Storage Ring, Sov. Phys. Tech. Phys., 25(8): 1001. 

[32J Dementev, E. N. et al. (1981), Preprint 81-57, Novosibirsk. 

[33J Derbenev, Ya S. and Kheifhets, S. A. (1979), On Stochastic Cooling, Particle 
Accelerators, Vol. 9: 237. 

[34J Derbenev, Ya S. and Kheifhets, S. A. (1979), Damping of Incoherent Motion by Dis­
sipative Elements in a Storage Ring, Sov. Phys. Tech. Phys. 24(2): 203. 

[35] Derbenev, Ya S. and Kheifhets, S. A. (1979), Stochastic Cooling, Sov. Phys. Tehch. 
Phys., 24(2): 209. 

[36J Design Study of a Proton-Antiproton Colliding Beam Facility, CERN/PS/AA78-3 (1978). 

[37] Faltin, L. (1978), Slot-type Pick-up and Kicker for Stochastic Beam Cooling, Nucl. 
Instr. Methods, 148: 449. 

[38J Faltin, L. (1977), RF Fields Due to Schottky Noise in a Coasting Particle Beam, 
Nucl. Instr. Methods, 145: 261. 

[39J Feynman, R. P. (1962), Theory of Fundamental Processes, W. A. Banjamin, Inc., New 
York. 

[40J Goldstein, H. (1950), Classical Mechanics, Addison-Wesley, Cambridge, Mass. 

[41J Hansen, S. et al. (1977), Longitudinal Bunch Dilution Due to RF Noise, IEEE Trans. 
Nucl. Sci., Vol. NS-24, No.3, pp. 1452-1455. 

[42J Hardek, T. et al. (1981), ANL Stochastic Cooling Experiments Using the FNAL 200-MeV 
Cooling Ring, Proc. 1981 Part. Acc. Conf., Washington, D.C., IEEE Trans. Nucl. 
Sci., Vol. NS-28, No.3, Part 2 of Two Parts, pp. 2455-2458. 



263 

[43J Hartwig, E. et a1. (1973), Noise in Proton Accelerators, Proc. 1973 Part. Acceler­
ator Conf., IEEE Trans. Nuc1. Sci., Vol. NS-20, p. 833. 

[44J Hasert, F. J. et a1. (1973), Phys. Lett. 46B, 121; 46B, 138; Hasert, F. J. et al. 
(1974), Nucl. Phys. B73, 1; Benvennti, A. etal. (19m, Phys. Rev. Lett. 32, 800; 
Aubert, B. et al. (19/4), ibid., 32, 1454; 32, 1457. 

[45J Hereward, H. G. (1965), The Elementary Theory of Landau Damping, CERN 65-20, PS 
Machine Division. 

[46J Hereward, H. G. (1974), Cooling by Fourier Components, unpublished. 

[47] Hereward, H. G. (1977), Statistical Phenomena - Theory, Proc. Int. School of Part. 
Accelerators, Erice 1976, CERN 77-13, p. 284. 

[48J Herr, H. and Moh1, D. (1979), Bunched Beam Stochastic Cool ing, CERN-EP-NOTE/79-34. 

[49J Hofmann, A. (1977), Single-Beam Collective Phenomena, Proc. Int. School of Part. 

l50J 

Accelerators, Erice 1976, CERN 77-13, p. 147. 

Hofmann, A. and Myers, S. (1980), Beam Dynamics in a Double RF System, Proc. 
nth Int. Conf. High-Energy Accelerators, pp. 610-614, held at CERN, Geneva, 
Basel: Birkhauser. 

[51J Hubbard, J. (1961), The Friction and Diffusion Coefficients of the Fokker-Planck 
Equation in a Plasma, Proc. Roy. Soc. (London), A260, p. 114. 

[52J HUbner, K. and Zotter, B. (1978), Microwave Instability Criteria for Bunched Proton 
Beams, CERN/ISR-TH/78-8. 

[53 J 

[54 J 

Ichimaru, S. (1973), Basic Principles of Plasma Physics, W. A. Banjamin, Inc., 
Reading, Mass. 

Ichimaru, S. amd Rosenbluth, M. N. (1970), Relaxation Processes in Plasmas with 
Magnetic Field. Temperature Relaxations, Phys. Fluids, Vol. 13, No. n, 
pp. 2778-2789. 

[55J Jackson, J. D. (1975), Classical Electrodynamics, John wiley and Sons, Second 
Edition. 

[56J Khinchin, A. I. (1949), Mathematical Foundations of Statistical t'lechanics, trans­
lated from the Russian by G. Gamow, Dover Publications, Inc •• New York. 

[57J K1 imontovich, Yu. (1967), The Statistical Theory of Non-equilibrium Processes in a 
Pl asma, MIT Press, Cambridge, Mass. 

[58J Kolomensky, A. A. and Lebedev, A. N. (1966), Theory of Cyclic Accelerators, North 
Holland Publishing Co., Amsterdam. 

[59J Krienen, F. (1980), Initial Cooling Experiments (ICE) at CERN, Proc. 11!!:!. Int. 

[60] 

Conf,. High-Energy Accelerators, pp. 781-793, held at CERN, Geneva, Basel: 
Birkhiiuser. 

Lac1are, J. L. (1980), Bunched-Beam Instabilities, Proc. 11th Int. Conf. High­
Energy Accelerators, held at CERN, Geneva, pp. 526-539, Basel: Birkhauser. 

[61] Lambertson, G. et al. (1980), Stochastic Cooling of 200 MeV Protons, Proc. 11th 
Int. Conf. High-Ene·rgy Accelerators, held at CERN, Geneva, Basel: Birkhauser. 

[62] Lambertson, G. et al. (1981), Experiments on Stochastic Cooling of 200 MeV Protons, 
Proc. 1981 Part. Accelerator Conf., washington, D.C., IEEE Trans. Nucl. Sci., Vol. 
NS-28, No.3, Part 1 of Two Parts, pp. 2471-2473. 

[63J Landau, L. D. and Lifshitz, E. M. (1962), The Classical Theory of Fields, Pergammon 
Press, Addison-Wesley Publishing, Inc., Reading, Mass. 

[64 J Laslett, L. J. (1977), Evolution of the Jlmpl itude Distribution Function for a Beam 
Subjected to Stoch asti c Cool ing, LBL-6459. 



264 

[65] Lebedev1 A. N. (1967), Longitudinal Instability in the Presence of an RF Field, 
Proc. 6.£!. Int. Conf. Hi gh-Energy Accelerators, Cambridge, USA, p. 289. 

[66] Liboff, R. (1969), Introduction to the Theory of Kinetic Equations, John Wiley and 
Sons, Inc. 

[67] L i nnecar, T. and Scandale, W. (1981), A Transverse Schottky Noise Detector for 
Bunched Proton Beams, Proc. 1981 Part. Accelerator Conf., Washington, D.C., IEEE 
Trans. Nucl. Sci., Vol. NS-28, No.3, pp. 2147-2149. 

[68J Liouville, J. (1838), Note sur la theorie de la variation des constantes arbitra­
ries, Journal de Math. Pure et Appl., 3. 342-360. 

[69] Mills, F. et al. (1980), High-Energy Beam Cooling, Workshop on pp in the SPS, 
SPS-pp-l, CERN, p. 157. 

[70] Mi lls, F. E. and Cole, F. T. (1981), Increasing the Phase-Space Density of High­
Energy Particle Beams, Ann. Rev. Nucl. Part. Sci., 31: 295-335. 

[71J Mohl, D. et al. (1980), Physics and Techniques of Stochastic Cooling, PHy. Reports, 
58: 73-119. 

[72J Nayfeh, A. H. (1973), Perturbation Methods, John Wiley and Sons, Inc. 

[73] Nayfeh, A. H. and Mook, D. J. (1979), Nonlinear Oscillations, John Wiley and Sons, 
Inc. 

[74] Neil, V. K. and Cooper, R. K. (1972), The Effect of Random Rf Voltage Fluctuations 
on a Bunched Beam, Part. Accelerators, Vol. 4, pp. 75-79. 

[75] Palmer, R. B. (1973), Stochastic Cooling, BNL Report 18395. 

[76J Papoulis, A. (1977), Signal Analysis, McGraw-Hill Book Co. 

[77J Papoulis, A. (1965), Probabil ity, Random Variables and Stochastic Processes, 
McGraw-Hill Book Co. 

[78] Parkhomchuk, V. V. and Pestrikov, D. V. (1980), Thermal Noise in an Intense Beam 
in a Storage Ring, Sov. Phys. Tech. Phys. 25(7), pp. 818-822. 

[79] Parkhomchuki V. V. and Pestrikov, D. V. (1980), Preprint 80-170, Novosibirsk. 

[80] Pellegrini, C. (1981), Longitudinal Instabilities in Circulator Accelerators and 
Storage Rings, Proc. 1981 Part. Accelerator Conf., Washington, D.C., IEEE Trans. 
Nucl. SCi., Vol. NS-28, No.3, pp. 2413-2419. 

[81] Piwinski, A. (1974), Intra-Beam Scattering, Proc. Ixth Int. Cont. High Energy 
Accelerators, Stanford Linear Acc. Center, pp. 405-409. 

[82] Rubbia, C. (1977), CERN-NP/NOTE 77-1. 

[83] Rubbia, C. et al. (1976), Proc. Inc. Neutrino Conf., Aachen, (Braunschweig, 
Vieweg), p. 683. 

[84] Ruggiero, A. g. (1978), Are We Beating Liouville's Theorem, Proc. workshop on Pro­
ducing High Luminosity High Energy Proton-Antiproton Collisions, Berkeley, CA, p. 
123. 

[85J Ruggiero, A. G. (1978), Stochastic Cooling with Noise and Good Mixing, Proc. work­
shop on Producing High Luminosity High Energy Proton-Antiproton Collisions, 
Berkeley, CA, p. 150. 

[86] Sacherer, F. J. (1978), Stochastic Cooling Theory, CERN-ISR-TH/7B-ll. 

[87] Sacherer, F. J. (1974), Transverse Bunched Beam Instabilities - Theory, Proc. 
9~ Int. Conf. High-Energy Accelerators, Stanford: SLAC, pp. 347-351. 



265 

[88] Sacherer, F. J. (1977), Bunch Lenghtening and Microwave Instability (Part 2), 
CERN/ PS/BR 77-6. 

[89] Sacherer, F. J. (1972), Methods for Computing Bunched-Beam Instabilities, 
CERN/SI-BR/72-5. 

[90] Sacherer, f. J. (1973), A Longitudinal Stability Criterion for Bunched Beams, IEEE 
Trans. Nucl. Sci., NS-20, p. 825. 

[91] Sands, M. W. (1970), The Physics of Electron Storage Rings: An Introduction, 
SLAC-121, Natl. Tech. Information Serv., Springfield, VA, 22151. 

[92J Schnell, W. (1972), About the Feasibility of Stochastic Damping in the ISR, 
CERN/ISR/RF/72-46. 

[93] Schnell, W. (1977), Statistical Phenomena-Experimental Results, Proc. 1~ Course 
Int. Sch. Part. Accel., Erice, CERN 77-13. 

[94] Schwinger, J. (1949), On the Classical Radiation of Accelerated Electrons, Phys. 
Rev. 75, No. 12: 1912-1925. 

[95] Stratonovich, R. L. (1967), Topics in the Theory of Random Noise, Vol. I and II, 
Gordon and Breach Science Publishers, Inc. 

[96] Strolin, P. et al. (1976), Stochastic Cooling of Antiprotons for ISR Physics, CER 
NEP Internal Report 76/05. 

[97] The Fermilab Antiproton Source Design Report (1982), Fermi National Accelerator 
Laboratory, Batavia, Illinois. 

[98J Thompson, W. B. and Hubbard. J. (1960), Long-Range Forces and the Diffusion Coef­
ficients of a Plasma, Rev. Mod. Phys., Vol. 32, No.4, pp. 714-718. 

[99J Thorndahl, L. (1975), Stochastic Cooling of Momentum Spread and Betatron Oscilla­
tions for Low Intensity Stacks, CERN-ISR-RF/75-55. 

[100J van der Meer, S. (1972), Stochastic Damping of Betatron Oscillations in the ISR, 
CERN/ISR-PO/72-31. 

[101J van der Meer, S. (1977), Influence of Bad Mixing on Stochastic Acceleration, 
CERN/SPS/DI/PP/lnt. Note/77-8. 

[102J van der Meer, S. (1978), Stochastic Stacking in the Antiproton Accumulator, 
CERN/PS/AA/78-22. 

[103J van der Meer, S. (197B), Precooling for the Antiproton Accumulator, CERN/PS/AA/-
78-25. 

[104J van der Meer, S. (19BO), A Different Formulation of Longitudinal and Transverse 
Beam Response, CERN/PS/AA/80-4. 

[105J van der Meer, S. (1978), Stochastic Cooling Theory and Devices, Proc. Workshop on 
Producing High Luminosity High Energy Proton-Antiproton Collisions, Berkeley, CA, 
p. 73. 

[106J van der Meer, S. (1979), Debunched p-ii operation of the. SPS, CERN/PS/AA/79-42. 

[107] Van Kampen, N. G. (1976), Stochastic Differential Equations, Phys. Reports, Vol. 
24C, No.3., pp. 1H-22B. 

[lOBJ Wang, J. M. and Pellegrini, C. (1979), Proc. 1979 Workshop on Beam Current limi­
tations on Storage Rings, BNL-51236, pp. 109-119. 

[109J Wang, J. M. and Pellegrini, C. (1980), On the Condition for a Single Bunch High 
Frequency Fast Blow-Up, Proc. 11th lnt. Conf. High-Energy Accelerators, held at 
CERN, Geneva, pp. 554-561, Basel: Birkhauser. 

[110] Wang, J. and Krinsky, S. (1982), Bunch Diffusion Due to RF Noise, BNL-30B77, BNL 
Report. 



266 

[111J watson, G. N. (1962), A Treatise on the Theory of Bessel Functions, ~ 
edition, Cambridge at the University Press. 

[112J Wiener, N. (1949), Ti me Series, Canbridge: MIT Press. 

[113] Zotter, B. (1978), The Effect ive Coupl ing Impedance for Bunched Beam Ins tab i1 i­
ties, CERN/ISR-TH/78-16. 



APPENDIX A 

Longitudinal Schottky Spectrum for a Particle in a Square Bucket 

The orbit of a particle in a square bucket (Fig. 38(a) and (b) is given by: 

where 

v ((-)) 

(a) 

s(t} = 2w fo t + <E)(t} 

t
2W (lIf}t 

.!1ill_ 2w(llf}t 
fs 

for 

for 

1 
It I < 4fs 

(b) 

Square-Well Bucket and Particle Orbits 

Fi g. 38 

f = fo + LH 

T. = 1/f5 = [200h (~f)l 

The current due to the particle at azimuths = sp of the pick-up is: 

where 
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and 

for h = 0 

for h > 0 

Fourier expanding vh(t) in harmonics of the bounce frequency f s ' we write 

(t) _ ih@(t) 
vh - e 

where 

In general there will be an initial phase so that @(t) I = ®(t ) j. 0 and 
t=O 0 

o where tjJ = 21Tfs to is the initial oscillation phase at t = O. We can write: 



where 

and 

+ 1 
;W; 

11 = f s I dt' 
1 

-4r 
s 

ih211(lIf)t '-i 1121!f s t' 
e 

ISin~[~-IIJ 
=w [h¥,I- II] 

3 
°h Ml4f 
1 11 f IS -ih211(JIf)t'-h211f t' 

12 = fs e s dt' e s 
1 

4t; 

Let (lIf) (290 ) 
a=hr;=h -11- and set 9 p = 0 without any loss of generality. 

attention on one revolution harmonic h, we get 

+ etc. 

See Fig. 39 below. 
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XBL 827-7051 

Single Particle Schottky Spectrum in a Square Bucket 

In the coasting beam limit: 

Fig. 39 

tof = constant 

fs-ol 
a = h 

T _00 
s 
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i.e. both top and bottom streams wrap around the ring many many times before ever 

reflecting and exchanging their roles. 

The Fourier coefficients have significant magnitude only for 

i.e. the spectrum is concentrated around f 

bunch length or bucket: 

In this limit, we have: 

11 hlL 1 '2 f « 
s 

v = 1 o 

h(fo± At). See Fig. 40. For small 

v = 0 for ~ = even ~ 0 
~ 



f -> 0 
5 

0' -+ 00 

I hAf I :... .-
I! II 

I 

~ f5 - ...... -... ... r--li-: f5 ~f:-f5 -i-I--l"~"I--_f5----" 

"II !IIIIII IIII1 L I 
1 hfo 

, .. dllllllll,,,,,,, ... \,,,,,,,,,,,,,,IIIIII\I .. I h~o I 
h(fO ± At) 

... hAt : hAt .. 

Square-well Schottky Spectrum in the Limit of a Coasting Beam 

Fig. 40 

V 
__ ~ h -¥If) (-1) (II-I) /2 

2 for II = Odd. 
II 11 s II 

The spectrum is then given by: 
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APPENDIX B 

Notion of Effective Gain 

For a harmonic bunch we introduce the 'effective gain' given by 

(A. B.1) 

The signal suppression factor E(~)(a) as given by (A.E.21) then can be written as 
11 

(A. B.2) 

In analogy to above, one can construct, using the orbit integrals in Appendix A, an 

'effective gain' for a bunch in a square bucket as 

(~) [Sin (n±O-m) 6 ~2 
g~ff. = ~ gm (n~Q-m) 60 OJ 

and a sign a 1 suppress i on factor 

(~) 
(~)( ) _ 1 + INf (w) n 

En W - n ± 0 I geff. 

(A.B.3) 

(A. B.4) 

where 6
0 

is the angu 1 ar extent of th e bunch and we h ave made use of th e coupling 

strengths near the harmonics II = ± (n~O)lIf/fs as given in Appendix A. 

This concept of effective gain has been supported reasonably well by the numerical 

s imul ation studies of transverse bunched beam cool ing as reported in Ch. 13. 
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APPENDIX C 

Proof of <f{~;t}> = p{~;t} in Section 9.1 

Formally. we write the solution of {9.1.6} as a mapping: 

for fixed a 

or 

(A.C.l) 

If the differential equation {9.1.6} is 'soluble', then the mapping {A.C.l} has an 

inverse: 

Solution of (9.l.8) may then be written as 

where 

~ ] 

d[M-l{~)] 
f{x;t;a} " f M-l{~.t;a),O;a • 1----1 

d[lI] 

= J is the Jacobian determinant of the mapping (A.C.l). For incompres-

sible Liouvillian flow, the Jacobian determinant would simply be unity. We can thus 

write 

<f{~.t}> = fda f{lS,;t;a) P{a} 

1: 

= fda P{a) f[M-l{~;t;a),o;a] d[M- l (~)] I 
d[lI] I 1: 

Let us take the initial distribution 
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Then 

= f do P{o) {l$.-M{il.t;O)] (A.C.2) 
l: 

The integral in (A.C.2) is just the probability p{~;t) that the solution M[~.t;o] 

of (9.1.6) takes the value x. Thus 

This lenma was first demonstrated by Van Kampen [107]. It demonstrates that the 

solution <f{~.t» of (9.1.8) leads to a solution p{~.t) for Eq. (9.1.6) 

automatically. 



APPENDIX D 

We derive the integral equaton for Bn n 02'!1) given by Eq. (9.2.14). 
-2-1 
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Equation (9.2.lO) for g(1,2;t) after Fourier analyzing in angles ~1'~2 and 

phase-averaging over f(!l'~l;t) to retain f o(!1,t) only, gives: 

(A. D.1) 

We now perform a Laplace transformation of (A.D.1) assuming g(l,2;t) changes much 

faster than fo(1;t) or f o(2;t); Le., assuming fo(l;t) and f o(2;t) are almost 

constants in the time-scale of change of g(l,2;t). Then: 



The asymptotic behavior for 

+ 
pick up the pole s = 0 and use 

t ~ 00 is governed by the 

tim -[ +1. ] = llo+(x) to get: + s lX 
5 .... 0 

+ 
s ~ 0 
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(A.D.2) 

1 imit. So we 

(A.D.3) 
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(A.D.4) 

as advertized in Eq. (9.2.14) before. 

We mention here that a careful multiple-time scale pert.urbation analysis can be 

performed on Eqs. (9.2.9) and (9.2.10) using two time-scales TO' Tl where TO is the 

fast time-scale of variation of g(l,2;t) and Tl is the slow relaxation time of 

to(l;t). An analysis similar to Section 6.2 of Chapter 6, then shows that the non­

secularity condition (i .e. g(0)(l,2;T
o

) does not diverge as (TO ~ 00) on g(l,2,t)) 

on the faster time-scale determines the slow evolution of f o (l;T l ) on the Tl scale 

which is in agreement with Eqs. (9.2.12) and (9.2.13). Thus our assufT4)tion of f o(1;t) 

being a constant in Eq. (A.D.1) gives results consistent with a more careful analysis of 

time scales. 

We note that the terms (!!3·~3-!!1'!!!1) appearing in the formulas in this Appendix 

effect mixing through frequency spread and enhance the interaction of particles neigh­

boring in frequency. 
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APPENDIX E 

Transverse Signal Suppression Factor for Bunched Beams in a Model Cooling Interaction 

We consider transverse cooling of a longitudinally bunched beam in the model dipole 

cooling interacion described at the end of Section 4.3 and in Section 4.4. We will use 

Eqs. (4.3.44) through (4.3.50) and (4.4.1) through (4.4.3) in this appendix. 

From (4.4.3) and (4.3.46), we write the cooling equation of motion as 

(A.E.1) 

where 

(A.E.2) 

describes a collective variable. Equation (A.E.1) has the formal solution 

. (')t -too t . 
O -lw1l f . l(t') . (')(t t') 

xi(t) = Xi e - L g~ dt' z~(t') eltS -lw1l-
~=-= 0 

(A. E. 3) 

Using (A.E.2) and (A.E.3), we find the integral equation satisfied by z~(t) as follows: 

Using the identity given by (4.3.52) and defining 

(A.E.5) 

we get, by use of the orbits (4.3.45), the following: 
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(A. E.6) 

Note that QR,{s) >= zR,{s-Hwo)' as follows from a Laplace transform of (A.E.5), corre­

sponds to the properly Doppler-shifted response in the beam frame. 

In the continuous N-body limit, we replace the sum over i by an integration over 

the distribution function f{J, Ij!) = f(i i ,Ij!) of the particle in the synchrotron 

phase-space, normalized as 

(A.E.7) 

Then 

(A.E.8) 

where N is the total number of particles in the beam. If the particles are distributed 

r andoml y and un iforml yin ph ase-angle \jJ, f(i i, 1J!) is independent of \jJ and we 

get 

Us ing 

we obtain from (A.E.6) 

-i{~ws{a)+wl){t-t') 
e 

(A. E. 9) 

(A.E.ID) 

(A.E.1l) 
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or 

(A.E.12) 

where 

i<X> foo 11 "( ) -i[)lW (a)+w ](t-t') 
fmR,(t-t') = L d\"2" a2, f} i J (ma) J (R,a) e s 1 (A.E.13) 

)1--00 )1)1 
- 0 

Laplace transforming in time t yields [1] 

(A.E.14) 

or 

(A. E.15) 

where 

(A.E.16) 

If now we evaluate (A.E.14) at s = i~ where 

th we get the response Q(R,+Q),)I(a) corresponding to the )I- synchrotron satell ite 

band in the R,th revolution harmonic tor particles with synchrotron amplitude a and 

at betatron harmonic nx = +1 as follows: 

(A.E.l?) 
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where we have used f(~ a2) dG a2) :: f(ws(a)) d[ws(a)] with f(ws(a)) being the 

distribution in synchrotron frequency of the particles in the bunch. 

For non-overlapping" synchrotron bands, we now approximate the integral by keeping 

only the term corresponding to the non-overlap resonances [~w (a)+Qw ] ~ [~'w (a')+Qw ] s 0 s 0 

with ~ =~' and a = a' in the integrand and neglecting the principal value integral. 

Then 

- -0 f(ws(a)) r] -
Q(R,+Q),)a) = Q(R,+Q),)a) - NlI 1).11 ~gm J)ma) J~L(R,+Q)a Q(m+Q),~(a) 

(A.E.18) 

Multiplying both sides by gR, J~(R,a) and summing over R, yields: 

(A. E.19) 

where 

(A.E.20) 

and 

1 + (A. E. 21) 

The cooling rate for linear transverse dipole cooling is thus: 



where we have used the symmetries of £(%)(a) as given by Eq. (A.E.21). 
~ 
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(A.E.22) 

(A.E.23) 



APPENDIX F 

A Few Properties of the Gain Function, The Collectively Modulated Voltage 

and the Kernel Appearing in the Coupled-Mode Response Equation for a Bunch 

283 

We demonstrate various properties of the quantities appearing in the collective 

response equation 

(10.1.24) 

where 

(A.F .1) 

and Dk(n) is defined in Eqs. (10.1.25) through (10.1.27) and n is a real frequency. 

(1) 

(A.F.2) 

Proof. These follow from the reality ot I(&p,t) and Io(&p,t). 

(2) - -* G(n) = G (-n) (A. F.3) 

Proof. This again follows from the reality of G(t-t') = G(T). 

(3) (A.F.4) 

Proof. These follow from the definition (A.F.1) and. properties (1) and (2) above 

and also from the reality of VK(t) and V~(t). 
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(4) (A.F.5) 

Proof: From (10.1.24) and (A.F.4) 

or 

Equation (A.F.5) follows by comparison of both sides. 

-+00 

(5) The operator D(n) = ~ Dk(n) Tk is not 'self-adjoint'. 
. k =-<>0 

(A.F .6) 

Proof. In order to be self-adjoint we must have 

i.e. 

~ p * Ri ght hand side = ~ T- D (n) 
p p 

Therefore, to be self-adjoint, we must have Dp(n) 

from property (4) above. 

* D_p(n+Pw o) which is not true 
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(6) (A. F. 7) 

for any complex number z and in particular for z = 1: 

(A. F .8) 

where ~(Q;a) and B~(a) are defined in (10.1.26) and (10.1.27). 

Proof: Dk(rI) is a discrete convolution of A and B in the form l: An_p Bp" 
p 

Equations (A.F.7) and (A.F.8) follow from the convolution theorem of z-transforms: if 

then 

C(z) = A(z) • B(z) 

where 

-roo 
C(z) = L Cn z-n, z a complex number 

n=-oo 

Change indices to (~+p) = k. Then 
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This is not a discrete convolution, since D[k-t;t] depends not only on (k-t), 

but also on t. This is the unique feature of bunched beam response. 

(8) (10.1.24) in frequency domain corresponds to an integral equation in time-domain: 

VK(t) = fdt' K(t,t') V(t') + ~(t) (A. F. 9) 

where K(t,t')=K(t-t';t') is periodic in t' with period To=2T1lwo' Then 

+00 ipwt' 
K(t-t';t') = L K (t-t') e 0 

p=-= p 
(A. F.1O) 

and using (A.F.1O) in (A.F.9) and Fourier transforming in time yields (10.1.24) imnedi­

atel y with the identification 

So we can interpret Vk (S"2+pwo) as the components of a Bloch function V(t) 

written in the Bloch form 

~ ipw t 
where F(n;t) = L vK(n+ pw ) e 0 is periodic in t with period T = 2T1lwo' 

p=_oo 0 




