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ABSTRACT

The applicability and scaling capability of R E LA P 5/M O D 2 when applied to a 
Babcock and Wilcox (B&W) loss-of-feedwater transient is assessed using a code appli­
cability methodology. A  loss-of-feedwater test with a feed-and-bleed recovery was 
selected from the once-through integral system (OTIS) test data as a reference tran­
sient. Nondimensional comparisons are made between code assessment calculations 
and code applications calculations using computer code models scaled according to 
scaling criteria derived from the work of Ishii and others. The results indicate that 
R E L A P 5/M O D 2 can scale the phenomena observed in the experiment and that the 
code is applicable for transients for which phenomena are within this envelope. The 
results also demonstrate the usefulness of the code applicability methodology for 
interpreting and verifying code calculations.

A6328— Thermal/EIydraulic Technical Support Center



SUMMARY

A  code applicability methodology has been 
applied to a Babcock and Wilcox (B&W ) loss-of- 
feedwater (LOFW ) transient to determine whether 
R E LA P 5/M O D 2 is applicable to that specific class 
of transient, and whether the code can properly 
scale experimental results to full scale. The meth­
odology is briefly described to give the reader the 
flavor of the analysis. It is then applied in parts, 
first to a general LOFW transient for a B&W reac­
tor plant and then to a LOFW transient experiment 
with a feed-and-bleed recovery, once-through inte­
gral system (OTIS) Test 220899, to determine 
whether R ELA P 5/M O D 2 is applicable to this class 
o f transient.

The code applicability methodology consists of 
two principal parts, a transient evaluation and a 
code evaluation. The transient evaluation was per­
formed by assessing a generic B&W LOFW  tran­
sient on physical grounds. Engineering judgment, 
experimental data, code calculations, and actual 
plant experience were all used to determine the con­
trolling phenomena governing the outcome o f a 
LOFW  transient mitigated by a feed-and-bleed 
reeovery. These controlling phenomena provided 
the framework for assessing the ability of the com­
puter code to calculate those aspects of the tran­
sient necessary to ensure a qualitatively correct 
result.

The code evaluation followed the transient evalu­
ation. R ELA P5/M O D 2, Cycle 36.04, was selected 
as the code to be evaluated. A  statement of applica­

bility for the individual models that could be identi­
fied as important was based on previous quality 
assurance work. Code assessment against integral 
effects tests was performed by comparing calcu­
lated results to OTIS Test 220899. The calculated 
results were compared first to data to verify the 
ability of the code to represent the phenomena 
observed in the test. This was characteristic of a 
typical code assessment task. The calculated results 
were then nondimensionalized and compared to 
similar results o f a calculation performed for a 
reactor scale representation of the OTIS facility and 
the same transient. Sensitivities to certain scaling 
assumptions, notably the heat structures in the 
pressurizer, were identified; and conclusions about 
the code scaling capability were drawn.

The determination of code applicability and 
scaling capability was made by comparing the abil­
ity o f the code to represent selected phenomena and 
to properly scale those phenomena. Calculations 
were performed at reactor scale to identify the 
impact of scaling assumptions in the calculations 
and of scaling distortions unavoidably introduced 
in the construction o f the OTIS facility. Recom­
mendations are made for further analysis, both to 
extend the analysis of the B&W LOFW transient 
and to extend the code applicability analysis to 
other reactor transients. Appendices are included 
to give more detail for specific aspects of the tran­
sient evaluation process and for the code analyses 
performed to identify modeling sensitivities.
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AN ASSESSMENT OF RELAP5/MOD2 APPLICABILITY 
TO LOSS OF FEEDWATER TRANSIENT ANALYSIS 
IN A BABCOCK AND WILCOX REACTOR PLANT

INTRODUCTION

A  code applicability methodology has been 
described to address the question o f how a 
computer-code-calculated result of a reactor tran­
sient simulation can be determined to be qualita­
tively correct in lieu of data comparisons at the 
scale of application. The methodology addressed 
whether the phenomena were essentially those that 
would occur in a full-scale reactor plant and 
whether the phenomenological trends which 
describe the reactor response were correct. The pur­
pose of the study documented in this report was to 
apply the methodology to a loss-of-feedwater 
(LO FW ) transient in a Babcock and W ilcox  
(B&W)^ reactor plant and determine from that 
application the ability of the R ELA P5/M O D 2^  
code to compute the phenomena associated with a 
B&W LOFW  transient. Determining the ability of 
the code to draw conclusions important to safety 
analysis, such as the cooldown capability of a feed- 
and-bleed recovery process in the event of a total 
LOFW, was a key objective of the task.

Large thermal-hydraulic codes have been used for 
many years to investigate and understand nuclear 
reactor behavior under normal operating, transient, 
and accident conditions. Codes such as R ELA P5/ 
MOD2 and TR A C -P F l/M O D l^  have been used to 
assess and demonstrate ultimate reactor behavior and 
safety under a wide variety of reactor conditions. The 
justification for using the results of code calculations 
is founded on two basic concepts:

1. The codes are based on well-accepted prin­
ciples of mass, momentum, and energy 
transport. They typically use a one­
dimensional approximation to the general 
transport equations and simplify many of 
the viscous stress, heat, and mass transfer 
terms such that they are represented by 
correlations or simple models used for 
closure. In  the case o f T R A C -P F l/

a. M ention  o f  specific p roducts a n d /o r  m anufacturers in this 
docum ent implies neither endorsem ent o r preference nor d isap ­
proval by the  U .S . G overnm ent, any o f  Its agencies, o r EG & G  
Idaho , In c ., o f the use o f a specific product for any purpose .

M O D I, a three-dimensional form of the 
transport equations is also available. The 
set o f six field equations, three for each 
phase in a two-phase reactor system, forms 
a generally accepted scale-independent 
basis for the code calculations.

2. The codes have been assessed over a vari­
ety o f experimental conditions, and their 
ability to represent the phenomena in 
those experiments, both separate-effects 
and integral, has been demonstrated.

Still, the question o f code applicability remains. 
Code applicability is a concept that addresses the 
interpretation of the results of a thermal-hydraulic 
code relative to an actual nuclear power plant tran­
sient. Thus, it provides the basis for using code­
calculated results as a representation of expected 
reactor plant behavior. The principal difficulty in 
determining code applicability, and the related 
code scaling capability, is that assessment informa­
tion available to test the ability o f the codes to cal­
culate thermal-hydraulic phenomena is, in general, 
not full scale. Although the codes have been exten­
sively tested against small-scale experiments, there 
is decidedly little full-scale data available to com­
plete the assessment. Therefore, a methodology is 
required to provide the basis for applicability and 
scaling in the absence o f such data.

The code applicability methodology presented 
addresses the perceived ability o f the codes to per­
form the necessary scaling of experimental results. 
The LOFW  transient at a B&W  reactor plant was 
selected for an initial application of the code appli­
cability methodology. This selection was based on 
the following:

•  The LOFW  transient is part of the most 
dominant risk-significant sequence in a 
B&W  reactor plant, specifically, Oconee 
Unit 3.3

•  The LOFW  transient is a relatively well 
understood transient and would therefore



be more useful for assessing and interpret­
ing the application o f this methodology.

The only experimental facilities designed to repre­
sent the unique features of B&W reactor plants are 
GERDA^, 0TIS5, and MIST.6 The fact that these 
experimental, facilities are not full scale has been rec­
ognized. In the past, the scaling issue has been treated 
with the inherent belief that scaling distortions 
implicit in the experiments would be properly 
accounted for by the codes. With the proposed code 
applicability methodology, this belief will be assessed 
using an OTIS test characteristic of a B&W LOFW  
transient with a feed-and-bleed recovery.

A  description of the code applicability methodol­
ogy is presented first, to give the reader an overview of

the analysis. Next, the bulk of the analysis is pre- 
.sented, including the transient evaluation, an assess­
ment o f the individual models needed for the 
transient calculation, and an evaluation of the inte­
grated code capability based on comparisons and 
interpretation of calculations. The analysis used to 
determine code scaling capability is described, includ­
ing the determination of appropriate scaling criteria 
and the use of nondimensional code results to assess 
the ability of the code to preserve those criteria. Con­
clusions and recommendations follow. Appendix A  
provides the details of the transient evaluation for the 
interested reader, and Appendix B describes several 
sensitivity studies performed to identify the effect of 
boundary conditions and other modeling assump­
tions on the code-calculated response.



METHODOLOGY

The methodology used to establish code applica­
bility is similar in concept to the code scaling, 
applicability, and uncertainty (CSAU) evaluation 
methodology described in Reference 7, though it 
did not include all the aspects o f the more compre­
hensive CSAU methodology. The methodology will 
be described briefly in this section to aid the reader 

'in understanding the analysis presented in Discus­
sion o f Results.

The following subsections address the key 
aspects of the code applicability methodology used 
for this analysis. The first subsection gives the 
working definition of code applicability. The sec­
ond describes the parts of the methodology needed 
to assess code applicability. The third subsection 
describes the specific application of the methodol­
ogy to the B&W LOFW  transient. This third sub­
section also ties the analysis to the general 
methodology and makes the discussion o f results 
more clear.

Code Applicability

Code applicability is the determination that cal­
culated results are an adequate representation of 
reality for a specific application. In  the present 
case, a light water reactor (LWR) accident transient 
is analyzed with the R E LA P 5/M O D 2 thermal- 
hydraulic computer code. The determination of 
applicability is affected by the phenomena identi­
fied as important to the course and outcome o f the 
transient, the time scales associated with the signif­
icant phenomena, and the accuracy required in the 
final results. The necessary pieces of the analysis to 
determine code applicability reflect the need to 
address both the code and the application. These 
pieces are described next.

Code Applicability Methodology

The code applicability methodology used in this 
analysis, see Figures 1 and 2, included the same 
essential parts as the CSAU methodology.^ The 
first was a transient evaluation to determine the 
most important phenomena affecting the progress 
and outcome o f the postulated accident scenario. 
This required first a careful identification and 
description o f the transient to be analyzed. 
Included in this description were such factors as the 
specific reactor plant design, initial operating con­

ditions, accident initiating events, assumed compo­
nent and system failures, and the tim ing of 
automatic and operator initiated responses.

Four general sources of information were used to 
determine the most significant processes or phe­
nomena occurring during the transient. They were:

1. A  thought, or “gedanken,” process.

2. Experimental data, whenever available 
and appropriate.

3. Calculational data.

4. Actual plant transient experience, as well 
as Final Safety Analysis Report (FSAR) 
and probabilistic risk assessment (PRA) 
input.

In  general, these information sources would be 
explored by experts knowledgeable in the transient 
o f concern. Broad-based input at this stage o f the 
analysis would minimize the possibility of over­
looking significant phenomena or processes.

The second significant piece o f the code applica­
bility methodology was the code evaluation. The 
initial work addressing code evaluation was inde­
pendent o f the specific application. It addressed 
more the quality assurance of the code itself. The 
code itself was carefully identified. This included 
ensuring that the code was not changed during the 
course o f the applicability study and that it be pre­
served after the analysis to ensure that the calcula­
tional results could be reproduced at a later time.

The necessary elements of a complete code 
identification are:

•  The computer code.

•  The quality assurance (QA) document for 
the code.

•  Documentation and user guidelines for the 
code.

•  The existing code assessment.

Each o f these items is described in detail in Refer­
ence 7, but two were of particular interest for the 
current analysis, these being the Q A  document and 
the code assessments. The Q A  document provided
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an assessment o f the models and correlations in the 
computer code by:

•  Determining whether the closure relations 
are adequate to model phenomena and 
processes important to the specific sce­
nario and nuclear power plant designs.

•  Determining whether the closure relations 
have the capability to scale processes from 
test fac ility  conditions to full-scale  
applications.

• Identifying closure relations which have 
been adjusted, or “ tuned,” to provide bet­
ter agreement with experimental results.

•  Determining the effects of tuning on the 
ability o f the code to represent full-scale 
phenomena.

•  Determining whether the code has com­
pensating errors which may vary in magni­
tude as a function o f scale, thereby 
affecting the ability of the code to repre­
sent full-scale phenomena or the interac­
tions among phenomena or processes at 
full scale.

The code assessment was of equal importance to 
the Q A  document. It  provided the demonstration 
that the code could adequately represent certain 
phenomena or processes by comparison with 
experimental data. Both separate-effects and 
integral-effects data were used to assess the code, 
the separate-effects experiments focusing on spe­
cific, generally local, phenomena, and the integral 
effects experiments focusing on interactions among 
various phenomena and system components. In  a 
general sense, the selection of experimental data 
would cover the entire range of perceived applica­
bility of the computer code. In a more specific 
sense, the selection o f experiments would ensure 
coverage of the phenomena, processes, or system 
components identified as important in the transient 
evaluation.

The code evaluation included another aspect 
associated with code assessment, the scaling capa­
bility o f the code. Most code assessment calcula­
tions include comparisons with separate- or 
integral-effects experiments that are scaled repre­
sentations of reactor conditions. Scaling consider­
ations include both geometric and thermodynamic 
relationships. The usefulness of assessment com­

parisons lies in the ability to show, through a com­
b ination  o f  inspection, analysis, and 
demonstration, that the computer code can repre­
sent changes of scale accurately and appropriately. 
The scaling capability o f the code was determined 
by a demonstration of the ability of the code to 
preserve similitude criteria for appropriate applica­
tions. The scaling laws proposed to address 
R E L A P 5/M O D 2 scaling capability were a specific 
application of so-called Ishii scaling^ tailored to 
the thermal-hydraulic characteristics of the LOFW  
transient. This process was applied to a simulated 
reactor transient and shown to be useful in deter­
mining the ability of a computer code to preserve 
natural circulation similarity criteria.^ The present 
application is an extension of that technique to a 
more complex transient.

The third piece of the code applicability method­
ology was a comparison of the transient evaluation 
and the code evaluation. The transient evaluation 
determined the necessary level o f code capability by 
identifying which phenomena were significant and 
to what degree of accuracy they had to be repre­
sented to give an adequate calculational result. The 
code evaluation was then used to demonstrate 
whether the code could provide that necessary 
capability. A  code would be applicable to a speci­
fied transient i f  all the important phenomena were 
calculated with acceptable accuracy.

Application

The code applicability methodology as described 
above was applied to a LOFW  transient in a B&W  
reactor. The analysis included:

1. The important phenomena in a B&W  
LOFW  transient were identified.

The transient was defined; and the 
assumptions o f reactor initial conditions, 
system availability, and safety system 
response were specified. The transient was 
separated into characteristic time inter­
vals, and phenomena and processes were 
identified and ranked for each.

2. Code assessment was described.

The ability of the code to represent the 
phenomena identified as important was 
based on a description o f the calculational 
models comprising the computer code.^^



Assessments of the adequacy of the vari­
ous calculational models were made by 
comparing the code capabilities to the sig­
nificance o f selected phenomena or 
processes.

A  code assessment calculation for a repre­
sentative integral test is described in detail. 
The ability of the computer code to repre­
sent the observed physical phenomena was 
assessed.

3. Scaling criteria and model scaling tech­
niques are described and applied to the 
selected transient.

Calculated results were used to describe 
system sensitivities to geometric and ther­
modynamic scaling relationships. Calcu­
lated results were compared to two types of

similarity criteria to infer code scaling 
capability. These were Ishii scaling crite­
ria,^ mentioned above and described later 
in more detail, and Zuber’s t t  groups, as 
described by Larson.  ̂  ̂Sensitivity calcula­
tions were performed to determine the 
influence of selected scaling assumptions.

4. Conclusions about the applicability of 
R E L A P 5 /M O D 2  to a B&W LOFW  tran­
sient were drawn based on the analysis 
described.

The conclusions included both an assess­
ment of the code to the selected transient, 
as well as scaling considerations arising 
from the sensitivity analysis. Furthermore, 
an assessment of the code methodology 
itself was made.



DISCUSSION OF RESULTS

A  LO FW  transient for a B&W  reactor plant was 
subjected to the detailed scrutiny described in the 
preceding section as the code applicability method­
ology. The analysis and results are presented here to 
demonstrate the applicability and scaling capabil­
ity of R E LA P 5/M O D 2 to this type o f transient.

The specific transient that was analyzed was 
selected for two reasons. First, it is representative 
of a typical recovery procedure from a complete 
LOFW  with no auxiliary feedwater (A FW ) availa­
ble. Second, a sufficiently appropriate reference 
transient in an experimental facility was available 
to provide a code assessment o f at least one scale.

This section addresses the methodology dis­
cussed in the previous section. First, the transient 
evaluation process is applied to a LOFW  transient 
in a B&W  reactor plant. Then the ability of 
R E L A P 5 /M O D 2  to calculate those controlling 
phenomena is addressed. Next, the calculational 
portion of the code applicability work performed 
for this project is presented. The three parts of this 
section are a code assessment calculation o f the ref­
erence transient, the scaling analysis used to pro­
duce a scaled model of the reference system and the 
associated calculations made with tha t scaled 
model, and a full-scale application more typical of 
an actual plant configuration than the scaled refer­
ence model.

Important Phenomena in a B&W  
LOFW Transient

A  diagram of a B&W reactor plant is shown in 
Figure 3. The diagram includes all the key compo­
nents contributing to the plant response in a LOFW  
transient and is used as a reference for the following 
discussion. The particular scenario selected for this 
analysis is based on the following assumptions and 
events:

1. Complete loss of feedwater (LO FW ) with 
no A FW  available.

4. Operation of the pressurizer spray, the 
pressurizer heaters, and the primary cool­
ant makeup and letdown systems was not 
considered.

5. Tfie operator locks open the pressurizer 
power-operated relief valve (PORV) when 
it is initially actuated on high pressure, and 
the high-pressure injection (H P I) system is 
actuated simultaneously, consistent with 
initiating a feed-and-bleed cooldown.

The behavior o f the reactor core for the assumed 
conditions is rather benign. No core temperature 
excursion occurs, and the system pressure gradu­
ally declines after H P I actuation. Long-term cool­
ing could likely be actuated after a number of 
hours. The purpose of this analysis is to verify the 
ability o f R E L A P 5 /M O D 2  to draw this conclu­
sion, that feed-and-bleed cooling can maintain liq­
uid cooling in the core, dissipate the stored energy 
and decay heat in the reactor plant, and cool the 
system to long-term cooling conditions in the event 
of a total loss o f all feedwater.

The subject LOFW transient was evaluated by 
means of a “ gedanken” process which included 
consideration o f related large code calculations and 
experiments. To better apply this process, the tran­
sient was divided into two time intervals. The first 
interval was the steam generator dryout, which rep­
resented less than 10 min o f the initial transient. 
The second interval was the prim ary system 
cooldown, which lasted for several hours. A  
description o f the transient response and important 
phenomena for each time interval in a large B&W  
plant transient is discussed first. Then the assimila­
tion o f the phenomena into tables for identification 
and ranking is described.

Steam  G enerator D ryout (Tim e Duration  
<10 min). The initiating event is assumed to 
result in a LOFW, a reactor scram, and a concur­
rent reactor coolant pump trip. The reactor plant 
response to these initiating events is as follows:

2. Reactor scram occurs at the time of the 
event, causing the LOFW.

Reactor scram causes an im m ediate  
decrease in reactor power.

3. Primary system coolant pumps trip and 
begin a coastdown at the time o f reactor 
scram.

•  The coastdown o f the reactor coolant
pumps, which lasts for approximately 
30 s, maintains significant coolant flow
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through the primary side of the steam gen­
erators (Figure 4) to prevent exceeding 
critical heat flux in the core.

•  Heat transferred to the steam generator 
secondary exceeds the energy transferred 
to the coolant from the core, initially caus­
ing a decrease in the primary system pres­
sure (Figure 4) and temperature  
(Figure 4).

•  The prim ary  system coolant volume 
shrinks because of the net energy loss, ini­
tially lowering the pressurizer liquid level 
(Figure 5).

•  Vapor generation in the steam generator 
secondary causes a rapid increase in pres­
sure until the steam line safety relief valves 
(SRVs) and m odulating atmospheric 
dump valves (M ADVs) are activated (Fig­
ure 5) at 5 s.

•  The energy transferred to the steam gener­
ator secondary is rejected to the environ­
ment by the mass leaving the secondary 
through the steam line SRVs and M ADVs.

• After the initial opening and closing of the 
SRVs, flow through the M A D V  is suffi­
cient to control the steam generator sec­
ondary pressure.

• The heat transferred to the steam genera­
tor secondary decreases as the mass lost 
through the SRVs and MADVs decreases 
the tube surface area in contact with sec­
ondary liquid (Figure 5).

expand into the pressurizer and compress 
the steam space (Figure 5) after 30 s.

•  After the reactor coolant pumps complete 
their coastdowm at 150 s, natural circula­
tion (Figure 4) resulting from differences 
between the density o f liquid in the steam 
generator primary and the reactor vessel 
core is sufficient to maintain core cooling.

•  The pressurizer pressure increases to the 
PORV opening set point (Figure 4) at 
240 s.

•  The steam generator secondary mass 
decreases to zero (Figure 5) by 250 s.

The dominant processes during this phase o f the 
transient are the decay heat, the stored energy, and 
single-phase liquid convection.

Primary System Cooldown (Time Duration Sev­
eral Hours).

•  By 300 s, as a result of the opening o f the 
pressurizer PORV and the resultant actua­
tion of H P I, a two-phase mixture is dis­
charged from the pressurizer dome with 
considerably more volume escaping the 
system than enters.

•  At 300 s, a rapid reduction in primary sys­
tem pressure occurs (Figure 6) until the liq­
uid volume injected by the H P I and the 
liquid volume displaced by voiding of the 
vessel upper head displaces the pressurizer 
vapor dome.

•  The heat transfer process in the core is that 
for single-phase liquid and possibly a two- 
phase mixture.

•  When the heat transfer rate to the steam 
generator secondary drops below the heat 
transfer rate from the core at 30 s, the pri­
mary system begins to heat up (Figure 4).

Loop circulation continues (Figure 6) after 
the steam generator drys out at 250 s, 
driven by the density difference between 
the injected coolant and the coolant in and 
exiting the core. The circulation is suffi­
cient to cool the core by single-phase con­
vection and subcooled nucleate boiling. 
No net vapor is generated.

•  The minimum pressure is reached at 30 s, 
but it is not low enough to activate the 
H P I.

•  The increase in primary coolant tempera­
ture causes the primary system coolant to

•  When the pressurizer fills (Figure 6) at 
650 s, the pressure increases and the PORV 
passes liquid until the primary system 
begins voiding. A  two-phase mixture then 
enters the pressurizer and limits flow out 
the PORV.

10
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•  A  near balance is achieved between the 
PORV flow and the injected flow by 
1000 s, which results in a gradual decline 
in the pressurizer pressure.

• Small pressure disturbances in the system 
after 1500 s may cause a sufficient pres­
sure differential between the upper plenum 
and the downcomer to actuate the reactor 
vessel vent valve (R V V V ) in a cyclic 
manner.

•  The hot liquid transferred to the down­
comer mixes with the liquid in the cold leg 
and recirculates through the core.

•  The gradual system cooldown continues 
due to a decrease in the decay heat and the 
addition of cold H P I water. Flow out the 
pressurizer PO RV is replenished with 
slightly cooler liquid, thereby permitting a 
continued depressurization (Figure 6).

The dominant processes during this phase of the 
transient are the phase distribution and voiding 
throughout the system, H P I injection into the cold 
leg, decay heat generated in the core, and the criti­
cal flow and the resultant exit enthalpy of fluid 
leaving the PORV.

Process Identification and Ranking. Table A-1 
in Appendix A , listing all processes and phenom­
ena occurring during the transient, was constructed 
from an analysis of the transient description given 
in the preceding two sections. Then a ranking proc­
ess was applied to determine the most important 
processes and phenomena, which are listed in 
Table A-2 in Appendix A. The importance crite­
rion for this analysis was the impact of a given 
process or phenomenon on the ability of the recov­
ery procedure, feed-and-bleed, to maintain a liquid 
level above the core. The most important processes 
and phenomena are shown in Table 1, abstracted 
from Table A-2 for the components o f major 
interest.

For the core component, the decay heat genera­
tion, stored energy, and single-phase liquid convec­
tion are designated as important phenomena. The 
energy generated in the fuel terms must be removed 
to maintain core integrity. The steam generator pri­
mary tubes and coolant circulation facilitates the 
transfer process for removal of energy from the pri­
mary system. The pressure settings of the second­

ary pressure relief valves, specifically the SRV and 
M AD V, determine the sink temperature. The phase 
distribution, liquid entrainment, and steam quality 
then determine the efficiency and time duration of 
the dryout process. The most important phenom­
ena designated in the table for the cooldown inter­
val are the decay heat generation in the core, H P I 
mass flow rate in the cold leg, critical flow and the 
resultant exit enthalpy of the fluid through the pres­
surizer PORV, and the phase distribution and void­
ing throughout the system. These phenomena 
control the availability of the coolant to cool the 
core and the resultant subcooling or exit quality.

The process of determining the important phe­
nomena described above relies on the ability of the 
analyst to assess the relative significance o f each 
individual phenomenon to the overall system 
response. The Process Identification and Ranking 
Table (PIRT) process described in Reference 7 uses 
this method, as well as a more structured method of 
determining the global importance of each phe­
nom enon, an analytical hierarchy process 
(AHP).^2 Figure 7 shows the hierarchy of compo­
nents and the processes and phenomena used to 
structure the pairwise comparisons needed as input 
to the ranking process. The application of this pro­
cedure to the processes identified in the transient 
description resulted in the PIRT shown in Table 2. 
The advantage of performing the ranking of phe­
nomena in this manner is that a consistent set of 
individual ranks is combined to produce a defensi­
ble global ranking. The mathematics o f the A H P  
provides a quantitative measure o f the consistency 
of the ranking process, and the record of input kept 
by the analyst ensures traceability for each decision 
made in the analysis.

The B&W  LOFW  analysis being addressed here 
used both of the ranking processes described 
above. The results were combined and assessed to 
determine the important phenomena, which are:

1. Stored energy and decay heat generation in 
the core

2. H P I mass flow rate

3. Critical flow rate through the PORV, SRV, 
and M A D V

4. F lu id  conditions exiting the system 
through the PORV (exit enthalpy)

5. The phase d istribution  and voiding  
throughout the system.

14



Table 1. Process and phenom ena ranking for a B & W  LOFW transient

Component High (7-9) Medium (4-6) Lx)w (1-3)

Ranking During Steam Generator Dryout— Time Interval Atj

Steam generator 
secondary

Steam generator 
primary

Core

(L) dryout location

(Q) l(^f convection

(Q) decay heat 
stored energy 

(Q) l</)f convection

(H ) I4>f,2et> flow 
phase separation 

(Q) sat nucleate 
boiling 

(L) incipient boiling

(H ) l(j)f flow 

(H ) l</)f flow

Pressurizer (Q) wall heat transfer 
(L) H P I level setpoint

Ranking During Primary System Cooldown— Time Interval AC

Downcomer

Core

Upper plenum 

Pressurizer

(H ) voiding
phase distribution

(H ) voiding
phase distribution 

(Q) decay heat

(H ) voiding
phase distribution

(H ) PORV critical 
flow voiding 
phase distribution 
exit enthalpy

(H ) \<j>f,2<t> flow 
(Q) 2<j) convection 

Sub nucleate 
boiling 
Sat nucleate 
boiling

(H ) l<l>f,2(j) flow 
2(j) convection

(H ) !<!>{,2(j) flow 
(Q) sat nucleate 

boiling

(H ) l<t)g,2(t> critical 
flow 
APf
AP, 
mass depletion

Ut.eM) 
ale

(H ) APfi AP,K(f)

(H ) 2<t> flow; APp

(Q) sub nucleate 
boiling 
sat nucleate 
boiling
rod internal heat 
transfer

(L) C H F  limit

(H ) flashing 
condensation 
level change

(H) APf,2̂  
APK(f,2<̂ >)

(H)APf,2^
APK(f,2i )̂

(Q) l</)f convection 
(L) C H F  limit

(H ) APK(f_2<̂ )
(Q) l<̂ f convection

(H ) mass depletion
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Table 2. Process Identification and Ranking Table (PIRT) for a B & W  LOFW transient

Component Phenomenon

Time Interval 1: Steam Generator Dryout

Steam generator 
secondary

Core

H ot leg

Pressurizer

Steam generator 
primary

Pump

Boiling heat transfer 
Phase Separation 
l</>f flow 
2<l> flow

Decay heat and stored energy 
l<t>f convection 
l(jl)f flow

l(j>f flow

Wall heat transfer 

l< f̂ convection

l<i>f flow 
Coastdown

Cold leg l(j>f flow

Time Interval 2: Primary System Cooldown

Downcomer

Lower Plenum

Core

Voiding
Phase distribution 
l<i>f flow 
2<̂  flow

Voiding
Phase distribution 
Ic f̂ flow 
2<j> flow

Voiding
Phase distribution
Decay heat
Boiling
l(j)f flow
2<j> convection
20 flow

Importance Rank

6
6
5
4

9
7
5

5

6 

7

5
4

5
4

9
8
5 
4

7
6
5
4
4
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Table 2. (continued)

Component Phenomenon Importance Rank

Time Interval 2: Primary System Cooldown (continued)

Upper plenum Voiding 9
Phase distribution 8
10f flow 5
20 convection 4
20 flow 4

Upper head Voiding 9
Phase distribution 8

Pressurizer Voiding 9
Phase distribution 8
Critical flow 7
Exit enthalpy 7
Boiling 6
10f flow 5
20 flow 4

Cold leg Voiding 9
Phase distribution 8
H P I 7
10f flow 5
20 flow 4

Hot leg Voiding 9
Phase distribution 8
10f flow 5
20 flow 4

Surge line Voiding 9
Phase distribution 8
10f flow 5
20 flow 4
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These phenomena and fluid states control the 
circulation of core coolant and its subcooling, as 
well as the energy discharge rate from the primary 
system.

RELAP5/MOD2 Applicability 
Based on Significant Model 
Evaluation

This section reviews the applicability of the code 
models for calculating the important phenomena 
identified in the previous section for the B&W  
LOFW transient. The bases and limitations of the 
code models themselves are described and evalu­
ated in the Q A  document^® for R E LA P 5/M O D 2  
and reflect the current understanding of the code.

Time Interval 1: Steam Generator Dryout. On
the steam generator secondary side, the important 
phenomena are phase distribution and boiling heat 
transfer. Shortly after transient initiation, the liq­
uid becomes saturated and forms a stagnant pool. 
The specific processes governing the phase distri­
bution are saturated boiling heat transfer and the 
mist flow regime above the pool. Because the mass 
flow rate of vapor leaving the pool is low, the inter­
face between the liquid and mist flow is quite sharp, 
with very little liquid (of <  1 % ) being carried over 
with the mist flow regime. This phase separation 
behavior is predicted by the code and is observed in 
secondary side operation at steady state where flow 
rates are an order o f magnitude larger. Based on 
comparisons between calculated and observed 
behavior, the phase separation calculation within 
the code is considered applicable. The boiling heat 
transfer model uses the Chen correlation^ on the 
steam generator secondary side. The difference in 
geometry between this application and the original 
data,!^ which were developed with boiling heat 
transfer occurring on the inside of a tube, makes 
the application questionable. In addition, differ­
ences between the coefficients in the original corre­
lation and as implemented in the code have been 
noted^® and need experimental verification. 
Although the boiling heat transfer model was 
ranked 3 and only of medium importance to the 
successful simulation of the transient, the uncer­
tainties o f the model could elevate its ranking.

In the core, the important phenomena are the 
decay heat generation, stored energy, and single­
phase liquid convection. Decay heat is an input var­
iable, and stored energy results from the calculated 
fuel rod temperature distribution. The heat con­

duction solution is well established and has been 
shown to agree with theoretical results. Possible 
uncertainties may be introduced through the mate­
rial properties used for the fuel rods, but these are 
not expected to be great enough to impact the tran­
sient results. Thus, they are not considered further; 
both the decay heat input and the heat conduction 
solutions were ranked 9. Single-phase liquid con­
vection was also examined, and the correlations 
have been shown to agree with theoretical results. 
Therefore, the single-phase liquid convection 
model was ranked 7.

The comparison of transient significance to code 
calculational capability for each phenomenon 
establishes the need for further work (code devel­
opment, code assessment, experimentation, etc.) 
or the acceptability and applicability of the model 
for the specified application. Table 3, the compari­
son table for this transient, compares the transient 
needs with the code capabilities for this transient 
and shows that:

•  The decay heat model, stored energy cal­
culation, phase separation, single-phase 
liquid convection, and wall heat transfer 
models are applicable.

•  The boiling heat transfer model may not 
be applicable, but it affects only the timing 
of time interval 1.

T im e  In te rva l 2: P rim ary  S ystem  C o o l­
down. Two of the important phenomena, cold 
leg H P I mass flow rate and core decay heat genera­
tion, are input parameters and are not considered 
further. The critical flow model for the pressurizer 
PORV must handle single-phase vapor, a two- 
phase mixture, and slightly subcooled single-phase 
liquid. In  practice, the code-calculated, single­
phase vapor flow rate is adjusted to match a known 
flow rate at a known pressure by imposing a dis­
charge coefficient (thereby modifying the flow 
area). This procedure does not calculate liquid or 
two-phase flow rates exactly, but it has been shown 
to give reasonably good agreement with experi­
ments. Critical flow rate through the PORV  
should not be strongly scale-dependent, since the 
calculation is primarily a critical mass flux which 
has no inherent scale dependent parameters, 
although slight L /D  effects may exist. The compar­
isons with experiment would indicate a generally 
acceptable critical flow calculation, but the model 
has not been well verified with critical flow data
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Table 3. Comparison table for a B & W  
LOFW transient w ith  a prim ary 
feed-and-bleed recovery

Event
Transient Importance/ 

Code Capability

Time Interval 1: Steam Generator Dryout 

Decay heat 9 /9

Stored energy 9 /9

l(/>f convection 7 /7

Wall heat transfer 6 /6

Phase separation 6/5

Boiling 6 /3

Time Interval 2: Primary System Cooldown 

Voiding 9 /7

Phase distribution 8/5

Decay heat 7 /9

H P I 7 /9

Critical flow 7/5

Exit conditions 7 /5

Boiling 6 /3

The comparison of transient needs with code 
capabilities during this time interval are included in 
Table 3. These comparisons are summarized as 
follows:

• The decay heat model is applicable.

•  The H P I mass flow rate calculation (an 
input parameter and a function o f pres­
sure) is applicable.

•  The voiding model is acceptable. Its calcu­
lational capability was ranked 7, while the 
transient importance was 9.

•  The phase distribution model is also 
acceptable, but warrants further investiga­
tion. Its calculational capability was 
ranked 5, while the transient importance 
was 8.

•  PORV discharge enthalpy calculations 
have been shown to give adequate compar­
isons. The calculational capability was 
ranked 5, while the transient importance 
was 7.

• The critical flow model is acceptable, but 
it warrants further investigation. The tran­
sient importance ranking is 7, but the 
capability ranking is only 5. The principal 
reason for the low rank is a lack o f data 
and verification for critical flow in valves 
and includes the need for specifying a dis­
charge coefficient as part of the input to 
the model.

through valves. Therefore, it has been down-rated 
somewhat and ranked 5. The discharge enthalpy 
calculation depends principally on the flow separa­
tion calculation as a function of pressurizer liquid 
level. The liquid level changes fairly slowly in the 
LOFW  transient, so the separation of phases is 
expected to be good. Calculations with this model 
have been shown to give adequate comparisons 
with data in Semiscale tests, so the model was 
ranked 5. The remaining two important phenom­
ena are the phase distribution and voiding through­
out the system. The voiding model has been shown 
to give more acceptable comparisons with data and 
was thus ranked 7. The phase distribution model is 
weaker and thus ranked 5.

B&W LOFW Transient Simulation 
Capability

The transient simulation capability will be dem­
onstrated in three parts, as suggested in the intro­
ductory remarks to Section 3. The first part is a 
code assessment description for R E LA P 5/M O D 2  
with data from a selected test representative o f the 
LOFW  transient. This part establishes the inherent 
ability of the code to calculate the characteristic 
phenomena for at least one scale. The second part 
is a demonstration of code scaling capability using 
nondimensional code results at two scales o f inter­
est, the experiment scale and the full scale at which 
the code results are to be applied. This second part
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of the analysis provides a measure o f the integral 
code capability to preserve similarity criteria that 
are established independently from the code. The 
third part applies the code to a full-scale plant tran­
sient and uses the results o f the first two parts to 
establish the acceptability of the calculated results. 
Distortions between the ideally scaled full-scale 
model and the realistic full-scale model are 
addressed through sensitivity analyses to ensure an 
appropriate physical response from the code. These 
would include distortions due to scaling up or scal­
ing down a facility, such as the pressurizer wall 
thickness when the pressurizer metal mass is scaled.

RELAP5/M002 Model Qualification Using OTIS 
LOFW Test Results. The R E L A P 5 /M O D 2  
model qualification is performed in the manner of 
a typical code assessment calculation to verify the 
ability of the code to calculate the necessary phe­
nomena to describe a B&W  LOFW  transient with a 
feed-and-bleed recovery. The details of the assess­
ment calculation deliberately focus on those phe­
nomena identified as significant in the transient 
evaluation. System and test descriptions are pro­
vided to ensure an understanding o f the limitations 
o f the data used to assess the code. The model 
description applies not only to the assessment cal­
culation, but also to the scaled models used to dem­
onstrate scaling capability. Ensuring similar noding 
in the scaled models removed nodalization sensitiv­
ity as a scaling question. The simulation results 
show that R E LA P 5/M O D 2 can effectively capture 
the system response and the qualitative nature of 
the transient. The results also show some sensitivi­
ties in calculating local, internal responses, but dis­
crepancies between the code and the data do not 
impact the overall results.

OTIS System  Description. The OTIS^ test 
facility was designed to simulate conditions in the 
reactor coolant system and steam generator of a 
raised-loop B&W  205-fuel-assembly PW R during 
the natural circulation phases of a small break loss 
of coolant accident (SBLOCA). The facility was 
designed to perform both separate and integral sys­
tem effects tests with scaled powers ranging from  
1% to 5% o f full power. The objective o f the OTIS  
experimental program was to obtain data for the 
verification and improvement of analytical models 
used to predict plant performance during assumed 
SBLOCA scenarios.

The OTIS test facility is located at the B&W  
Alliance Research Center in Alliance, Ohio. It  is a 
1-by-l (one hot leg, one cold leg), electrically

heated loop scaled to represent the key features o f a 
B&W raised-loop plant. The general arrangement 
for the test facility is shown in Figure 8. The facility 
was scaled with respect to total primary power, vol­
ume, break area, H P I, and A F W  flow rates with a 
factor o f 1/1632. Loop piping is not volume- 
scaled, but rather is scaled to maintain the Froude 
number to preserve the ratio o f buoyant to inertial 
forces. The primary side o f the loop is configured 
with a 19-tube once-through steam generator 
(OTSG); a simulated vessel with an external down­
comer, lower plenum, core region, upper plenum, 
and upper head; single hot and cold legs; and a 
simulated pressurizer and PORV. The facility also 
includes a simulated H P I system, an RVVV, and a 
high point vent valve (H P V V ). The secondary side 
components include the OTSG, a water-cooled 
condenser, hot well, circulation pump, feedwater 
heaters, and associated control valves. A FW  can be 
injected into the steam generator secondary at 
either a lower elevation near the bottom o f the 
steam generator tubes or an upper elevation which 
sprays water onto the tops of the tubes. Since the 
test transients in the OTIS facility were initiated 
from singie-phase natural circulation conditions, a 
reactor coolant pump mockup was not used. 
Instead, the pump was replaced with a cold leg flow 
resistance to model irrecoverable pressure losses.

O T iS  Test 220899 T rans ien t D e s c r ip ­
tion . OTIS Test 220899 simulated a feed-and- 
bleed cooldown transient. The test in itia l 
conditions characterized reactor conditions
1.5 min after trip, pump coastdown, and upper 
A FW  activation. The analysis results will be 
described in four phases.

1. In itia tio n  w ith  prim ary pressure 
increasing.

2. Primary system cooldown with pressurizer 
refilling.

3. Cooldown with decreasing loop natural 
circulation.

4. Cooldown with loop flow reversals.

The first phase was the initiation period, which 
included the events triggering the LO FW  transient. 
During the initiation phase, the primary system 
experienced a continuous pressurization and slight 
heating of the primary fluid. This first phase cor­
responds to time interval 1 in the transient
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evaluation. The next three phases of the test were 
characterized by cooling and depressurization of 
the primary system. Together they comprise time 
interval 2, primary system cooldown, as described 
in the transient evaluation. A ll four transient 
phases are further detailed below.

The test was in itia ted  by degrading the 
secondary-to-primary heat transfer by isolating the 
secondary side and allowing the secondary pressure 
to increase to 9.3 MPa (1350 psia). H P I was initi­
ated shortly after pressurizing the steam generator, 
followed by the initiation of the core power decay 
ramp. The secondary level control was reset from 
1.6 m (5.4 ft) to 0.91 m (3.0 ft). The lower A FW  
was periodically switched on to maintain the sec­
ondary level at this set point. Because o f degraded 
primary-to-secondary heat transfer conditions, the 
primary fluid temperature and pressure began to 
increase. This produced an insurge of liquid into 
the pressurizer as the primary fluid expanded. At 
175 s, the primary pressure reached 15.9 MPa  
(2300 psia). The PORV opened and was manually 
locked open for the duration of the test. The PORV  
opening marked the end o f the first phase of the 
transient.

Phase 2 of the transient occurred from 175 to 
810 s. This was a relatively brief period when the 
primary system rapidly depressurized as steam was 
vented through the PORV. In the final stages of 
Phase 2, saturated liquid began to exit the PORV. 
The flow transitioning allowed greater mass flow 
but a smaller volumetric flow rate out the PORV. 
As a consequence, the primary system depressuri­
zation rate and the corresponding refill rate 
decreased. During this entire period, the magnitude 
of the H P I mass flow rate exceeded the PORV mass 
flow rate such that there was a net increase in the 
primary coolant mass inventory. The end o f  
Phase 2 was marked by the pressurizer becoming 
liquid full with voiding at the top o f the reactor 
vessel.

Phase 3 of the transient occurred from 810 to 
2815 s. The loop natural circulation flow rate 
began to decrease, triggering periodic actuations of 
the RVVV. The mechanism driving the vent valve 
was the differential pressure between the vessel 
upper plenum and the top o f the vessel downcomer. 
This differential pressure increased as the loop nat­
ural circulation mass flow rate decreased in 
response to reduced primary-to-secondary heat 
transfer. Cooling o f the prim ary system was 
achieved by the mixing of H P I coolant with pri­
mary system liquid while warmer liquid was vented 
through the PORV. The principal mixing mecha­

nism distributing H P I throughout the primary sys­
tem was a combination of natural loop circulation 
and internal RVVV-driven vessel natural 
circulation.

By 2815 s, loop flow reversals had developed. 
Phase 4 of the transient covered the period from 
2850 to 7760 s. After loop flow reversals began, 
due to actuation o f the RVVV, prim ary-to- 
secondary heat transfer was reduced to a small frac­
tion of the core decay heat. The principal cooldown 
mechanism for the primary liquid was RVVV- 
driven H P I mixing. The periodic actuation o f the 
RVVV eventually lead to H P I liquid being con- 
vected to the cold leg pump suction region. The 
filling also resulted in subcooled liquid exiting the 
PORV. During the final phase of the test, the cool­
ing rate of the core exit fluid remained nearly con­
stant. It remained at roughly 33 K /h  (60°F /h) 
despite the rather complex loop and vessel oscilla­
tions. At the end of the feed-and-bleed recovery 
test, the primary liquid temperatures ranged from 
561 K (550°F) at the top of the hot leg U-bend to 
400 K (260°F) in the cold leg downstream o f the 
H P I injection point. Although the liquid in the hot 
leg U-bend was near saturation, no evidence of 
flashing or voiding was observed.

R E L A P 5 /M 0 D 2  F a c ility  S c a le  M o d e l  
Description . A  R E LA P 5/M O D 2 OTIS model 
developed by B&W was modified for this study. 
The nodalization scheme for the OTIS model is 
presented in Figure 9; and summaries of nodaliza­
tion and heat structures are presented in Tables 4 
and 5, respectively. The model contains 43 compo­
nents consisting of 80 control volumes with 81 
associated junctions and 90 heat structures con­
taining a total o f 281 mesh points. The principal 
modification to produce the current model was 
changing the modeling of the OTSG primary tubes 
from a two-channel to a single-channel representa­
tion to be consistent with the standard version of 
R E L A P 5 /M O D 2  used at the IN E L . The secondary 
side o f the OTSG was originally modeled as a single 
channel; therefore, no modifications were made to 
the secondary side modeling. The outer surfaces of 
the pressurizer and hot leg were modeled as adia­
batic, since these components were externally 
heated in the OTIS facility. Environmental heat 
losses for the remaining components were modeled 
with time-dependent heat flux boundary condi­
tions determined from test data.

Sim ulation Results. The simulation of feed- 
and-bleed O TIS Test 220899 demonstrated that
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Table 4. Nodalization sum m ary of the  R ELA P5/M O D 2 OTIS m odel

Component
Number Type Description

Number of 
Volumes

Primary System

001 VALVE Pressurizer PORV —

002 T M D P V O L Pressurizer PORV flow receiver 1
100 BRAN C H Hot leg 1
110 BRAN C H Hot leg 1
119 BRAN C H Hot leg 1
120 PIPE Hot leg 10
130 B R AN C H Hot l6g 1
140 PIPE Steam generator tubes
153 B R AN C H Steam generator outlet 1
155 BRAN C H Cold leg 1
160 PIPE Cold leg
165 B R AN C H Cold leg 1
170 B R AN C H Downcomer 1
171 VALVE RVVV —

175 BRAN C H Downcomer 1
180 BRAN C H Downcomer 1
185 PIPE Downcomer 9
186 SNGLJUN Downcomer connection to vessel —

200 PIPE • Pressurizer 8
201 VALVE Surge line connection to pressurizer —

210 . PIPE Surge line 4
211 SNGLJUN Surge line connection to hot leg —

510 PIPE Vessel lower plenum 3
515 SNGLJUN Vessel lower plenum to core —

520 PIPE Core 5
530 BRAN C H Vessel 1
540 B R AN C H Upper plenum 1
545 BRAN C H Upper head below orifice plate 1
550 BRAN C H Upper head above orifice plate 1

I  System

460 TM D P JU N H P I flow —

470 TM D P V O L H P I supply 1

ondary System

370 BRAN C H Steam outlet pipe 1
372 SNGLJUN Steam generator secondary connection 

to steam outlet pipe
---

374 TM D P V O L Steam receiver 1
630 PIPE Steam generator secondary 5
635 BRAN C H Steam generator secondary 1
650 TM D P JU N Upper auxiliary feedwater —

652 BRAN C H Steam generator secondary 1
653 SNGLVOL Steam generator secondary 1
654 SEPARATR Steam generator separator 1
751 TM D P JU N Lower auxiliary feedwater —
950 TM D P V O L Upper auxiliary feedwater supply 1
951 TM D P V O L Lower auxiliary feedwater supply 1
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Table 5. H eat structure sum m ary o f the  R ELA P5/M O D 2 OTIS model

Heat Structure 
Geometry

Primary System

1001

1402

Description

Hot leg fluid to 
metal

Upper and lower tube 
meets fluid to metal

Inner
Component

100,110,119
120/1-9,130

130/1,153

Outer
Component

Number of 
Heat Slabs

14

1501 Steam generator 
outlet plenum to 
environment

153

1601 Downside of pump 
suction to environment

155

1602 Lower part of pump 
suction upside to 
environment

160/1

1603 Upper part of pump 
suction upside to 
environment

160/2

1604 Part of cold leg to 
environment

160/3

1651 Part of cold leg to 
environment

165

1701 Part of downcomer to 
environment

170

1751 Part of downcomer to 
environment

175

1801 Part of downcomer to 
environment

175,180

1851 Lower part of 
downcomer to 
environment

185/1-8

1852

2001

Downcomer/lower 
plenum connection 
pipe to environment

Pressurizer fluid to 
metal

185/9

200/1-8
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Table 5. (continued)

Heat Structure 
Geometry Description

Primary System (continued) 

2101

2102

5101

5102

5201

5202

5203

5204

5205

5206

5207

5208 

6401

Secondary System 

1631

Upper part of surge 
line fluid to metal

Lower part of surge 
line fluid to metal

Lower plenum to 
environment

Lower plenum to 
environment

Reactor vessel 
bottom head and 
metal to environment

Outer wall of vessel 
bottom section to 
environment

Vessel midsection 
upper plenum and 
lower part of upper 
head to environment

Heated part of 
heater rods to core fluid

Unheated part of 
heater rods to core fluid

Axial support rods 
to core fluid

Upper plenum and 
lower upper head to 
orifice plate

Upper upper head 
fluid to metal

Steam generator 
primary to secondary

Inner
Component

210/1-3

210/4

501/1,2

510/3

520/1

520/1-5

520/5,530,
540

Steam generator 
secondary to 
environment

0

0

540,545

550

140/1-9

630/1-5,635
652,653,654

Outer
Component

0

0

0

0

0

Number of 
Heat Slabs

520/1-4

520/1,5

520/1-4

0

630/1-5,
635,652
653,654
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R ELA P 5/M O D 2 can simulate the controlling phe­
nomena in a scaled LOFW transient identified in 
the transient evaluation. These phenomena include 
pressurizer PORV critical flow, exit flow condi­
tions, and mass addition from the H P I system. The 
code also demonstrated an ability to represent 
other related phenomena to provide a more com­
plete picture. These included the flow conditions 
resulting from the boundary conditions, namely 
loop natural circulation during primary system 
cooldown with pressurizer filling, loop circulation 
with the pressurizer liquid solid, and intermittent 
loop and vessel flow and fluid mixing after continu­
ous loop natural circulation conditions had ceased. 
The following discussion compares calculated and 
measured responses for the entire transient.

In i t ia l  C o n d itio n s  —The  measured and 
calculated steady-state initial conditions for OTIS  
Test 220899 are shown in Table 6, w ith the 
measured values as reported in the OTIS data 
report. In  general, the calculated and measured 
steady-state conditions were in good agreement. 
The principal difference was the loop temperatures, 
which resulted in the calculated core differential 
temperature being slightly greater than measured. 
These differences were acceptable, because the

calculated loop temperatures were within the 
experimental measurement uncertainties of the test 
data. The steady-state conditions characterize the 
state of a full-scale B&W reactor approximately
1.5 min after reactor trip and pump coastdown 
with A F W  activated. Therefore, the test and 
simulation were initiated from a steady-state, 
single-phase natural cireulation mode.

P h ase  1: T rans ien t In it ia t io n  —The. 
in itia tion  phase o f the O T IS  feed-and-bleed 
transient is the period from test initiation until the 
PORV is locked open. During this phase, the 
primary system pressure and the average primary 
coolant temperature are increasing.

The transient test and simulation were initiated 
by the following actions:

1. Raising the secondary pressure to 9,3 MPa 
(1350 psia) and lowering the secondary 
liquid level set point to 0.91 m (3.0 ft.)

2. Initiating H P I to the cold leg

3. Starting the core power decay ramp 
(matching the posttrip decay 1.5 min after 
reactor trip).

Table 6. Comparison of desired and calculated initial conditions for OTIS Test 220899

Parameter

Power (kW)

Primary mass (kg)

Primary pressure (MPa)

Secondary pressure (MPa)

Pressurizer collapsed liquid level (m) 

Steam generator collapsed liquid level (m) 

Cold leg temperature (K)

Hot leg temperature (K)

Cold leg mass flow rate (kg/s)

Measured

89

181

15.0

8.3

4.8

1.6

572

594

0.644

Calculated

89

180

15.0

8.0

4.8

1.7

571

595

0.643
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The above actions caused the immediate degra­
dation of primary-to-secondary heat transfer and 
the subsequent heatup and pressurization of the 
primary fluid. The PORV was set to automatically 
lock open at 15.9 MPa (2300 psia). The sequence 
of events is shown in Table 7. The immediate 
increase in pressure (Figure 10) is coincident with 
an insurge of primary coolant into the pressurizer 
(Figure I I )  caused by the volumetric expansion of 
the primary coolant. The degraded primary-to- 
secondary heat transfer also caused a reduction in 
the primary coolant mass flow rate (Figure 12) 
which, in turn, caused an increase in the core outlet 
temperature (Figure 13).

After the primary system temperatures began to 
increase, there was a corresponding increase in the 
RVVV differential pressure caused by vessel fluid 
heating. This resulted in a momentary flow spike 
through the RVVV to correct for the static head 
imbalance between the vessel and downcomer and 
U-bend regions. The flow spikes were measured 
and calculated to occur at 30 and 60 s, respectively. 
The subsequent injection of H P I into the cold leg 
convected enough coolant to the core region to 
induce a net cooldown at the core outlet after 
approximately 50 s in both the test and the simula­
tion. Moreover, the core power decay was initiated 
at approximately 40 s in both the test and simula­
tion. This also contributed to turning over the ini­
tial primary fluid temperature excursions.

During the initial 50 s of the transient, the calcu­
lated steam generator liquid level was low and the 
primary pressure was slightly high. This resulted in 
high calculated primary fluid temperatures. Fig­
ures 14 and 15 present comparisons of the mea­
sured and calculated steam generator pressures and 
liquid levels. The controllers employed in the 
R E LA P 5/M O D 2 model to control the secondary 
side pressure and level initially produced a second­
ary pressure/level combination which provided less 
of a heat sink than the test. A t later times, the mea­
sured and calculated pressures were in good agree­
ment. The time-averaged measured and calculated 
steam generator levels were also in good agreement, 
although the secondary side oscillations seen in the 
test were not reproduced in the simulation. It  was 
judged that the initial observed temperature differ­
ences were not significant. Moreover, because of 
the thermal inertia of the metal mass in the OTIS  
system, it was judged that not simulating the small 
secondary level amplitude oscillations would not 
significantly affect the calculated results.

Other differences between the measured and cal­
culated responses were in the operation of the

RVVV. Possible reasons for these differences will be 
discussed in a later section. During the initiation 
phase, the RVVV was observed to open almost 
im m ediately, whereas the simulated R V V V  
response was a short pulse at 60 s during this same 
period. It was judged that these differences in 
RVVV operation during the initiation phase were 
again not significant.

By approximately 175 s in the test and 170 s in 
the calculation, the PORV had actuated. The 
PORV was subsequently locked open, and the pri­
mary pressure began to decrease. The opening of 
the PORV marked the end of Phase 1. In general, 
the initiation phase of the transient was well simu­
lated. In  particular, the pressure response and tem­
perature response were well calculated.

Phase 2: Cooldown With Pressurizer 
F////nflr—During this period of the transient, the 
measured and calculated transient responses 
generally were in good agreement. The 
cooldown-with-pressurizer-filling phase lasted 
from 175 to 810 s in the test and from 170 to 840 s 
in the calculation. It was characterized by steam or 
two-phase fluid being vented from the PORV. The 
end o f Phase 2 was identified by single-phase liquid 
exiting the PORV.

In the simulation, decreasing natural circulation 
was sufficient to produce modulation of the RVVV  
beginning at 230 s. In the test, periodic actuations 
of the RVVV were not observed to begin until after 
the pressurizer refill phase. The measured RVVV  
mass flow rate was continuous, with the magnitude 
of the flow significantly less than the maximum 
flow am plitude o f the oscillations in the 
simulation. The calculated cold leg mass flow was 
less than measured, since more of the calculated 
loop flow was diverted via the RVVV back to the 
downcomer. The difference in flow partitioning led 
to the calculated core outlet temperature being 
slightly higher than that measured (Figure 13). The 
measured and calculated cold leg temperatures 
remained in good agreement (Figure 16), with the 
periods of temperature oscillations corresponding 
to the RVVV oscillations. Also, the calculated 
downcomer temperature was higher than measured 
(Figure 17).

The calculated RVVV response allowed warmer 
upper plenum fluid to be convected into the 
downcomer to mix with the cold leg flu id , 
producing a higher temperature. The temperature 
oscillations seen in Figure 16 may reflect the 
immediate mixing introduced by having only one 
liquid field in the code, whereas the thermocouple
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Table 7. Comparison o f desired and sim ulated sequence o f events for OTIS Test 220899

Time
(s)

Event Data Calculation

Steam generator upper auxiliary feedwater and steam discharge terminated 0 0

Core power decays begins 40 40

H P I initiated 50 50

RVVV opens for first time 30 60

PORV opens 175 173

Pressurizer filled n o 840

Vessel upper head begins to void® 700 1800

RVVV begins to periodically actuate 1190 230

Loop flow reversals begin 2815 3870

Flow reversals transport liquid back to pump suction and induce temperature 
oscillations

3700 4300

Subcooled liquid convected to PORV 4100 5400

Transient terminated 7760 7760

a. There is some uncertainty because the measured level span does not reach the top of the vessel.
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Figure 10. Comparison of the measured and calculated primary pressure responses for OTIS Test 220899.
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measuring the local temperature could see only the 
hotter RVVV water once it started cycling in the 
test. Despite the differences in RVVV operation, 
the calculated pressurizer level, pressure, and loop 
temperatures were in good agreement during the 
pressurizer refill period.

In the final stage of the pressurizer refill period, 
the flow out the PORV began to change to 
two-phase conditions. The corresponding 
volumetric flow out the PORV began to drop, 
reducing both the measured and calculated  
depressurization rates. The plateau in the pressure 
response (Figure 10) occurred at approximately 
810 s in the test and 840 s in the simulation. After 
these times, both pressurizers were nearly  
liq u id -fu ll. The measured and calculated  
pressurizer liquid levels reached their maximums at 
the end o f the refill phase (Figure 11). The 
calculated reference level extended above the 
location of the level reference tap, so that final 
calculated level appears to be greater than  
measured.

Phase 3: C o o ld ow n  W ith  D ecreas in g  
Loop N atural C irculation—Th?. cooldown with 
decreasing loop flow phase was characterized by a 
decreased primary side depressurization rate. This 
was the result of PORV transitioning, temperature

oscillations in the downcomer loop and vessel 
region due to RVVV modulation, and primary 
system refilling due to the H P I mass flow rate 
exceeding the PORV mass flow rate. Phase 3 
occurred from 810 to 2815 s in the test and from 
840 to 3870 s in the simulation. The bulk liquid 
cooling and depressurization rates were generally 
well calculated during this period. However, during 
the in itia l period o f Phase 3, the calculated 
pressure increased during the 850-to-900-s time 
period. No similar increase occurred in the test. 
Also, loop flow reversals and upper head draining 
occurred later in the simulation than in the test. 
The reasons for these differences are discussed 
below.

Both the test data and simulation showed similar 
behavior immediately after the PORV transitioned 
to single-phase conditions. However, after 850 s, 
the calculated pressure increased from 0.5 to
0.7 M Pa (70 to 100 psia) above the measured 
response. A fter the in itia l pressure rise, the 
calculated pressure underwent small periodic 
oscillations corresponding to oscillations in the 
calculated PO R V mass flow rate up to 
approximately 2000 s. Such pressure oscillations 
were not observed in the test data. A  comparison 
between the measured and calculated PORV mass 
flow rates was not possible because o f insufficient
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data. The cause of the pressure oscillations is 
discussed below. Despite initial differences between 
the measured and calculated pressure, the 
calculated depressurization rate was generally in 
good agreement with the data after 400 s.

The process triggering the calculated increase in 
the primary system pressure after 840 s was void 
formation in the pressurizer cell volume upstream 
of the PORV break plane. This void formation was 
the result of small amounts of liquid at saturation 
conditions flashing to steam. Calculated flashing 
upstream of the PORV caused vapor quality 
increases on the order o f 0.001 or smaller. The 
R E L A P 5 /M O D 2  choking model is extremely 
sensitive to small void perturbations in a nearly 
liqu id -fu ll cell. Small amounts of void in a 
saturated liquid cell result in a very large drop in the 
calculated sonic velocity at the break plane. Once 
the sonic velocity dropped, there was a 
corresponding reduction in the PORV volumetric 
flow rate relative to the H P I volumetric flow rate, 
causing the primary system to repressurize. The 
repressurization process collapsed the voids 
upstream of the break plane and caused an increase 
in the sonic velocity. Thus, the PORV volumetric 
flow once again increased, causing a reduction in 
the primary pressure. This process continued until 
approximately 2000 s. At 2000 s, the calculated 
PORV volumetric flow rate exceeded the H P I flow 
for a long enough period to cause voiding in the 
vessel upper head and an end to the PORV  
oscillations.

A t 2000 s in the simulation, voiding of the upper 
head produced a large enough steam cavity to 
dampen out most of the pressurizer pressure and 
resultant PORV mass flow oscillations. Figure 18 is 
a comparison o f the measured and calculated 
upper head liquid levels. The initial calculated 
liquid level exceeded the measured value. This was 
because o f differences in the reference locations 
used to determine liquid level in the test and the 
simulation. In  the simulation, the entire upper 
head region was liquid-full. During the test, the 
upper pressure tap was slightly below the top of the 
vessel upper head; and the liquid level above that 
height could not be measured. It was assumed that 
the upper head was also liquid-full in the test. The 
measured and calculated levels began to drop 
significantly at 810 and 2000 s, respectively. In  the 
simulation, an increase in PORV mass flow and 
primary depressurization was coincident with 
upper head voiding. One possible reason why the 
test data indicated an earlier upper head drainage 
was that after PORV flow transitioning there were

either no PORV oscillations or the magnitude of 
the oscillations were small. Smaller oscillations in 
the PORV flow may have resulted in a higher 
integrated break flow and earlier upper head 
voiding in the test. PORV flow oscillations were 
observed in the test; but, because of the difficulties 
in measurements, it was judged that the 
magnitudes o f the oscillations were not 
quantitatively meaningful.

Despite the PORV volumetric flow exceeding the 
H P I flow and inducing upper head voiding, the 
primary system mass continued to increase in both 
the test and the simulation. Because the H P I liquid 
was subcooled, it had a higher density than the 
liquid exiting the PORV liquid; thus, the H P I mass 
flow rate was larger than the PORV mass flow rate. 
The net effect in both the test and simulation was to 
refill and cool the primary system during Phase 3 
of the transient. Figure 19 presents a comparison 
of the measured and calculated primary system 
mass inventories. The initial rapid increase in mass 
inventories corresponds to Phases 1 and 2 when the 
PORV was either closed or passing steam. During 
Phase 3, the slopes of the mass inventory responses 
decreased once liquid exited the PORV. The 
measured mass inventory exceeded the calculated 
value after the PO R V flow transitioned to 
single-phase liquid conditions. This was because 
the calculated H P I mass- flow rate was slightly 
lower than the measured mass flow rate (due to a 
higher primary system pressure) after the PORV  
transitioned to single-phase conditions.

The most im portant observed differences  
between the measured and calculated results during 
Phase 3 were the operation of the RVVV and the 
resultant H P I mixing dynamics in the vessel and 
downcomer regions. It  was judged that these 
differences were not significant in affecting the 
overall transient refill and pressure responses and 
may be the result of the code having only one liquid 
field, as mentioned earlier. In  particular, the 
measured RVVV response during its actuation 
period produced more robust flows than seen in the 
simulation. The larger RVVV flow oscillations 
observed in the test induced temperature  
oscillations that were significantly larger than 
calculated. The R VVV operation also induced 
temperature oscillations at the core exit that were 
not observed in the simulation. However, at the 
core exit, these oscillations were relatively small 
(Figure 13) such that the measured and calculated 
temperatures were in good agreement. The larger 
measured RVVV oscillations were sufficient to 
divert significantly more loop flow into the internal
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vessel circulation path between the upper plenum 
and downcomer path. The reduction in the 
amplitude of the temperature oscillations at the 
core outlet (relative to those in the downcomer) was 
due to mixing of the H P I liquid with the vessel 
fluid.

P hase 4: C o o ld o w n  W ith  Loop F lo w  
Reversals—hoox) flow reversals began at 2800 s in 
the test and 3870 s in the simulation. The later 
calculated flow reversals were the consequence of 
measured and calculated differences in the RVVV  
operation. In  particular, the greater measured 
internal vessel flows driven by RVVV actuation 
were sufficient to divert enough loop flow to 
internal vessel flow to cause earlier loop flow 
reversals. Possible reasons for these differences are 
detailed at the end of this section. The final phase 
o f the L O F W  feed-and-bleed transient was 
characterized by the cessation o f continuous loop 
natural circulation, a continuing decrease in 
prim ary-to-secondary heat transfer, prim ary  
system refilling with H P I,  the convection of 
subcooled liquid to the pump suction and PORV, 
and internal vessel natural circulation. A fter 
continuous natural circulation was terminated, 
loop flow oscillations were driven primarily by 
manometric effects induced by RVVV operation 
rather than by primary-to-secondary heat transfer. 
During the final phase o f the transient, the 
measured and calculated pressure and refill trends 
(Figures 10 and 18) were in good agreement despite 
differences in RVVV behavior.

W ith the cessation of continuous loop natural 
circulation, both the measured and calculated cold 
leg temperature responses indicated that some of 
the H P I fluid was being convected to regions other 
than the downcomer and vessel, e.g., back to the 
pump suction. The measured and calculated 
temperatures in the pump suction were in good 
agreement up to about 3700 s (Figure 16). At 
3700 s, flow reversals observed in the test were 
sufficient to induce oscillatory temperature 
reductions as subcooled liquid was transported to 
the pump suction region. S im ilar behavior 
occurred in the simulation at 4300 s. However, the 
magnitude o f the temperature oscillations and the 
degree of fluid cooling was less than seen in the 
data. It was concluded that the smaller calculated 
RVVV flow oscillations were the principal cause of 
the observed temperature differences in the pump 
suction. In  regions like the core outlet and the top 
of the hot leg U-bend (Figure 20), the measured 
and calculated temperatures displayed similar

trends. The calculated temperatures tended to be 
slightly higher than measured, since the calculated 
pressure was above the measured. In  these regions, 
temperature oscillations due to RVVV-driven H P I 
mixing either did not occur (U-bend) or were 
damped (core outlet).

The progressive cooling of the primary fluid 
caused by H P I water displacing saturated liquid 
exiting the PORV eventually resulted in subcooled 
liquid being convected to the pressurizer. The 
inflections in the measured and calculated pressure 
responses at approximately 4100 and 5400 s, 
respectively, were caused by subcooling of the 
liquid stream at the PORV break plane. The 
transition from saturated to subcooled conditions 
at the break further reduced the PORV volumetric 
flow rate. As a consequence, the measured and 
calculated depressurization rates decreased. The 
earlier transitioning in the test data was the 
consequence of earlier refilling. The high pressure 
calculation during the beginning of Phase 3 was 
judged to be sufficient to reduce H P I flow enough 
relative to the test to delay the time at which 
subcooled liquid reached the PORV break plane.

One reason that the RVVV actuation behavior 
was not accurately calculated was a lack o f 
modeling information needed to correctly simulate 
the R V V V  system. The R VVV flow area was 
modeled as a linear function of the differential 
pressure between the vessel upper plenum and top 
of the downcomer. Also, the OTIS RVVV is not 
typical o f that in a B&W plant. The OTIS RVVV  
system is pneumatically actuated, and the valve 
area is a nonlinear function of the differential 
pressure. Moreover, the modeled RVVV orifice 
resistance had uncertainties which may have 
further complicated the calculation. Nonetheless, 
the generally good agreement between the 
measured and the calculated pressures, the mass 
inventories, and the temperature responses in the 
upper regions o f the primary system indicated that 
the RVVV behavior did not have a significant 
impact on the calculated results.

A ssessm en t C onclus ion—T h t  following 
observations were made during the analysis of the 
R E L A P 5 /M O D 2  calculation o f O TIS  LO FW  
feed-and-bleed Test 220899;

1. The primary system depressurization rate, 
system cooldown rate, and system mass 
inventory were correctly calculated during 
the key phases of the transient simulation. 
The most important phenomena identified
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Figure 20. Comparison of the measured and calculated temperatures at the top o f the candy-cane for 
OTIS Test 220899.

in the transient evaluation, critical flow 
and exit enthalpy, were calculated  
satisfactorily.

2. Certain local phenomena, such as the 
R VV V actuation, were not accurately 
simulated. However, the transient was 
insensitive to inaccuracies in the calculated 
RVVV response.

3. The calculated pressure response 
immediately following the refilling of the 
pressurizer was too high. This was a result 
of the R E L A P 5 /M O D 2  break model 
being extremely sensitive to small 
quantities o f vapor in a saturated, 
liqu id -filled  volume upstream o f the 
PORV break plane.

RELAP5/MOD2 Scalability Dem onstra­
tion. The R E L A P 5 /M O D 2  O T IS  model 
described previously was scaled up to reactor size, 
and the OTIS Test 220899 simulation was repeated 
to assess the ability of the code to preserve similar­
ity criteria while simulating a fccd-and-blccd cool­

ing transient at full scale. The scaling criteria and 
the scaled-up model are described. This description 
is followed by an analysis of the results of the simu­
lation. The full-scale simulation results are com­
pared w ith  the results o f the facility-scale  
simulation, which have been shown to be a good 
representation of the test data. Conclusions are 
drawn from the comparisons with regard to the 
ability of the code to maintain similarity over a 
range of system scales.

R E L A P 5 /M 0 D 2  Scaled-Up M od e! Descrip­
tion. The nodalization in the model is shown in 
Figure 9; the model components and heat struc­
tures are described in Tables 4 and 5, respectively. 
While the identification of the system components 
was not changed, the dimensions of the control vol­
umes and the heat structures and the values of the 
boundary conditions were scaled up. Since the 
dimensions and boundary conditions for the OTIS  
facility were generally determined by volume scal­
ing, this approach was applied to define the model 
for the scaled-up transient simulation. The volume 
scaling factor was 1632 to I ,  while the length ratio 
for the full-height OTIS facility was 1 to 1. Table 8 
lists the scaling relationships deteriiiiued by
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Table 8. Param eter ratios fo r single-phase natural and forced circulation and tw o-phase natural circulation
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ôR ôR
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Table 8. (continued)

Parameter 

Heat flux
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Condie, et. from the work of Ishii^ and oth­
ers.^® These criteria were established from assump­
tions o f therm al equ ilib rium , a d rift flux  
approximation to the one-dimensional two-phase 
flow conservation equations, and the preservation 
of selected dimensionless groups to ensure mathe­
matical and physical similarity at different scales of 
application. The dimensionless groups obtained 
from the nondimensionalized conservation equa­
tions are listed in Table 9. The key groups pre­
served by the relationships shown in Table 8 are the 
Richardson number, the Froude number, the phase 
change and subcooling numbers, and the combina­
tion of the friction and the orifice numbers, at least 
on a system basis if  not on a local basis.

OTIS is typically run at full-reactor-pressure 
conditions. Therefore, all of the property ratios 
shown in the scaling relationships in Table 8 are 
nearly unity at the initiation o f the transient. 
Although the pressure and temperature responses 
vary somewhat in the scaled calculations, simplify­
ing assumptions that all the fluid property ratios 
remain at unity throughout the transient is expected 
to be a reasonable approximation, though widely 
divergent system responses would require a reas­
sessment of the assumption.

The development of-the scaled models used in 
this analysis is based on the scaling relationships 
shown in Table 8 and simplified according to the 
property conditions discussed above. This left only 
geometric relationships to affect the scaled models. 
In  fact, only the area ratio remained for scaling 
fluid regions, while the volume ratio was used to 
determine heat structure thicknesses after surface 
area ratios were preserved. Table 10 provides a 
summary o f how the dimensions and boundary 
conditions in the scaled-up model were determined. 
Note that the area ratio is the same value as the 
volume ratio for a length ratio o f 1 to 1.

Several aspects of scaling the heat structures 
should be noted. Different approaches were taken 
for various parts o f the system; however, all o f them 
maintained the ratio o f metal-to-fluid volume in 
the original R E L A P 5/M O D 2 OTIS model. For 
instance, the dimensions of the heat structures 
associated with the steam generator tubes and the 
heater rods were not changed in the scaled-up 
model. Instead, the number of tubes and rods were 
increased by a scale factor of 1632 to 1. Conversely, 
the thicknesses of heat structures in the vessel were 
increased by a factor of the square root of the area 
ratio, or 40.4. For heat transfer modeling purposes, 
the OTIS piping was designed to represent two 
loops of a reactor plant. The dimensions of the

loop heat structures were determined by using a 
scale factor of the square root of 1632/2, or 28.6. 
These heat structure dimensions maintained the 
ratio of metal-to-fluid volume consistent with the 
original R E L A P 5 /M O D 2  O T IS  model; and, 
although the resulting structure thicknesses were 
mathematically correct and were used, they may be 
physically unreasonable.

To produce scaled heat transfer rates between the 
pressurizer fluid and the wall, it was necessary to 
determine wall heat structure dimensions that pre­
served the ratios o f metal to fluid volume, heat 
transfer surface to fluid volume, and metal volume 
to heat transfer surface area. The wall heat struc­
tures surface area was mathematically increased to 
preserve the ratio o f heat transfer surface area to 
fluid volume. The outer radius o f the heat struc­
tures was determined to preserve the ratio o f metal 
volume to heat transfer surface area, thereby pre­
serving the ratio o f metal volume to fluid volume as 
well. This mathematical exercise was performed on 
the pressurizer heat structures, identified in Appen­
dix B as the most significant bounding heat struc­
tures in the system, to preserve similarity. This 
reflected the commonly known problem of scaling 
distortions in small experiment facilities.

Comparison o f Full-Scale Simulation  
Results With Qualified LOFW Transient Simu­
lation Results. The results of a scaled simulation 
o f the OTIS Test 220899 scenario using the scaled- 
up R E L A P 5/M O D 2 system model described in the 
previous section were compared with the results of 
the actual test simulation described previously to 
demonstrate that R E L A P 5/M O D 2 is capable of 
preserving similarity between calculations at differ­
ent scales. The scaled results were shown to be a 
good representation o f the test results.

The comparisons o f simulation results are pre­
sented in nondimensional form. The reference 
value for each is an appropriate initial value of the 
same parameter or a parameter of the same type 
that is characteristic o f the system at steady-state 
conditions. Time was also cast in nondimensional 
form for both sets o f data using the core transit 
time at steady-state conditions; nondimensional 
time is denoted by t* and defined as t Ug/l^, where 
Ug and 1q are the steady-state core velocity and core 
length, respectively. The reference parameters and 
their values for the two simulations are listed in 
Table 11.

A  comparison of primary pressure histories for 
the early part o f the transient is presented in 
Figure 21. The two pressure histories are very
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Table 9. Dim ensionless groups

Group Name Group Definition

Biot number h 6 
k.

Drift-flux number (or void-quality relation)

1 <A friction number

2<f) friction number

f 1

D
+  f

L i
D

p
1 + X ( P f / p . )  

(1 +  X Afi/iJiX''
Sp

Froude number

Heat source number

2
Uo Pl

g Iq Pfl_

is lo
-

p, Cp3 Up ATp

Modified Stanton number 4 h 1,
Pf Cpc Upd

Orifice number Ki 1 +  x’ Bh ]
P« j

Phase change number 4 q L  b Ip PSi
d Up Pf hf, P*

Richardson number
g 13 ATp Ip
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Table 9. (continued)

Group Name Group Definition

Subcooling number
Ah,„,

_ K
Pji

Thermal inertia ratio
p. Cp 6

Pf Cpf d

Time ratio number lo/u„

Table 10. Scaling ratios used to develop the scaled R ELA P5/M O D 2 OTIS m odel

Geometry Scaling

Length ratio 1 : 1

Flow area ratio 1632:1
Initial power ratio 1632:1

Number o f heater rods ratio 1632:1

Heater rod diameter ratio 1 : 1

Number of steam generator tubes ratio 1632:1

Steam generator tube cross-sectional area ratio 1:1

PORV flow area ratio 1632:1

Metal mass to liquid mass ratio 1 : 1

Initial Fluid Conditions

Pressure ratio 1 : 1

Temperature ratio 1 : 1

Loop mass flow rate ratio 1632:1

Fluid velocity ratio 1 : 1

Other Conditions

H P I flow rate ratio 1632:1

H P I temperature ratio 1 : 1

Piping pressure losses

Option A: Hydraulic diameter ratio 1 : 1

Option B: Total pressure loss ratio 1 : 1
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Table 11. Comparison of the initial reference conditions for the base-case and scaled-up 
sim ulation results

Parameter

Time (s)

Primary pressure (MPa) 

Hot leg temperature (K) 

Cold leg temperatures (K) 

Loop flow rate (kg/s) 

Primary mass (kg)

Energy transfer rates (kW) 

Pressurizer liquid level (m)

Base Case 

24.047 

15.0 

595.0 

571.4 

0.645 

180.9 

89.04 

15.8

Big OTIS  

23.965 

15.03

595.3 

571.5 

1055.0

295,243.0

89.03 

16.1

3
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Figure 21. Comparison of the normalized primary pressure from OTIS and a full-seale simulation,
t* = -  10 to 80.
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similar. They both exhibit a rise to the PORV set 
point due to the loss of the steam generator heat 
sink when the transient is initiated. After the PORV 
opens, the pressure decreases rapidly due to a large 
net volumetric flow out of the system. The pressure 
decrease stops when the pressurizer fills, and the 
PORV volumetric flow rate decreases to equal the 
H P I volumetric flow rate. The oscillations in the 
pressure histories after the depressurization rate 
goes to zero are caused by oscillations in the PORV 
flow rate which are the result of a discontinuity in 
the critical flow rate when the supply conditions 
change from liquid to a two-phase mixture. This 
discontinuity represents the change in sound speed 
from the liquid to two-phase conditions and is a 
result of the R E L A P 5/M O D 2 critical flow model 
having no transition region between the two fluid 
states. Similar results were observed in recent calcu­
lations^^ of Marviken critical flow tests. This phe­
nomenon is pointed out as an observation but not 
as an indictment of the code, for it is not clear 
whether the discontinuity is a code deficiency or 
just a difficult physical regime to represent.

The primary pressure histories differ primarily 
because of the difference in the pressurization rate 
when the steam generator heat sink is lost and the 
subsequent difference in the opening times of the 
PORV. Because the input core power decay curves 
were scaled, the main causes of the difference in the 
pressurization rate are heat transfer between the 
pressurizer vapor bubble and the pressurizer walls 
and heat transfer to the steam generator secondary. 
The sensitivity o f the pressurization rate to heat 
transfer between the pressurizer walls and the vapor 
bubble is the greater of the effects and is discussed 
in detail in Appendix B. Because o f the signifi­
cance of the pressurizer walls, they were carefully 
scaled in the two models and didn’t contribute 
noticeably to the differences seen in the pressure 
response.

The remaining sources and sinks of energy 
affecting the primary system in the two simulations 
are compared in Figure 22. This figure shows that 
heat transfer to the steam generator secondary 
dropped immediately in the scaled-up simulation to 
a value lower than the base-case simulation and 
then slowly decreased further. In contrast, the base- 
case results exhibited a step change when the tran­
sient was initiated, followed by an almost linear 
decrease until t* =  1 0 , at which time the heat 
transfer rate equaled that from the scaled-up simu­
lation. Thereafter, the two simulations produced 
energy removal rates via the steam generator that 
were in close agreement. The difference in the

energy removal rates to the steam generator second­
ary prior to PORV actuation translated into a dif­
ference in the rates at which energy was 
accumulated in the primary fluid in the two simula­
tions. The higher rate of accumulation in the 
scaled-up simulation was the principal explanation 
for the more rapid pressurization to the PORV set 
point.

The greater loss in heat sink in the scaled-up sim­
ulation relative to the base case was the result of 
oversimplifying the large-scale steam generator sec­
ondary dimensions. The simple volume scaling 
approach that was used preserved the ratio o f metal 
volume to fluid volume but resulted in the ratio of 
heat transfer surface to fluid volume being 40 times 
smaller than in the base-case model, an expected 
result when scaling up a cylindrical geometry. This 
distortion adversely affected the preservation of 
similarity of secondary fluid to wall heat transfer 
and subsequently the primary to secondary heat 
transfer. The discussion in Appendix B describes 
the same effect associated with the pressurizer scal­
ing. The primary system response to the pressurizer 
modeling was much more dramatic, though, so 
that influence was corrected for this comparison.

The pipe wall heat transfer rates shown in 
Figure 22 also influenced the pressurization history 
to the PORV set point. This parameter accounts for 
all o f the metal walls in contact with the primary 
fluid, including the loop, downcomer, vessel, and 
correctly scaled pressurizer, except for the heater 
rods and the steam generator tubes. The energy 
removal rate via heat transfer to the walls was lower 
in the scaled-up simulation, which again allowed 
more rapid accumulation of energy in the primary 
system water, resulting in faster pressurization and 
earlier PORV opening. The comparison of energy 
transfer rates in Figure 22 shows that once the 
PORV was open in both simulations, the energy 
transfer rates from all sources were in good agree­
ment. This result coupled with the good agreement 
of the PORV and H P I flow rates produced the simi­
lar pressure histories for the remainder o f the 
transient.

The PORV flow histories for the two cases are 
compared in Figure 23. Other than differences due 
to the PORV opening times, the two histories are 
identical. They both exhibit a gradual decay in flow 
rate after the valve opens because of the depressuri­
zation o f the primary. The flow then rapidly 
increases as the pressurizer becomes liquid-full. 
Histories of pressurizer liquid level are compared in 
Figure 24, which shows them to be in close agree­
ment. Both of the PORV flow histories exhibit
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Figure 22. Comparison of the normalized energy transfer rates to the primary fluid from OTIS and a 
full-scale simulation, t* =  -  1 0  to 80.
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Figure 23. Comparison of the normalized PORV flow rate from OTIS and a full-scale simulation,
t* = -  10 to 80.
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Figure 24. Comparison of the normalized pressurizer collapsed liquid level from OTIS and a full-scale 
simulation, t* =  -  1 0  to 80.

oscillations about a discontinuity in the critical 
flow model. The high flow rate characteristic of 
single-phase liquid conditions causes the supply 
volume to become two-phase. The subsequent 
decrease in the flow rate causes a return to single­
phase liquid conditions and a corresponding high 
flow rate which begins the cycle again.

Hot and cold leg temperatures and the loop flow 
rate during the early part of the transients, all of 
which reflect the system energy balance, are com­
pared in Figures 25 through 27, respectively. These 
comparisons further confirm the similarity o f the 
two simulations. The oscillations in the loop flow 
rate shown in Figure 27 are caused by the cycling of 
the RVVV.

Primary pressure histories for the full simula­
tions are compared in Figure 28. The two histories 
are in close agreement. (The spike in the large scale 
simulation at t* =  1 2 0  is caused by a restart in the 
calculation with a change in time-step size.) After 
t* =  30, the pressure histories reflect a slight net 
energy removal from the primary fluid, as shown in 
Figure 29, and a larger volumetric flow rate from 
the PORV than is input by the H P I. By about 
t* =  2 2 0 , these two volumetric flow rates are 
approximately equal, resulting in a decrease in the 
depressurization rate to a nearly constant value.

H ot and cold leg temperatures and loop flow 
rates for the full simulations are compared in Fig­
ures 30 through 32, respectively. In general, these 
histories are in good agreement. The cold leg tem­
perature in the large-scale simulation differs from 
the base-case counterpart after t* = 180. This is 
because H P I fluid reaches the steam generator out­
let, a result o f loop flow oscillations caused by the 
cycling of the RVVV.

Histories o f fluid conditions at the top of the 
U-bend and in the upper head are compared in Fig­
ures 33 and 34. Figure 33 shows that the fluid con­
ditions at the top o f the U-bend remained single 
phase in the base case but became two phase in the 
scaled-up simulation at t* =  220. The histories of 
fluid conditions in the upper head are in good 
agreement with the exception that the large-scale 
simulation shows a return to two-phase conditions 
from a single-phase vapor state late in the transient. 
These differences do not appear to have had a sig­
nificant impact on either the general similarity of 
the results o f the two simulations or on the qualita­
tive nature o f the simulations.

Histories of primary mass inventory for the two 
simulations are compared in Figure 35. Both simu­
lations indicate that the primary system filled dur­
ing the transient, with the scaled mass inventories 
being in close agreement at all times. The reason
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Figure 31. Comparison of the normalized cold leg fluid temperature from OTIS and a full-scale 
simulation, t* = -  50 to 300.
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Figure 35. Comparison o f the normalized primary system mass from OTIS and a full-scale simulation.

for the good agreement for these two histories is 
shown in Figure 36, in which the PORV and H P I 
histories for the two simulations are compared for 
the entire duration o f the simulations. This figure 
shows that the flow rates from the large-scale simu­
lation are in excellent agreement with their base- 
case counterparts. This finding is consistent with 
the determination that the mass and energy bal­
ances were the key consideration in this LOFW  
transient and that PORV and H P I flow rates would 
therefore have a m ajor impact on transient 
similarity.

Use o f  G lobal Dim ensionless Groups in the  
Exam ination o f  Sim ilarity. Zuber has derived 
three dimensionless groups that can be used to 
examine hydrodynamic similarity on a global basis. 
These groups can be applied to a complete system 
or to particular components in a given system. In  
the discussion below, the dimensionless numbers 
are presented, described, and then applied to the 
calculation results presented in the previous sec­
tions. Thble 1 2  gives a nomenclature for the terms 
in the x  groups.

Based on integrated conservation equations for a 
global control volume, Zuber has derived similarity 
relationships that are useful for relating the global 
results o f computer code calculations or experi­

mental data if  the appropriate measurements are 
available. The following similitude relationships 
were suggested:

X, =
[Qin -  qom 4- W  -  thi„ (h f -  h)|Vf.

h„ Qi„

( 1 )

(2 )

The group represents a kinematic relation­
ship, and the Xj group represents a thermal expan­
sion. A  third group was derived and is useful for 
pressure scaling. This group is an elasticity or 
mechanical expansion group and is defined as:

X, =
V_ 1 AP

T pâ
(3)

T is a scale factor which, i f  defined to be a geo­
metric mean, i.e.

T = (4)
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simulation.

allows the Xj group to become:

X, = Qo,
Q .

AP
pa'

(5)

Equations (1), (2), and (3) suggest that there is 
some degree of flexibility in the comparison o f cal­
culations conducted at different scales. In  the 
global sense, if  the Xj, and Xj groups are the 
same in two different calculations, then top-level 
similarity in the results should exist. Furthermore, 
these X groups can be used to examine top-level 
similarity between components (the pressurizer for 
example) in two different systems or calculations as 
well as between a system and a calculation of that 
system.

The base-case calculation and the OTIS test data 
and the calculations discussed previously were 
examined using the x groups defined by 
Equations (1), (2), and (5). As stated, x group 
numerical values can be computed for any compo­
nent in a system or for the system as a whole. With  
regard to the OTIS data, the x, and X2  groups were 
calculated only for the whole system, primarily

because o f the measurement and data availability 
in the experiment. In fact, it should be noted that 
there was a large degree of uncertainty in some of 
the OTIS data, particularly the PORV flow rate and 
the net system energy balances. For this reason, 
there is a large degree of uncertainty in the system x 
groups calculated from experimental data. Because 
of this uncertainty, the system x, and Xj groups for 
the OTIS data were calculated and are presented 
only for discrete points in time. With regard to the 
R E L A P 5 /M O D 2  calculations, the x , and Xj 
groups were calculated for the whole system and for 
the pressurizer since, as discussed in Appendix B, 
the pressurizer was a dominant component. The Xj 
group for the OTIS data and for the various calcu­
lations was calculated for the entire system only, 
using a geometric mean time scale as defined in 
Equation (4).

For clarity, the calculations in the previous sec­
tion are referred to as base case (BC) and big OTIS  
scaled pressurizer (BOSP). In both cases, the code­
calculated variables used to compute terms needed 
in the x groups are the same. Table 12 relates the x 
group variables to the parameters shown on the 
R E LA P 5/M O D 2 noding diagram, Figure 9.
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Table 12. RELAP5/M O D2 param eters used to calculate tt group variables

Variable Group for System Group for Pressurizer

Qin

Qout

în ~  ôut

w

min

A P

Mass flow and density at junction J460 
(high pressure injection)

Mass flow and density at the pressurizer 
power-operated relief valve VLVOOl

Core energy addition - steam generator 
heat removal ±  system structural 
addition (removal)

Shaft work =  0

Mass flow at junction J460 (high pressure 
injection)

Saturated liquid enthalpy based on 
pressurizer pressure in volume 2 0 0 - 8

Liquid enthalpy at junction J460 
(high-pressure injection)

Vapor-specific volume; liquid specific 
volume based on pressure in pressurizer 
volume 2 0 0 - 8

Latent heat of vaporization of system 
based on pressurizer pressure in volume 
200-8

System pressure change (initial pressure - 
final pressure) based on pressure in 
pressurizer volume 2 0 0 - 8

Average system density based on average 
value of total system mass divided by 
total primary system volume

Average system acoustic velocity based 
on the average of the sonic velocities in all 
primary system components

Mass flow and density at junction J211 
(pressurizer connection to hot leg)

Same as for system

±  pressurizer structural energy addition 
(removal)

Same as for system 

Same as for system

Same as for system

Fluid enthalpy in hot leg volume 119 
(connection to pressurizer)

Same as for system

Same as for system

Same as for system

Same as for system

Same as for system
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Figure 37 shows an overlay of the tf, and tfj 
groups for the base-case calculation and for the 
OTIS test data plotted as a function of nondimen­
sional time. The data shown in Figure 37 provide 
useful information regarding the nature of the tran­
sient. For example, with respect to the x, group, the 
results show that after the initial transient (after a 
nondimensional time of 30), x, approaches a con­
stant value of about 1.36. The initial transient is 
due to the H P I coming on (at a nondimensional 
time of about 2.6), the PORV opening (at a nondi­
mensional time of 8 ), and oscillations in the PORV 
flow rate caused by density fluctuations in the 
upper part of the pressurizer. The inference from 
the kinematic parameter is that since the fluid vol­
ume being removed from the system exceeds the 
volume being added, the system pressure should be 
decreasing, all other factors being equal. This is 
indeed the case, as is evidenced by the pressure trace 
presented in the previous discussion.

The X, group shows good agreement between the 
calculation and the OTIS test data. In part this is to 
be expected, since the denominator in the x, group 
(Qi„) is a boundary condition on the system, 
whether it be an experiment or a calculation. The 
numerator, Q^^,, is also a boundary condition in a 
sense, because the PORV area is scaled. However, 
the code must compute the PORV flow rate based 
on the fluid properties at the inlet to the PORV, the 
critical mass flux, the pressure, etc. Therefore, the 
code is required to compute the value of based 
on the phenomena occurring in the pressurizer, 
such as the level change, the pressurizer pressure, 
wall energy addition, and so forth. The agreement 
between the x, group for the OTIS data and the BC 
calculation suggests that global similarity exists 
and that the code is correctly computing the major 
physical phenomena needed to calculate the mass 
and volumetric outflows from the system.

As shown in Figure 37, the Xj group is negative 
after a nondimensional time of 28. The Xj, or ther­
mal expansion, group is a complex combination of 
the net energy addition to the system fluid, the sen­
sible heat in the injected fluid, and the volume flow 
of the injected fluid (H P I flow). The fact that the 
thermal expansion group is negative after the initial 
transient suggests that thermally the system fluid is 
shrinking. This is interpreted to mean that the sys­
tem pressure should be decreasing and that the bulk 
system should he in a general cooldown. Data 
shown in the previous section indicate that these 
interpretations are correct.

The X2  group for the OTIS data shown in 
Figure 37 indicates reasonable agreement with the

calculation. As mentioned above, there is a large 
uncertainty in the experimental data because of the 
problems involved in doing wall and steam genera­
tor energy balances and obvious problems with one 
of the PORV flow indications needed for these 
energy balances (see Reference 18). In light of the 
large uncertainties in the thermal expansion group 
calculated from the data (estimated to be possibly 
as large as 30-50%), the trends and magnitudes in 
Xj for the OTIS data relative to the BC calculation 
are virtually the same.

The X3 group for the system is a single number 
(or a series of point values if one desires to calculate 
X3 at selected times). For the present purposes, the 
mechanical expansion for the base case was calcu­
lated for the total duration of the transient, e.g. for 
a nondimensional time up to 400. W ith the follow­
ing values for the variables in Equation (5),

Qou./Qin = 1.24

AP = 8.07 MPa

P = 564 kg/m^

a = 1 0 0 0  m/s.

the mechanical expansion is calculated to be 
0.0178. The interpretation of this value is that the 
system fluid is slowly expanding or, in other words, 
the system is refilling. With reference to the discus­
sion in the previous section, this is indeed the case.

Figure 38 shows an overlay of the x, and X2  

groups computed for the pressurizer component in 
the BC calculation. The general interpretation of 
these groups is the same as it was for the system. 
Note, however, that the magnitudes differ consider­
ably from the system groups, particularly for the 
thermal expansion. The magnitude difference is 
readily understandable when one considers that the 
pressurizer inlet fluid has considerably less sub­
cooling than the H P I fluid. W ith respect to the 
pressurizer component, the Xj and X2  groups sug­
gest that the fluid volume rate of change is nearly 
zero and the component is cooling down.

The X groups have been shown to be an interpre­
tive aid for a given system calculation or compo­
nent in that system. However, these dimensionless 
groups have an even greater utility for use in the 
comparison of systems or calculations at different 
scales. Results in the previous section, for example, 
indicated that there was general agreement between 
the dimensional variables in the BC and the BOSP 
calculations. The x gioups can be used lo compare
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the relationships between the dimensional variables 
in one calculation relative to the relationships in 
another calculation to further examine global and 
component similitude at two different geometric 
scales.

The X, and Xj groups for the BOSP calculation 
have the same general relationship as shown for the 
BC calculation in Figures 37 and 38. The most 
straightforward way to illustrate the relationships 
between the BC and BOSP results is through the 
use of ratios of the x, and X2  groups for each calcu­
lation. A  ratio of unity would suggest global simi­
larity in results from the two different scales. 
Figures 39 and 40 show ratios of the Xj and Xj 
groups, respectively. Both the system and pressur­
izer component x  groups are shown on each figure. 
Aside from the initial transient, the ratios are quite 
close to unity. The Xj grpup calculated from the 
results of the BOSP calculation produced a value of 
0.0186; hence, the Xj group ratio between the BC 
and BOSP calculations is 0.96. Thus, all three o f  
the X group ratios are near unity, suggesting that 
there is global sim ilarity  between the two 
calculations.

Based on the results in the previous section and 
the care with which the BOSP model was set up and 
the calculation was conducted, the results discussed 
above regarding the x group ratios were expected. 
The fact that the ratios are near unity implies simi­
larity between the results at the two different scale 
sizes and confirms, in a global sense, the capability 
of the R E L A P 5/M O D 2 code to accommodate 
gross scale changes. Since the BOSP calculation 
represents a well-scaled “big” version of the OTIS  
experiment, the fact that the x groups are preserved 
between the two scales lends support to the ability 
of the code to properly account for the effects of 
scale.

A  further test of the utility of the x groups will be 
addressed in the next section. A  remaining question 
is whether the x groups will provide an appropriate 
indication when the results o f two different calcula­
tions are not scaled or are not similar. In  other 
words, if  a comparison of dimensional variables at 
two different scales are dissimilar, is the lack of sim­
ilarity adequately reflected in the x groups?

Influence of the Thermal Boundary Condi­
tion Assumptions on Global Dimensionless 
Groups. Appendix B discusses the details of 
R ELA P 5/M O D 2 calculations conducted to exam­
ine the influence of important thermal boundary 
condition assumptions on calculated LO FW

behavior. These calculations effectively showed the 
extreme importance of properly modeling struc­
tural stored energy (particularly in the pressurizer) 
in order to correctly predict LOFW response at 
small scale. For clarity, the two calculations dis­
cussed in Appendix B will be referred to here as the 
big OTIS simplified scaling (BOSS) and the base- 
case adiabatic (B C A D ). Appendix B gives a 
detailed discussion of the analysis of these two cal­
culations. For the present purposes, it suffices to 
say that in both the BOSS and BCAD calculations, 
the predicted response was a mass depletion of the 
system, whereas in the BC and BOSP calculations 
discussed previously, the response was shown to be 
a gradual refill o f the system. Since the reasons for 
this response are discussed in Appendix B, the 
focus here will be a demonstration of the response 
o f the X groups relative to the results o f the four 
calculations.

The X , and X2 groups for the BCAD system and 
the pressurizer results are shown in Figures 41 
and 42, respectively. W ith  reference to Figures 37 
and 38 for the BC calculation, the general trends of 
the X groups are similar. Flowever, a close examina­
tion of the X group values shown in Figures 37, 38, 
41, and 42 reveals the following:

•  The system kinematic parameter for the 
BCAD calculation is similar to the system 
kinem atic param eter for the BC 
calculation.

•  The system thermal expansion for the 
BCAD calculation is smaller than the sys­
tem thermal expansion for the BC calcula­
tion until a nondimensional time of about 
200. After 200, the reverse is true; and X2  

for the BCAD result is larger in magnitude 
than X2  for the BC result.

•  The kinematic group for the pressurizer in 
the two calculations is very similar except 
for the early stages of the transient, prior 
to a nondimensional time of 30.

•  The pressurizer thermal expansion group 
shows different trends for the two calcula­
tions in that for the BC results, X2  is nega­
tive after a nondimensional time of 30; 
whereas in the BCAD results, X2  is approx­
imately zero until a nondimensional time 
of 2 0 0 .
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The trends noted above are verified by the data 
shown in Figures 43 and 44. In  these figures, the 
difference between the ir values for the BC and the 
BCAD calculations have been plotted. Figure 43 
shows the difference between the system t t ,  groups 
for the BC and the BCAD calculations, whereas 
Figure 44 shows the difference between the system 
irj groups for the same calculations. The differ­
ences between the respective pressurizer t t  groups 
show the same trends as the w groups calculated for 
the system. The interpretation of these differences 
is that while the kinematic group shows similarity 
in that the difference is approximately zero after the 
initial transient (a nondimensional time less than 
30), the thermal expansion is not similar. In  fact, 
the difference in the thermal expansion parameter 
shows the damping effect o f the wall stored energy. 
For example, with reference to Figure 44, when the 
irj group difference is less than zero, more shrink­
age in the BC result is implied. After a nondimen­
sional time o f 2 0 0 , the difference is greater than 
zero, indicating that the shrinkage in the BCAD is 
larger.

These results indicate the complex energy sink- 
source relationship that the piping metal mass has 
on the system results. This interpretation is logical 
in light of the fact that there is no metal stored 
energy transferred to the fluid in the BCAD model 
since the walls are adiabatic. The ttj group thus 
shows that the system metal mass initially acts as an 
energy sink and later acts as an energy source to the 
fluid. Proper modeling of this sink-source relation­
ship is of obvious importance; since, as mentioned 
above, a system refill was indicated in the BC calcu­
lation, whereas a continual system mass depletion 
occurred in the BCAD results after a nondimen­
sional time o f 270.

A t the larger scale, the ir groups also indicate the 
effect o f the pressurizer metal mass scaling on the 
system response. In  the BOSS calculation, the 
results indicate that the system experienced a net 
mass depletion over the course of the transient, as 
was the case for the BCAD calculation. Even so, 
the ir groups indicate that the BOSS and BCAD  
results are not globally similar. Although ratios of 
the kinematic groups for both the system and pres­
surizer for both calculations are close to unity, the 
1^2 groups show a deviation from unity. Figure 45 
shows the ratio o f the system and pressurizer ther­
mal expansion groups, where itj from the BCAD  
calculation has been divided by the itj from the 
BOSS results. Although both ratios show a devia­
tion from unity, the deviation is more pronounced 
in the system thermal expansion. The deviation is

attributed to the fact that in the BCAD model all 
the structural heat transfer, including the pressur­
izer, was removed; whereas in the BOSS model, all 
of the structural metal mass is retained and only the 
pressurizer wall geometry was modified. Figure 46, 
the difference in the system thermal expansion val­
ues for the two calculations, clearly shows the 
deviation.

In the previous sections, it was shown that based 
on dimensional variable comparisons, the BOS? 
and BC calculations were in general agreement and 
that based on the ir groups, global similarity existed 
between the results at the two different scales. It 
was also shown that assumptions made regarding 
metal mass modeling had a pronounced effect on 
the nature of the calculated response for the OTIS 
transient. Furthermore, it was shown that the 
BCAD and BOSS calculation results, while show­
ing similar overall trends, were not similar based on 
the IT group analysis. It  remains to be determined 
whether the two calculation results at the large 
scale (the BOSP and BOSS results) exhibit similar­
ity at the global level.

Based on the previous discussions, one would 
conclude by deduction that the BOSP and BOSS 
results should not be similar. Indeed, this is the 
case. Figure 47 shows an overlay of the pressurizer 
thermal expansion group for the two calculations. 
At first glance, the results appear to be in reasona­
bly good agreement. Closer observation, however, 
reveals that the BOSS pressurizer thermal expan­
sion is smaller than the expansion for the BOSP 
pressurizer. A t the same time, the ratio of the kine­
matic parameter for the pressurizer in the two cal­
culations is unity. Although the it2  groups for the 
system show the same trends as in the pressurizer, 
the system ir, groups do not. Figures 48 and 49 
show the difference between the BOSP and BOSS 
pressurizer ttj groups and system ir, groups, respec­
tively. The interpretation of Figures 48 and 49 are 
as follows:

• More pressurizer and system shrinkage is 
evident in the BOSP result.

•  More volume outflow from the system is 
implied in the BOSS result than in the 
BOSP result.

While keeping in mind that one o f these calcula­
tions was a gross refill o f the system and the other 
was a net mass loss, it is evident that seemingly sub­
tle differences in the thermal expansion parameters
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can be indicative of completely different system 
response.

Sum m ary. The nondimensional scaling capa­
bility analysis resulted in several observations con­
cerning both the methodology and the results of the 
analysis.

•  Scaling relationships can be determined 
from  the current literature, which 
describes both the experiment facility scal­
ing and the calculational scaling effects to 
be expected in the LOFW  transient with a 
feed-and-bleed recovery.

•  Scaled calculated results can be nondimen- 
sionalized and overlaid to infer scaling 
capability, scaling distortions, and code 
sensitivity to model and boundary condi­
tion changes.

From the ir group analysis presented in the two 
previous sections, the following summary observa­
tions can be made:

•  The IT group analysis provides verification 
of the expected impact of thermal bound­
ary conditions on hydrodynamic response.

•  The IT groups provide a useful way to 
examine global similarity between differ­
ent calculated results at the same or at d if­
ferent scales.

•  Subtle differences in the ir group values 
computed for results at the same or differ­
ent scales can be indicative of considerably 
different gross system behavior.

•  System or calculation results can be readily 
interpreted in terms of the ir group values.

An application o f scaling criteria and non- 
dim ensional analysis shows that 
R E L A P 5/M O D 2 is capable of predicting 
expected scale effects for O T IS  
Test 220899, including the significant 
effects o f heat transfer boundaries in the 
pressurizer.

Based on the analysis conducted, a near 
perfectly scaled R E L A P 5/M O D 2 model 
constructed at large scale (BOSP) pro­
duced results in agreement with a model 
constructed for the OTIS facility that pro­
duced results in good agreement with the 
OTIS data. Furthermore, use of the x
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groups shows that global similarity existed 
for these calculations.

Results o f sensitivity studies shows the 
impact of metal mass modeling assump­
tions (particularly in the pressurizer com­
ponent) on the nature of the transient 
under consideration. Use of the t t  groups 
to analyze these various analyses shows 
that they provide an adequate indication 
of the global impact of the different mod­
eling assumptions.

RELAP5/MOD2 Applicability for a Full-Scale 
LOFW Transient Simulation. A  demonstration 
of code applicability will be founded on two con­
cepts. The first is the scaling capability concept 
that has been presented in this report. It includes 
the capability of representing selected phenomena 
across the range of scales required for both assess­
ment and applications and requires the verifica­
tions described heretofore as the combination of 
Q A and comparisons with similitude criteria. The 
second concept that was mentioned, but not 
addressed, is the expectation o f phenomenological 
similarity independent of code results. This can 
only be provided by implication, either experimen­
tal or theoretical, that the code has been designed 
to represent all appropriate phenomena that have 
either been observed at various scales or that are 
expected but have not yet been observed.

The first concept has been addressed in the dis­
cussion of the R ELA P 5/M O D 2 Q A work. The 
scaling capability of the code has been established 
through nondimensional comparisons of scaled 
calculation results. The remaining piece of the first 
applicability concept is a demonstration that the 
scaled calculation can be applied to an actual reac­
tor plant transient. The OTIS calculation used here 
as a reference has two significant nonscaled charac­
teristics. It is a single-loop plant, and its pressurizer 
is not precisely scaled. The single-loop problem 
cannot be addressed here, but the pressurizer prob­
lem can. Next, the full-scale calculation discussed 
in the previous section will be compared to a modi­
fied calculation in which the pressurizer dimen­
sions more correctly represent a B&W  reactor 
plant. The basis for applicability will then be 
broadened by referring to Davis-Besse calculations 
that have been performed and compared to actual 
plant response. The combination results in a defen­
sible statement of applicability for the LOFW tran­
sient with a feed-and-bleed recovery.

Com parison o f Typical Fu ii-Scaie  and  
Scaled OTIS Simulations. The motivation for 
performing sensitivity studies with the scaled OTIS  
model was to verify the code performance for a 
full-scale B&W plant simulation by way of a scaled 
facility model. Another motivation was to identify 
possible model parameter sensitivities in the scaled 
OTIS model. This section will focus on differences 
in response between the scaled-up OTIS simulation 
and an almost identical simulation modeled with a 
real (Davis-Besse) plant pressurizer. As demon­
strated in Appendix B, the results of a feed-and- 
bleed sim ulation are extremely sensitive to 
variations in the pressurizer heat structure model­
ing. These variations can change a feed-and-bleed 
simulation from a refill transient to a blowdown. 
The objective of employing a typical PW R pressur­
izer model in the sensitivity analysis was to investi­
gate whether a scaled-up feed-and-bleed transient 
might evolve into a blowdown rather than a refill 
transient. W ith the exception of modifications to 
the pressurizer, the boundary conditions for the 
two simulations were exactly the same.

In the course of analyzing the two simulations 
with different pressurizer configurations, it was 
observed that both calculations were refill tran­
sients. Table 13 presents a comparison of the scaled 
OTIS (BOSP) and scaled OTIS with Davis-Besse 
pressurizer (BODB) event times. Both transients 
were divided into four separate phases similar to 
the base-case simulation. The calculated differ­
ences and similarities between the BOSP and 
BODB are detailed below.

Initiation Phase—The initiation phases of 
the BOSP and BODB calculations were over the 
periods of 0 to 102 s and 0 to 30 s, respectively. 
Figures 50 and 51 present a comparison of the 
calculated pressures and pressurizer liquid levels, 
respectively. The initial levels differed because of 
different dimensions of the pressurizers in the two 
sensitivity calculations. The initiating events for 
both transients were the same ones used to begin 
the subscale transient detailed in the subsection 
entitled Simulation Results. The resulting degraded 
primary-to-secondary heat transfer caused the 
primary system fluid to expand. There was an 
immediate insurge of liquid into the pressurizers 
and a subsequent increase in system pressure. 
However, because o f the differences in the 
pressurizer wall-to-steam heat transfer, the BODB  
calculation showed an earlier increase to 15.9 MPa 
(2300 psia) relative to the BOSP simulation. This 
sensitivity is discussed in Appendix B.
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Table 13. Com parison o f the sequence o f events fo r the scaled OTIS simulations

Time
(s)

Event BOSP BODB

Steam generator upper auxiliary feedwater and steam discharge terminated 0 0

Core power decay begins 42 42

H P I initiated 52 52

RVVV opens for the first time 62 62

PORV actuated 1 0 2 30

RVVV begins to periodically actuate 247 2 1 2

Pressurizer filled 887 432

Loop flow reversals begin 4260 6030

Flow reversals transport H P I back to the exit 4300 —

Transient terminated 7850 7850
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Figure 50. Comparison of the pressure responses for the BOSP and BODB simulations.
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Figure 51. Comparison of the pressurizer liquid level responses for the BOSP and BODB simulations.

During the period o f prim ary system 
pressurization, the flu id  temperature in the 
pressurizer increased faster than the pressurizer 
m etal wall tem perature. The resultant 
metal-to-steam temperature gradient was sufficient 
to cause some steam condensation during the 
pressurization phase of the simulation. In the 
BODB simulation, where realistic pressurizer heat 
structure dimensions were employed, the 
pressurizer steam-to-metal wall heat transfer was 
small. On the other hand, the BOSP simulation 
employed pressurizer heat structures with  
artificially large surface areas to match the thermal 
boundary conditions in the subscale simulation. 
The BOSP simulation had significantly more heat 
transfer between the pressurizer steam region and 
the metal walls than the BODB simulation. 
Therefore, the rate of pressurization in the BOSP 
sim ulation was slower than in the B O D B  
simulation. A  more detailed discussion of these 
pressurizer dynamics is given in Appendix B. After 
the PORV had been locked open, metal-to-steam 
heat transfer no longer significantly affected the 
primary system pressure response.

Phase 2: Pressurizer F/7///jgr—Phase 2 of the 
transient lasted from 102 to 887 s for the BOSP 
simulation and from 30 to 437 s for the BODB 
simulation. This period started when the PORV was 
locked open at 15.9 MPa (2300 psia). The PORV 
mass flow rate (Figure 52) monotonically decreased 
until liquid began to exit the PORV. The decrease in 
steam flow was a consequence of decreasing primary 
system pressure accompanied by a shrinkage of the 
pressurizer steam bubble as primary liquid entering 
the pressurizer displaced the steam bubble. Because 
of differing pressurizer dimensions, the initial volume 
of the steam bubble in the BODB simulation was 
smaller than in the BOSP simulation. This shortened 
the time to fill the BODB pressurizer relative to the 
BOSP simulation. Despite the timing differences, 
both simulations had approximately the same 
depressurization rate until liquid exited the PORV 
(Figure 50). Both simulations exhibited similar 
behavior in primary system refilling (Figure 53), 
primary system cooldown (Figures 54 and 55), and 
primary mass flow (Figure 56).

Phase 3: Lxiop F low  D ecreasing—Pha&d) 
of the traiisient showed marked differences in the 
system pressure response and break response after
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the vapor-to-liquid transition at the PORV. In both 
simulations, the cooldown with decreasing loop 
flow phase was characterized by a decreased 
prim ary depressurization, reduced prim ary- 
to-secondary heat transfer, and RVVV-induced 
temperature and flow  oscillations in the 
downcomer and cold leg regions. Phqse 3 o f the 
transient lasted from 887 to 4260 s for the BOSP 
simulation and from 437 to 6030 s for the BODB  
sim ulation. The differences between the 
simulations are detailed below.

The PO RV flow transition to single-phase 
conditions initiated Phase 3. The differences in 
transition times are apparent in Figure 53. There 
was a sharp decrease in the primary mass refilling 
rates following the sharp increase in the PORV 
mass flow rate (Figure 52) as liquid began to exit 
the PORV. After the pressurizer filled in the BODB  
calculation, the prim ary system underwent a 
significant repressurization caused by the H P I  
volum etric flow  rate exceeding the PO RV  
volumetric flow rate. After the flow transition 
period in the BOSP sim ulation, a sim ilar 
repressurization took place; but the magnitude of 
the pressure increase and period over which it 
occurred was much smaller (Figure 50). The 
principal reason was that the PORV area in the 
BODB simulation was significantly smaller than in 
the BOSP simulation. Since the same H P I head

versus flow response was used in both simulations, 
the relative difference between the H P I and PORV  
volumetric flow rates was larger in the BODB  
simulation than in the BOSP simulation.

The other significant difference during the 
beginning o f Phase 3 was the critical flow response 
itself. The differences in critical flow response also 
explain why the primary pressure response o f the 
BODB simulation tended to remain above the 
BOSP simulation after the initial repressurization 
period. As shown in Figure 52, the calculated mass 
flow response in the BOSP simulation oscillated Up 
to about 4500 s, whereas the BODB simulation 
produced virtually no PORV flow oscillations. 
Analysis o f the BOSP simulation indicated that the 
flow  oscillations were sim ilar to the flow  
oscillations in the O TIS  test sim ulation. As 
explained previously, the PORV oscillations in the 
subscale calculation were due to feedback 
phenomena caused by slight upstream voiding 
affecting the c ritica l flow  calculation. The  
oscillations in PORV flow were damped out once 
the pressurizer liquid upstream o f the PORV  
approached subcooled conditions and the upper 
head voided. There were no PORV flow oscillations 
in the BODB simulation due to the Davis-Besse 
pressurizer valve area being substantially smaller 
than the scaled area. The smaller volumetric flow 
rate out the PORV maintained the primary system
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at a higher pressure and was sufficient to prevent 
void fluctuations upstream o f the choke plane.

Without PORV flow oscillations in the BOSP 
simulation, the net integrated PORV mass flow rate 
began to diverge from the BODB simulation 
(Figure 57). This increase in the PORV mass flow 
rate was sufficient to divert enough flow away from 
the hot leg and into the pressurizer surge line to 
retard loop natural circulation (Figure 56). By 
4260 s, the loop flow in the BOSP simulation was 
significantly reduced, due to increased PORV flow, 
and loop flow reversals began. This occurred 
despite the fact that the primary mass in the BOSP 
simulation was approximately 5% larger than the 
BODB calculation (Figure 53). By 3000 s, the 
calculated BOSP cold leg temperature downstream 
of the H P I injection point sharply diverged from 
the BODB temperature (Figure 54). The reduction 
in loop flow in the BOSP simulation allowed 
significant fluid temperature reductions which were 
not observed in the BODB calculation. By the end 
of the simulation, the cold leg temperature in the 
BOSP simulation was approaching the temperature 
of the H P I coolant.

•

Phase 4: Loop Flow Reversals Begin—
Phase 4 o f the feed-and-bleed sensitivity  
simulations was characterized by the onset o f loop 
flow reversals as primary-to-secondary heat

transfer was reduced and the PORV mass flow rate 
continued to increase. The increase in the PORV 
mass flow rate was the consequence of subcooling 
upstream o f the PORV break plane as the primary 
system continued to fill with subcooled H P I water. 
The progressive subcooling o f the pressurizer liquid 
enhanced the magnitude o f the PORV flow as the 
fourth phase of the transient progressed in time. 
The fourth phase o f the transient began at 4260 s 
and at 6030 s in the BOSP and BODB calculations, 
respectively.

The P O R V mass flow  rate in the BOSP  
simulation was approximately 2 0 % larger than in 
the BODB simulation during the final half of the 
transient. The larger PORV mass flow caused the 
earlier loop flow reversals by diverting more liquid 
from the hot leg into the surge line. This was 
sufficient to cause the flow to completely stall at the 
top o f the hot leg at 7000 s in the BOSP (Figure 58) 
simulation. In  contrast, the BODB simulation still 
had an adequate differential pressure head to allow 
loop flow oscillations to bridge the top o f the hot 
leg. The loop flow reversals in the BOSP simulation 
were robust enough to cause H P I to be convected 
back to the cold leg pump suction region. In  
contrast, there was no significant amount of H P I 
convected back to this region in the BO DB  
simulation. Figure 59 presents the calculated fluid 
temperatures in the downside of the pump suction.
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Figure 57. Comparison of the integrated PORV mass flow rates for the BOSP and BODB simulations.
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It  should be emphasized that the conditions on the 
steam generator secondary side are identical 
throughout both the BOSP and BODB transients.

Despite the relatively large differences between 
the calculated PORV mass flow rates (on the order 
of 2 0 % ), the corresponding mass inventories for 
the final phase of the two transients were in good 
agreement (within 5% ). This apparent lack of 
sensitivity to PORV hreak area size relative to 
primary system mass inventory can he explained in 
terms of a simple feedback effect. As the PORV  
area is decreased, there is a corresponding increase 
in the primary system pressure (a consequence o f a 
lower volumetric flow rate) and a commensurate 
decrease in H P I flow (a consequence of the H P I  
head flow characteristics) such that the integrated 
differences between the H P I and PORV mass flow 
rates are approximately the same for the BOSP and 
BODB simulations. O f course, if  the PORV area 
had decreased by a large fraction of its original 
value, the above argument might not apply because 
o f nonlinearities in the H P I head curve and other 
possible system parameters. It should be further 
stressed that at later times in the transient (times 
greater than 1 0 0  s) differences in the pressurizer 
wall thermal boundary conditions did not affect 
the PORV break-flow characteristics.

Conclusions—\n  the course of analyzing the 
scaled OTIS simulations with the scaled and 
Davis-Besse pressurizers, it was found that:

•  The Davis-Besse pressurizer simulation is 
similar to the scaled OTIS simulation in 
that both calculations were re fill 
feed-and-bleed transients.

•  Differences in pressurizer therm al 
boundary conditions were sufficient to 
cause significant differences in the initial 
calculated system pressure response.

•  Differences in the Davis-Besse pressurizer 
PO RV break area were sufficient to 
suppress the PO RV flow oscillations 
observed in the scaled OTIS simulation.

•  The final primary liquid mass inventory 
was not sensitive to relatively large  
variations (less than 30%) in the PORV  
area. Despite the relatively large  
differences in primary system pressure 
response and the PORV mass flow rate, the 
calculated prim ary system mass 
inventories for the BOSP and BODB  
simulations were nearly equal.

The fundamental phenomena governing 
both scaled transients are the same and are 
representative o f those phenomena 
observed in OTIS Test 220899.

D eterm ination  o f  A ppiicabiiity . The tran­
sient differences between the two models described 
in the previous section were based on phenomena 
already shown to be properly represented in the 
code assessment against OTIS Test 220899. The 
most significant calculational differences were 
related to pressurizer wall heat transfer and, to a 
lesser extent, PORV flow area. The comparison 
with experimental results in which pressurizer wall 
heat transfer effects were pronounced indicates that 
the code represented those effects well. The phe­
nomenological aspects of the full-scale representa­
tion, whether the BOSP or BODB calculations, 
were identical. Therefore, any apparent differences 
in calculated responses are attributed to the rela­
tionship of pressurizer wall heat transfer to other 
energy transfer mechanisms, such as convection, 
and not to an inadequacy in pressurizer wall heat 
transfer calculations within the code. The previous 
discussion indicates that the implications o f  
changes in ratio o f surface area to liquid volume in 
the pressurizer models are physically understand­
able and predictable. Therefore, verification of the 
code on OTIS Test 220899 is interpreted as a dem­
onstration that R E L A P 5 /M O D 2  can properly cal­
culate the full-scale response of a B&W  reactor 
plant to this LOFW  transient and recovery.

An additional verification is provided by a calcu­
lation o f a Davis-Besse LOFW  transient and a com­
parison with plant data. Calculations performed by 
Davis^l showed agreement between the plant- 
measured response and the R E L A P 5/M O D 2 rep­
resentation o f the transient. The similarity is 
somewhat less quantitative because of uncertainties 
in plant measurements as well as differences in the 
transient compared to the OTIS experiment used in 
this report. On the other hand, the Davis-Besse 
plant is clearly a m ultiloop facility; and the 
R E L A P 5 /M O D 2  calculation demonstrated a 
capability to represent the multiloop response for 
this type o f transient.

Another demonstration of applicability might be 
made by comparing R E L A P 5/M O D 2 results to 
M IS T  test results. This was proposed for the cur­
rent study; however, neither appropriate M IS T  data 
nor a M IS T  R E L A P 5/M O D 2 model were available 
in time to be used in the present report.
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CONCLUSIONS

Four significant conclusions were reached con­
cerning both the results of applying the code appli­
cab ility  m ethodology to a R E L A P 5 /M O D 2  
calculation o f a B&W LOFW  transient and the 
code applicability methodology itself.

1. R E L A P 5/M O D 2 is an applicable com­
puter code to calculate the full-scale 
response of a B&W reactor plant to a com­
plete LOFW  transient with a feed-and- 
bleed recover.

This report has shown that R E L A P 5 / 
M O D 2 has the theoretical capability to 
calculate the phenomena identified as 
important to the transient, that the models 
employed by the code have been shown to 
give acceptably accurate results when veri­
fied against experimental data, and that 
when treated as a whole, the code preserves 
similitude criteria thought to be represent­
ative of the LOFW  transient.

•  A  detailed transient evaluation was 
used to identify the most important 
phenomena governing the system 
response during the transient.

•  Calculations o f a representative 
LOFW  transient, OTIS Test 220889, 
demonstrated that the code can calcu­
late those important phenomena at 
experiment scale.

•  An assessment of scaled calculation 
results against two independent sets of 
scaling criteria demonstrated the abil­
ity o f the code to properly calculate 
geometric scale effects on the transient 
response.

•  Applications using typical full-scale 
plant component dimensions showed 
predictable differences in the calcu­
lated results.

2. The code apphcability methodology used in 
this report is an effective way to determine 
the ability of a computer code to calculate 
the transient response of a reactor plant.

•  The transient evaluation process was 
useful in determining the phenomena 
most important to the progress if  a 
given transient.

•  Code assessment calculations against 
integral and separate-effects experi­
ments were an effective means of 
determining code calculational capa­
bilities, at least at the scale of the data.

•  Code-scaling capability was assessed 
by comparing calculated results at dif­
ferent geometric scales against simi­
la rity  criteria  based on local 
phenomena, as suggested by the work 
of Ishii,^ and against global similarity 
criteria, the w groups suggested by 
Zuber.^* Both comparisons proved 
useful, and both demonstrated the 
ability o f the code to preserve scaling 
criteria.

3. Results of tests performed in small-scale 
integral facilities cannot be taken as repre­
sentative o f full-scale plant response with­
out the benefit of calculations to fully 
understand the effects o f scale.

This conclusion simply reiterates a long­
standing caution, that scaled experimental 
facilities are not demonstration plants for 
reactor response. This fact was made clear 
in the present analysis.

•  Ifansient response was qualitatively 
different when the code models were 
scaled principally on fluid volume, 
particularly when the pressurizer walls 
were modeled with the real distortion 
in surface-to-volume ratio expected 
when scaling a cylindrical geometry.

•  The effects o f scaling distortions were 
identified and interpreted by mathe­
m atically forcing properly scaled 
boundary conditions that could not be 
realized physically.

4. The expected behavior of a full-scale B&W  
reactor plant to a complete L O F W
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transient with a feed-and-bleed recovery is 
qualitatively similar to OTIS Test 220899.

•  Pressurizer dimensions typically o f a 
full-scale plant were shown to provide 
boundary conditions similar to those 
in the OTIS test.

Pressurizer dimensions were shown to 
be a sensitive parameter. This included 
both the size of the PORV flow area 
and the diameter o f the pressurizer 
vessel, which determines the commu­
nicating area between the pressurizer 
walls and the fluid.
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RECOMMENDATIONS

Four recommendations are made, the first of 
which pertains to the transient evaluation and code 
evaluation.

1. The application and implementation of 
the Chen correlation^^ for use in calculat­
ing secondary-side boiling heat transfer in 
R E L A P 5/M O D 2 should be investigated.

The comparison o f transient importance 
and code capability showed that use of the 
Chen correlation for this LOFW  transient 
was questionable. The only effect of this 
correlation was on the timing of Time 
Interval 1; therefore, the code was consid­
ered applicable. However, the application 
p f this correlation remains a point o f con­
cern that should be addressed.

The remaining three recommendations all per­
tain to extending the analysis described in this 
report to a broader application.

2. Application o f the code applicability  
methodology to transients o f lower proba­
bility should be considered.

The transient in the present analysis was 
selected as the most probable for a LOFW

transient. Other related transients involv­
ing various failure assumptions result in 
more challenging phenomena which were 
not tested in the present analysis. These 
may include such important phenomena as 
steam generator secondary side behavior, 
which was not addressed here, and the 
potential for uncovering the core i f  H P I 
were to fail, also not covered here.

3. The use of other experimental facilities 
that may introduce other phenomena 
should be considered.

The M IS T  facility is a 2-by-4 configuration 
o f a B&W  plant and, as such, is a more 
realistic representation than OTIS. Data 
from M IS T  were not available in time to 
complete the analysis for this report, but 
tests from that facility may show multidi­
mensional, multiloop phenomena that 
cannot occur in OTIS tests.

4. The code applicability should be applied 
to other codes (e.g., T R A C -P F l/M O D l)  
and to reactor plants from other vendors 
for all transients o f interest.
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APPENDIX A

ANALYSIS OF B&W LOFW TRANSIENT

The subject LOFW  was evaluated by means o f a 
“gedanken” process which included consideration 
of related large-code calculations and experiments. 
The assumptions for and a description of the sce­
nario may be found in the subsection of the main 
report entitled “ Important Phenomena in a B&W

L O F W  Transient.” Table A-1 was then con­
structed, listing all processes and phenomena 
occurring during the transient. A  ranking process 
was then applied to determine the important proc­
esses and phenomena, which are listed in 
Table A-2.

Table A-1. B & W  LOFW transient process and phenom ena identification

Component Process
System

Response

Steady-State Full Power—Time Interval Atg

Steam generator 
secondary

Steam generator 
primary

Intermediate leg

Pump 

Cold leg

Downcomer

Lower plenum 

Core

Core bypass 

Upper plenum

l<̂ f_g,2 </> flow 
friction and form 
losses
phase distribution 
heat transfer

l<i>f flow
friction and form 
losses
heat transfer

lî )f flow 
letdown flow 
friction losses

l</)f flow 
driving head

l<̂ )f flow 
makeup flow 
friction losses

l<j)f flow
friction and form 
losses

l(t>f flow 
form losses

l<t>(,2<!> flow 
friction and form 
losses
heat transfer

l<>f flow 
form losses 
heat transfer

\<t>( flow 
form losses

a from 0  to 1

T f, P decrease

P decrease

P increase 
flow constant

P decrease

P decrease

P decrease

Tf increase 
P decrease

P constant

P decrease

Significant
Phenomena

_a

l(t>{ flow
APf
^Pk ( 0

l(j>f convection

l<t>f flow 
APf

l^f flow
^ P p u m p  head

l<t>f flow 
APf

l<i>f flow 
APf
^Pk ( 0

l<̂ f flow
^Pk ( 0

_ b

1<I>( flow
^Pk ( , 0

l<̂ f convection 

l<t>[ flow
^Pk ( 0

Transient 
Initiating Events

Turbine trip 
MEW off 
MSIV closed 
AFW off

Letdown flow off

Pumps tripped off 

Makeup flow off

Reactor tripped 
off
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Table A-1. (continued)

Component Process
System

Response

Steady-State Full Power—Time Interval A?o (continued)

P constantUpper head 

Hot leg 

Surge line 

Pressurizer

l<̂ f flow 
form losses

\<t>( flow 
friction losses

flow 
friction losses

Pressure control 
level control 
wall heat transfer

P decrease

P constant

P constant

Significant
Phenomena

l<t>f flow
^Pk ( 0

l</)f flow 
APf

l<i)f flow 
APf

Flashing
condensation

Tfansient 
Initiating Events

Heaters off 
Spray off

Component Process

Steam Generator Dryout—Time Interval Atj

Steam generator 
secondary

Steam generator 
primary

Intermediate leg 

Pump

Cold leg 

Downcomer

Lower plenum 

Core

Core bypass

l<j6 f_ ^ , 2 0  flow 
friction and form losses 
phase distribution 
mass depletion 
heat transfer

l<t>f flow
friction and form losses 
heat transfer

l<i>f flow 
friction losses

l(t>( flow 
coastdown

I^f flow 
friction losses

flow
friction and form losses

I^fflow  
form losses

flow
friction and form losses 
heat transfer 
stored energy

I<̂ f flow 
form losses

System Response

P cycle to MADV 
setpoint
T increase to Tjat 
a increase to I

T, P increase 
a = 0

T, P increase 
a = 0

T, P increase 
a  =  0
flow decrease

T, P increase 
a = 0

T, P increase 
a  =  0

T, P increase 
a  =  0

T, P increase 
transition from heat 
generation to decay heat

T, P increase 
a  =  0

Significant
Phenomena

1 0 f flow 
APf
^Pk ( 0

l<i>f convection

l<t>f flow 
APf

I<̂ f flow 
^ P p u m p  head

l<̂ f flow 
APf

I0 f  flow 
APf
^Pk ( 0

I<̂ f flow
AP,K( 0

I«/>f flow
AP K(0
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Table A-1. (continued)

Component Process

Steam Generator Dryout— Time Interval Atj (continued)

Upper plenum l^fflow
form losses

Upper head Transition from Iĉ f
flow to stagnation 
form losses

Hot leg l<t>{ flow
friction losses

Surge line l(^fflow
friction losses

Pressurizer Level drop then rise
void increase then 
decrease
wall heat transfer

Primary System Cooldown— Time Interval At2

Steam generator 
secondary

Steam generator 
primary

Intermediate leg 

Pump

Cold leg

Downcomer

Lower plenum 

Core

2(j) flow 
mass depletion

\<l)f,2<t> flow
friction and form losses 
voiding
phase distribution 
heat transfer

l(t>f,2<l) flow 
friction losses

l<t>f,2(t> flow 
form losses 
voiding

l(t>f,2<j) flow 
H P I
friction losses 

l<t>f,2(t> flow
friction and form losses 
phase distribution

l</)f,2<#> flow 
form losses

l<j>{,2(j> flow
friction and form losses 
voiding
phase distribution 
heat transfer

System Response

T, P increase 
a = 0

T, P increase 
a  =  0

T, P increase 
a = 0

T, P increase 
a = 0

T, P increase 
flow out then in

Significant
Phenomena

O' = 1

a > 0

a >  0

a >  0

a >  0

a >  0

flow oscillating and 
mixing

a >  0

a > 0

l(j>f flow 
^Pk(o

I0 f flow
AP K( 0

!<!){ flow 
APf

l(j)f flow 
APf

Flashing 
condensation 
l</>f convection 
sat nucleate boiling

\<t>{ g,2<l> critical 
flow through M ADV  
mist flow

l<l>{,2(t> flow 

AP
l(j>f,2<j) convection

l(j){,24> flow

l<t>f,2<t> flow 
^PK(f,2 (/>)

l<j)f,2<l> flow 
flow due to H PI
■̂ Pf,2 <d

l<j>f,2<t> flow 
AP 
AP

I<#>f,20 flow
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Table A-1. (continued)

Component Process System Response

Primary System Cooldown— Time Interval At2 (continued)

Core bypass 

■ Upper plenum

Upper head 

Hot leg

Surge line.

Pressurizer

l</if,20 flow 
form losses 
heat transfer

\<t>{,2<)> flow 
form losses 
voiding 
heat transfer

Voiding
phase distribution

\<i>f,24> flow 
friction losses 
voiding
phase distribution

flow 
friction losses 
voiding
phase distribution

Liquid rise 
mass depletion 
phase distribution 
wall heat transfer

a  >  0

« >  0

RVVV actuation and 
cyclic operation

a  = 1

CK >  0

a >  0

a =  0
PORV actuation, lock 
open

a. bubbly, slug, annular mist and mist flow 

fPK(fg,2 d.)
10f g,20 convection
flashing incipient boiling location, dryout location
subcooled nucleate, saturated nucleate, saturated transition and saturated film boiling

b. l<()f,bubbly flow
^Pf,20
^PK(f,2 d>)

convection
heat generation, rod internal heat transfer, CHF limit 
subcooled nucleate boiling

c. l^ f  g,slug flow
critical flow through PORV

^Pf,g,2 <̂
fPK(f,g,2d.) .
l^f.20 convection
flashing, saturated nucleate boiling
incipient boiling location, dryout location

d. 10f,bubbly flow 
APf,2 d>
-̂ PK(f,2 <<)) 
l^f,2<^ convection
decay heat, stored energy, rod internal heat transfer 
flashing, CHF limit
subcooled nucleate and saturated nucleate boiling

Significant
Phenomena

Bubbly flow 
flashiog
APK (f,2«

Flashing

flow
^Pf,2 d>
flashing

l< f̂, bubbly flow
^Pf,2 î
flashing

Bubbly flow 
l< f̂ g,20 critical flow 
through PORV 
flashing saturated 
nucleate boiling
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Table A-1. (continued)

li()f,bubbly flow

10f,2^ convection 
. fuhcooled nucleate and saturated nucleate boiling 

decay heat, CHF limit

Table A-2. B^W LOFW transient process and phenomena ranking

Component High (7-9)

Ranking During Steady State— Time Interval At^

Steam generator 
•secondary

Steam generator 
primary

Intermediate leg

Pump 

Cold leg

Downcomer

Lower plenum 

Core

(H ) phase distribution 
flashing 

(Q) l<t>̂  convection 
(L) incipient boiling 

dryout location

(Q) l<t>f convection

(Q) heat generation 
(L) C H F limit

Medium (4-6)

APK(f,g,2 (̂ )
(Q ) sub nucleate 

boiling 
sat nucleate 
boiling 
sat transition 
boiling
sat film  boiling

Low (1-3)

APpy,np head

(H ) A?K(f 2 0 ) 
bubbly flow 

(Q) rod internal heat 
transfer
l<t>f,2<l> convection 
subcooled 
nucleate boiling 

(L) onset nucleate 
boiling

(H ) l.^f g, bubbly, 
slug, annular mist 
and mist flow 

(Q ) convection

(H ) l< f̂ flow 
APf
APk ( 0

(H ) l(^f flow  
APf

(H ) I4>f flow

(H ) l</)f flow 
APf

(H ) l</>f flow 
APf
APK(f)

(H ) Ic f̂ flow
APK( 0

(H ) l(^f flow
AP
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Table A-2. (continued)

Component High (7-9) Medium (4-6)

Ranking During Steady State— Time Interval At^ (continued) 

Core bypass — —

Upper plenum

Upper head

Hot leg

Surge line

Pressurizer (H ) flashing and 
condensation 
induced by a 
change in 
pressure

Ranking During Steam Generator Dryout— Time Interval Atj

Steam generator 
Secondary

(L) dryout location

Steam generator 
primary

Intermediate leg 

Pump

Cold leg 

Downcomer

Lower plenum

(Q) I<#)f convection

(H ) flow
phase 
separation 

(Q) sat nucleate 
boiling 

(L) incipient boiling

(H ) l<̂ >f flow

(H ) l<t>f flow

(H ) l<t>f flow 
Coastdown

(H ) l(j>f flow

(H ) l</>f flow

(H ) l(/)f flow

Low (1-3)

(H ) 10f flow 
APf
^^K ( 0  

(Q) l(j>f convection

(H ) 10f flow 
AP,

(H ) 10f flow 
APf
^^K ( 0

(H ) l</)f flow 
APf

(H ) l<>f flow 
APf

(Q) condensation 
induced by 
spray

(H ) 1<I> ,2<t> critical 
flow

^PK{f,2 ,2 «  
mass depletion

(H )A P f
AP K(f)

(H ) APf

(H ) APf 

(H ) APf
^^K ( 0

(H)APKff)
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Table A-2. (continued)

Component High (7-9) Medium (4-6) Low (1-3)

Ranking During Steam Generator Dryout— Time Interval At, (continued)

Core (Q) decay heat 
stored energy 

(Q) 10f convection

(H ) l< f̂ flow

Core bypass 

Upper plenum 

Upper head 

Hot leg 

Surge line 

Pressurizer

(H ) l<l)f flow

(H ) 10f flow

(H ) l(t>f flow

(H ) l<t>f flow

(H ) l(^f flow

(Q) wall heat 
transfer 

(L) H P I level 
setpoint

Ranking During Primary System Cooldown— Time Interval At2

Steam generator 
secondary

Steam generator 
primary

Intermediate leg

Pump 

Cold leg

Downcomer 

Lower plenum

(H ) voiding phase 
distribution

(H ) voiding phase 
distribution

(H ) voiding

(H ) flow due to H P I 
voiding phase 
distribution

(H ) voiding phase 
distribution

(H ) voiding phase 
distribution

(H ) 10f,20 flow 
(Q) 2<t> convection

(H ) flow

(H ) H f, 24, flow 

(H ) flow

(H ) l<t>{,2<t> flow 

(H ) 14>{,2<I> flow

(H ) 2<j) flow 
APf
^Pk ( 0

(Q) sub nucleate 
boiling 
sat nucleate 
boiling 
rod internal 
heat transfer

(L) C H F  limit

(H)APK(ff

(H ) APjfffj

(H)APK,f)

(H ) APf

(H ) APf

(H ) flashing 
condensation 
level change

(H )  l<t>f̂ ,2<l> M A D V  
critical flow

(H )A P f,2 ^

APK(f,2 (̂ )
(Q ) 1 0 f convection

(H )A P f,2 ^

( H )  A P ^ ff  20) 

(H )A P f , 2 0

(H )A P f , 2 0

APK(f,2 0 )

(H )  A P j^ ff 20)

A-9



Table A-2. (continued)

Component High (7-9) Medium (4-6) Low (1-3)

Ranking During Primary System Cooldown— Time Interval At^ (continued) 

Core

Core bypass 

Upper plenum

Upper head

H ot leg

Surge line

Pressurizer

(H ) voiding phase 
distribution 

(Q) decay heat

(H ) voiding phase 
distribution

(H ) voiding phase 
distribution

(H ) voiding phase 
distribution

(H ) voiding phase 
distribution

(H ) PORV critical 
flow voiding 
phase
distribution 
exit enthalpy

(H ) flow
(Q) 2<̂  convection 

Sub nucleate 
boiling 
Sat nucleate 
boiling

(H ) \(j>f,2(f> flow

(H ) \4>f,2<j) flow 
2<j) convection

(H ) lcl>f,24) flow 

(H ) \<t>f,24> flow

(H ) l(j>f,24> flow 
(Q) sat nucleate 

boiling

(H )A P f,2 ^

(Q) 10f convection 
(L) C H F  limit

( H )  A P [j( f 2,̂ )

(H )  A P ^ (f 2^)
(Q) l< f̂ convection

(H )A P f 2 ^

(H ) APf,2<^

(H ) mass depletion
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APPENDIX B 

EVALUATION OF THE INFLUENCE OF THERMAL BOUNDARY 
CONDITIONS ON A FEED-AND-BLEED TRANSIENT SIMULATION

This appendix details the results of a sensitivity 
study done to identify how variations in the stored 
energy in the OTIS pressurizer model affect the 
outcome of a feed-and-bleed simulation. In  the 
course of performing the simulations, it was found 
that:

1. The simulated feed-and-bleed transient 
was extremely sensitive to pressurizer 
fluid-to-metal heat transfer.

2. I f  variations in the pressurizer thermal 
boundary conditions were large, these var­
iations could be sufficient to change the 
qualitative simulation outcome. In  partic­
ular, the base-case OTIS feed-and-bleed 
simulation would be changed from a refill 
to a blowdown transient if  the pressurizer 
walls were modeled as adiabatic or having 
a very small surface-to-volume ratio.

3. The feed-and-bleed transient simulation 
was much less sensitive to changes in 
stored metal mass variations in regions 
other than the pressurizer. The above con­
clusions are relevant to both the experi­
ment scale and the scaled-up counterparts 
of the OTIS R ELA P 5/M O D 2 model.

During the initial investigation of the scaling 
characteristics of the R E LA P5/M O D 2 model of 
the OTIS feed-and-bleed test, it was observed that 
the initial scaled up version of the OTIS model pro­
duced a result different from the subscale simula­
tion. The ratio of metal mass to liquid mass was 
maintained as an invariant, but the heat transfer 
surface was allowed to change as a function o f the 
geometry. This scaling method resulted in the 
surface-to-volume ratio for the scaled-up heat 
structures being significantly smaller than the sub­
scale model. This scaling caused the liquid-to- 
metal heat transfer rate in the scaled-up OTIS  
model to be significantly less than the subscale 
OTIS base-case simulation. This difference in heat, 
transfer between the subscale and full-scale OTIS  
models was the cause of the differences in the tran­
sient outcomes.

The key differences between the subscale and ini­
tial full-scale OTIS simulations will now be dis­
cussed. It  should be pointed out that the OTIS  
model with simplified scaling (BOSS) was not the 
same as the OTIS model with the scaled pressurizer 
(BOSP) and that the corresponding simulation 
results differed from those discussed in the main 

. text. The difference was that the pressurizer heat 
structure configuration in the scaled model was 
changed to preserve the surface-to-volume ratio as 
well as the metal-to-fluid mass ratio. W ith that 
exception, the two models were identical. The dis­
cussion here shows that these changes had a pro­
found effect on system response.

The principal difference between the base case 
(BC) and BOSS simulations was that the BC simu­
lation was a refill transient while the BOSS simula­
tion evolved into a blowdown. Figures B -l and B-2 
show the calculated pressure and mass inventory 
responses for the BC and BOSS simulations, 
respectively. (These figures include other sensitivity 
results to be discussed later.) The pressures dropped 
suddenly as the PORVs actuated at 170 and 50 s in 
the BC and BOSS transients, respectively. A t 
respective times o f about 840 and 650 s, the mass 
inventories in the BC and BOSS simulations under­
went inflections as the PORV mass flow rate transi­
tioned to liquid conditions. Beyond these times, the 
two calculations became quite different in charac­
ter. The BC mass inventory continued to increase 
monotonically, whereas the mass inventory in the 
BOSS simulation oscillated and then monotoni­
cally decreased.

The principal reason for the diverging mass 
inventories was the earlier PORV actuation and the 
relative lack of flow oscillations after the flow 
changed from vapor to liquid in the BOSS simula­
tion (Figure B-3). The PORV opened approxi­
mately 100 s sooner than in the BC simulation and 
was the consequence of less pressurizer steam-to- 
metal heat transfer during the pressurization of the 
transient. The liquid and steam temperatures 
increased faster than the pressurizer wall tempera­
tures; therefore, the pressurizer walls conducted 
heat energy from the fluid in both simulations. 
Because the BOSS pressurizer had a much smaller 
surface-to-volume ratio than the BC simulation,
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Figure B-3. Comparison of the PORV mass flow rates for the BC and BOSS simulations.

the wall heat transfer rate was less. As a result, the 
liquid forced into the pressurizer during the pres­
surization phase of the BOSS simulation required 
less time to compress and pressurize the steam bub­
ble to 15.9 MPa (2300 psia).

The earlier actuation o f the PORV in the BOSS 
simulation resulted in the liquid flashing in the 
upper head and hot leg U-bend at 250 s. The upper 
head voided at 2000 s in the BC simulation, and the 
U-bend did not void at all. Figures B-4 and B-5 
show comparisons of the calculated upper head 
and U-bend levels for these two simulations. The 
presence of voids in the upper head and U-bend 
affected the PORV break flow response in the 
BOSS simulation relative to the BC simulation. 
Figure B-3 shows the PORV mass flow rates for the 
two simulations. After the vapor-to-liquid transi­
tion, the BOSS PORV flow is relatively free of 
oscillations. However, the BC is very oscillatory. 
This caused the integrated PORV mass flow in the 
BOSS simulation to be significantly larger than in 
the BC simulation. This is why the BOSS mass 
inventory begins to decrease after the transition 
period. The initial lack o f oscillations in the PORV  
flow in the BOSS simulation was due to: (a) the 
presence o f voids in the upper head and U-bend, 
which helped damp out flashing in the pressurizer 
volume upstream of the choke plane, and (b) the 
lower liquid-to-metal heat transfer rate in the pres­

surizer shell contributing to less void generation 
upstream of the PORV choke plane. The flashing 
mechanism and its relationship to PORV mass flow 
fluctuations were explained previously.

By the time the PORV transitioned in the BOSS 
simulation, the bubble formed in the U-bend was 
large enough to significantly retard loop natural 
circulation (Figure B-6 ). The calculated loop flows 
in the BOSS simulation began to diverge and drop 
below the calculated flow in the BC simulation 
approximately 100 s prior to the PORV flow transi­
tioning. This was because the bubble became suffi­
ciently large to retard liquid bridging between the 
up and down sides of the hot leg. Figure B - 6  com­
pares the hot leg mass flow rates for the BC and 
BOSS simulations. By 2450 s, the loop voiding in 
the BOSS simulation had completely suppressed 
the loop flows. In  the BC simulation, the absence 
o f loop voiding allowed some loop flow up until the 
end of the simulation.

The early suppression of loop natural circulation 
and the additional primary system heating in the 
BOSS simulation eventually caused the simulation 
to evolve into a blowdown transient. After the mass 
inventories in the BC and BOSS simulations began 
to diverge at 650 s, the mass inventory in the BOSS 
simulation oscillated until 4150 s. After that time, 
the primary system began to blow down. The early 
loss of natural circulation in the BOSS simulation
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eventually caused the primary system to heat up 
and pressurize above the calculated conditions in 
the BC simulation. This is most telling after 1850 s 
when the two simulated pressures begin to diverge 
(Figure B -l). The higher pressure in the BOSS sim­
ulation tended to decrease the H P I mass flow rate 
while increasing the PORV mass flow rate. For 
higher PORV mass flows at saturated conditions, 
flashing upstream o f the PORV developed in the 
BOSS simulation. This produced periods of oscil­
latory PORV flow and refill behavior until 4150 s, 
when subcooled liquid reached the pressurizer 
computational cell upstream o f the PORV break 
plane. After the subcooling transition, the primary 
system blew down. Prior to this, the primary sys­
tem pressure had been hung up due to the early loss 
of natural circulation relative to the BC simulation 
and could not depressurize.

By modifying the input to the BC model, it was 
determined that one could generate a transient cal­
culation very similar to the BOSS simulation. A  
sensitivity calculation was performed by modifying 
the BC heat slab configuration so that only the core 
and secondary-to-primary heat transfer were mod­
eled. This model was adiabatic in that the primary 
and secondary piping metal mass thermal stored 
energy was elim inated. Figures B -l and B-2 
present comparisons of the calculated pressures 
and mass inventories for the adiabatic BC (BCAD)

and BOSS simulations. Both o f these simulations 
exhibited similar behavior. In  the BCAD calcula­
tions, the pressures stabilized and remained high 
for a relatively long period while the primary mass 
inventories oscillated. After the PORV flows transi­
tioned to subcooled conditions at about 5500 s, the 
calculated mass inventories began to monoton­
ically decrease.

The question now arises as to whether the stored 
energy sensitivity was due to local effects o f a few 
heat structures or the collective effects o f all the 
heat structures. I f  the stored energy from all the 
heat structures were working collectively, then the 
addition or removal o f selected heat structures 
from the OTIS model should have had a linear 
incremental effect on the simulated results. An  
investigation proved that this was not the case. It 
was found that the pressurizer heat structure con­
figuration was the principal factor in determining 
whether the OTIS feed-and-bleed simulation would 
or would not evolve into a blowdown simulation.

In  order to examine the relative effects on the 
O TIS simulation by selected heat structures, the 
following OTIS sensitivity models were constructed 
and run:

1. A  BCAD model with the steam generator 
secondary shell metal mass added back in 
(BCADS).
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2. A  BCAD model with the pressurizer and 
steam generator metal mass added back in 
(BCADSP).

The motivation for including the steam genera­
tor shell metal mass was that it had a significant 
amount of fluid energy conducted to it during the 
first phase of the simulation relative to other heat 
structures.

Adding only the steam generator shell metal 
mass into the simulation produced a simulation 
similar to the B C A D  simulation. Figures B-7 
and B - 8  show comparisons o f the pressure 
responses and primary mass inventories. The only 
significant difference between the B C A D  and 
BCADS calculations was that the primary pressure 
response oscillations were smoothed out. However, 
the PORV opening times are about the same; and 
the calculated mass inventory begins to oscillate by 
1000 s. By adding the pressurizer shell metal mass 
to the BCADS simulation, the simulation changes 
radically. The simulation now takes on the charac­
teristics peculiar to the BC simulation, namely a 
faster depressurization response and a monotoni­
cally increasing primary system mass inventory 
(Figures B-7 and B-8 ). Thus, the effect o f the pres­
surizer shell metal mass was a significant and local­
ized effect.

The pressurizer shell metal mass was so influen­
tial because it was the only heat structure in contact 
with the pressurizer steam bubble during the pres­
surization phase o f the transient. The pressurizer 
steam bubble not only controlled the primary pres­
sure but had significantly different thermodynamic 
characteristics than the primary coolant. In  partic­
ular, the compressibility of the steam is much larger 
than that of the primary liquid, so pressurizer 
steam-to-metal heat transfer had a much greater 
effect on the PORV opening time than a similar 
amount of energy being exchanged between the liq­
uid and the loop piping metal mass. By decreasing

the surface-to-volume ratio of the pressurizer shell 
heat structure (as in the BCAD simulation), the 
PORV opening time was reduced. As discussed 
above, the reduction in PORV opening time was 
sufficient to perturb the primary system such that 
natural circulation was degraded at a much faster 
rate than in the BC simulation. This earlier reduc­
tion in natural circulation was sufficient to induce a 
blowdown transient after approximately 5500 s.

The above conclusions are further borne out by 
the results presented by the BOSP simulation, a 
modified BOSS model with a pressurizer shell heat 
structure with an artificially large metal surface-to- 
fluid volume ratio. This simulation yielded results 
very similar to the BC simulation. Figures B -l and 
B-2 are the calculated system pressures and primary 
mass inventories for the BOSP and BC calcula­
tions, along with the results o f the BOSS and 
BCAD simulations. The pressure and mass inven­
tories once again show similar behavior; namely, 
both the BOSP and BC simulations are refills. A  
further discussion of the similar behavior of these 
two calculations is provided in the main text.

The principal conclusion of the above discussion 
is that the pressurizer thermal boundary conditions 
and the attendant modeling of the pressurizer shell 
stored energy are significant factors in determining 
the outcome o f the feed-and-bleed scenario dis­
cussed in this report. A  pressurizer shell modeled 
with a relatively small ratio of inner metal wall area 
to liquid volume resulted in a blowdown scenario, 
while a relatively large pressurizer surface-to- 
volume ratio characteristic of the OTIS subscale 
facility yielded a refill scenario. This observation, 
however, must be qualified. The use of a typical 
full-scale plant pressurizer resulted in a refill tran­
sient, since the PORV flow area was smaller than 
the artificially scaled OTIS pressurizer PORV. 
Hence, in situations where parameters other than 
just the pressurizer shell model are being varied, the 
above conclusions may not be valid.
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Figure B-8. Comparisons of the primary mass for the BC, BCAD, BCADS, and BCADSP simulations.

B-9


