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THE MORSE MONTE CARLO CODE

1. Introduction

The MORSE code is a large general-use muitigroup Monte Carlo code system.! Although no claims can be made i
regarding its superiority in cither theoretical detaiis or Monte Carlo techniques, MORSE has been, since its inception at i
ORNL in the late 1960s, the most widely used Monte Carlo radiation transport code. The principal reason for this populas- 1
ity is that MORSE is relatively easy to use, independent of any installation or distribution center, and it can be easily cus-

tomized to fit almost any specific nced.

Some of the features associated with the MORSE code system and its implementation are:

o IBM, CRAY, CDC. UNIVAC. and VAX computer system code packages from the Radiation Shiclding Infor-

mation Cemer (RSIC) at ORNL,

* peutrons and/or gamma rays (uncharged particles), ' : . - - ' 5

A

¢ multiplying and non-multiplying media, o ) S - . ’ :

¢ fixed source or eigenvalue,

* gtatic or time dependent, ' : .

* forward or adjoint, ' . : . o : : l

* cross scction and/or albedo data,

e regular or delta scattering,
e discrete ordinates coupling for source and/or response function,
¢ general combinatorial geometry including a torus,

e muliple array nesting for finite or infirite gecometry lauicu.'



¢ two- and three-dimensional geometry picture drawing,
¢ collision density plots,

* many standard variance reduction techniques,

¢ ANISN and DTF-IV library multigroup cross section and anisotropic scaitering formats, including upscatter for

any number of thermal energy groups,
i

* usc of separate Klein-Nishina, pair production. and photoclectric reactions for gamma-ray next-cvent estimation,

* history file for post-processing of resalts,

* 3 -user friendly” framework of routines and other aids which alleviates much of the effort necessary for unser-

written routines, -

* g large library of “standard® user rbu;inu‘ which may be used diréctly or serve as models for further modiﬁﬁa—l

tion. and
L §

s g plethora of related literature and documentation describing the code, multigroup and genera: theory, program-?

ming details, debugging aids, error messages, flow charts, ﬁput/outpuu sample problems, applications, interpre-

’

tation of results, and other capabilities and limitations.

It is the use of the ANISN format cross sections that has given MORSE much of its installation independence. The use :
of the ORNL discrete ordinates codes ANISN? and DC”I;3 has become so widespread that the capability to produce ANISN -
library multigroup cross zections is almost always present wherever MORSE is to be implemented. Otherwise, ‘the user of
MORSE is like the user of a continuous energy Monte Carlu. code. He is at the mercy of the code distribution center or the
code’s home installation for cross ssctions, or he must process his own cross sections.” H?wevcr. gaining proficiency in the*

.theory and application of cross-section processing code systems (AMPX* or SCALE,’ for example, for MORSE) is of thc
same order of difficulty as that for the Monte Carlo codes. Cross-section processing for multigroup Monte Catlo codes is

more difficult than that for continuous energy codes +



in the sense that considerably more physics must be addressed in the form of spectral weighting, resonance self-shiclding,
cte. (most continuous enecrgy codes have capabilities for “pseudo-point® cross scctions whose creation contains some of these

cffects but to a lesser decgree).

MORSE does not use the laws of collision mechanics to determine scattering distributions for specific auclides and reac-
tion types, but it uses a discrete ordinates-type group-to-group transfer (scattering) matrix for sach material mixture. The
details of the collision mcchanics have been absorbed into the multigroup cross-scction proccssing. In a sensc, the usc of
MORSE can be thought of as an extension of ANISN or DOT (or similar cedes) into three dimensions. The traditional use
of Monte Carlo is the "method of last resorl” due o geometrical complexilics where the approximations in one- or two-
dimensional analysis are judged to be inadequate. If there is some improper use or creation of the cross sections for the dis-

crete ordinates code, then use of the same cross sectionein MORSE may give no improvement in the results.

To summarize this discussion, MORSE uses the same type of multigroup cross sections as several widely used discrete
ordinates codes. If expertise in the thcory, creation, and application of the cross sectxons alrcady cxists at an mstallauon or
institution, the 1mp1cmcmauon of MORSE there is greatly simplified. The user must always remember that cross-section
processing can never be neglected simply because é Monﬁ: Carlo cod; is being used, éspecially multigxgup Monte Carlo.
The treatment necessary for a criticality calculation may differ greatly from that for ; deep-penctration calculation.. As with

discreie ordinates codes, a knowledge of the proper generation and use of the cross sections is often more important than a

knowledge of the inter mechanisms of the multigroup Monte Carlo code.

If the decision to use a Monte Carlo code is based on the desire to obtain more differentiality in results in terms of
energy, angle, nuclides, and reaction types, rather than the anced for a three-dimensional geomeiry. then perhaps a cénﬁnuouq
energy code is more appropriate than MORSE, However, much of the stigma attached to MORSE with respect to this dif-

ferentiality is unjustified, as will be explained in the next section.

The multigroup structure of MORSE provides many advantages over continuous energy codes. Because they use the
same cross sections, MORSE and discrete ordinates code results may be compared for determination of purely geumetric

effects. MORSE~discrete ordinates coupling is also facilitated because of tite crass sections, as well as use of discrete



ordinates generated albedo data. The adjoint calculation option, cither singularly or discrete ordinates-coupled, is a rela-

tively simiple task to implement.

In addition t its use for g.eneral reactor and shiclding applications, MORSE has had much utilization as a pure rescarch
tool for academic purposes. This is in part due to its multigroup formulation and in part due to its amenability 10 modifica-
tion, as explained in the next paragraph. Somc specific theoretical or Monte Carlo technique can be easily isolated and
studicd in dctail indcpendent of other cffccts (c.g.. a onc-group problem to study & phcnomcnon associatcd only with the

transport process). As a resuli, MORSE hzs been used as the basic code in many theses and dissertations.

One of the initial disadvantages a user first encounters in using MORSE can, in time, become a great advantage. This is
the neCessny for user-written subroutines to describe the source, estimate the results, and do other optional tasks. Due to the
longtime and widespread use of MORSE, many “standard® nser routines exist wluch may be uzed directly or casily modxi’ ed.
All MORSE documentation has been directed toward this user orientation (see Sect. Ynfor updates to the manual). Fhe
original manual,® though now out of date in many aspects. eentains diagrammed flow charts for .all.routines'. and it is still
applicable in this respect. The current manuai contains a wealth of information for users 'in terms of subroutine and eem-
mon descriptiens. variable definitions and locations, edmpmer memory requirements, error messages, ctc. The RSIC code

package contains the input/output, documentation, and special routines for many representative sample problems.

Before beginning with a detailed descnpuon of various parts of the code, a specification must be made as to what eode is
being described. Due to some of the items discussed above. there are m_y codes called MORSE. The cnly code directly
made reference to in this presentation is that distributed in the RSIC code_ package CCC 203X, where X designates a partic- a
ular computer system. The core of this package is the ORNL version of MORSE-CG' (Combinatorial Geometry, originally
developed for the SAM? code). MORSE-CG is the most direct descendant of the original MORSE code’ and it is main-
tained for RSIC by Mrs. M. B. Emmett who provides RSIC with timely updates rrom‘ the in-house codz. The RSIC eode.
library contains packages for seven other MORSE cade systems which differ in some ways from CCC 203X. Most of these
have been eoniributed to RSIC from other installations where MORSE has been modified according to !oeal needs. To add
to this sometimes resulting confusion, there exists at ORNL a more recent MORSE called MORSE-SGC® (Super Grunp

Combinatorial geometry). Although there are some similarities, MORS. -SGC is essenmlly a completely different code




from the other versions. and it lacks many of the features of the other codes. The super group capability is the same as that
in KENO-V? and provides a capability for use of the code on small computer systems. It was for the SCALE code system

version of MORSE-SGC that the MARS (Muitiple Array System) capability was created. This finite-lattice array-nesting '

feature has been recently incorporated inio MORSE-CG, and it is the only item interchangeable between the two ORNL |

codes.




II. Cross Sections

Due to the relative ease of generating ANISN format multigroup cross sections, only 2 nominal aumber
of cross-section libraries are distributed with the RSIC code packages for MORSE. Many code systems,
such as AMPX and SCALE (both available from RSIC), produce these cross sections and/or convert other
library formats to ANISN format. A review of multigroup cross-section processing is given in Refer-
cnce 10. RSIC has a Data Library Collcction (DLC) for distribution scparatc from any codcs which con-

tains many scts of processed cross sections.

II.A Angular scattering

The angular scattering treatment in MORSE is created by discretizing a Py(x) ch"}qdrg z;olym;mi,al
expansion such that the N+ 1 mathematical moments of:thc discrete dist;-ibﬁiion are t_h; same as that of thé
continuous truncated polynomial The excruciating details of .the entire developm::nt of the >generalized
Gaussian quadrature scheme 10 generate the discrete distribution are given in' the MORSE manual (Scc-
tions 4.5 and 4.11). The result is a set of N-+1 equations giving (N+1)/2 discrete s.nglef (actually aﬁgie.
cosines) and (N+1)/2 pmﬁabilitics[ These discrete angles are located near the peaks of ;he angular distri-
bution dut with enough dispersion to account for the entire cosine range (- 1 € xp € 1), If N.is not qdd, the
method reverts to the next lowest odd integer. The P, term corrs.ponds .to the group-to-group energy trans-

fer probability, Z,—s/Z,, where the group scattering cross section 3, is the sum over all g’ including the

within-group scattering term (g'=g). For isotropic scattgring; only the P, term is used.

In making cursory ou&vaﬁons of these scattering techniques, it must be noted that these discrete angles
are laboratory system scattering angics. ie., the angle bezwe?n the incofning and ol;tﬁomg par.ticle direc-
tions. They are not fixed in space and should never be confused with the fixed angular quadrature used in
discrete ordinates analysis. These discrete scattering angles will in general be different for each group-to-

group transfer for each mixture of nuclides, and the azimuthal angle is chosen isotropically. Thus with only

s small amount of multiple scattering, the continuous inzular phase space is as adéquatcly descrihed as for



other averaging or weighted Monte Carlo processes. With source disiributions which create an initial angu-
lar dispersion, low order P, truncations are adequate. A P; expansion is used for many problem types. (It
was the success of the original KENO criticality multigroup Monte Cario code, P, expansion and 16 group;s.
and that of the ANISN and DOT discrete ordinates codes for decp penetration that led to the creation of
MORSE. Its subscquent success, coupled with a decline in funding for pure code development, has contrib-
uted to the decline and eventual demise of the ORNL continuous energy Monte Carlo program - OSR'!

and its successors O6R.!?, ESP.!? and others.)

There are siluations where certain cumbinations of problem characteristics coupled with Lhis angular

treatment may produce discrete ordinates-type “ray effects.” i.e., non-physical perturbations in the angular

distributions and subsequent resuits. Among these characteristics are:

¢ low order Py expansion,
e little or no multiple scattering,
* highly directional-dependent angular source distribution, and

* asignificant fraction of low z (atomic weight) nuclides in the medium mixture.

One of these items appearing smzly rarely causcs u-onble. An increase in thc Pu expansmn order will

usually overcome any trouble assocmtcd with the abovc items.!* Thc computer memory requirements and,

10 a lesser extent, the computation time will increase with larger N. For large N (>7) requests there may |

be insufficient data or the data may be faulty. In this case, the code will revert to the highest acceptable N

and print appropriate warning messages. There exist other muliigroup ang'ixlar treatments (see, for exam-
ple, Reference 15); howéver. the comparison of these methods becomes somewhat difficult for mixiures of

nuclides.1€



The angular scattering methad in MORSE always gives 'non-negativc distributions and precludes nega-
tive weights in the random walks. The next-event estimation process, however, uses directly tﬁe continuous
distribution. which will in general have some narrow intervals of negativity. Although dns is rarely a prob-
lem for neutrons, gamma-ray results from the standard method can be erroncous due to the inability to adé- '
quately describe the Compton scattering energy-angle delta function relationship with a low-ordzr polyno-
mial expansion. For this reason a special gamma-ray estimation procedurc has been recently developed
. which uscs the rcal {non-polynomial) scattcring distribution (scc Scction V.E.3).

;

II.B. Cross-section [exibility

Differentiality in MORSE results can be increased by increasing the__n‘umber of energy groups o;- }hc -
aumber of angular int&vah in tl;c estimation proceduré input data. Diffcxjcmialit); in result;v. with respect t0
individual nuclides and reaction types can 'bc obtained by certain 'maiaiptilati&ns in the MbRSE cross wc—
tion input procedure for later use in the estimation ;'outina;‘ 'Thk'_cannot .be as general as for a continuous

energy code and will require some extra effort and computer mén;ory (sé S&ﬁon V.F).

There must exist a cross-section mixture (called “medium” in MORSE) for cach geoximrj meciiﬁm. a;:d
these must have corresponding ;ntcgcr identification numbers (for a convenicnt exception to t;his."see Sectio-n
V.X). There may also exist exira cross section media that arc not nceded in the geométry description t;ut ,
may be used for estimating certain quantitics. {In all but the simplest MORSE calculations, the cross-
section files should be crzated independently of the rest of the calcm.a;ion. using the XCHEKR module - see A
pages 4.3-11 to 4.3-14 in the manual - and the definition of ‘IXTAPE and JXTAPE. Thesc files can be
scrutinized for verification and saved for later calculations where the extra cross sections may be needed in
the geometry.) | ‘

As an cxample,consider a situation where it is déired to obtain specific information concerning (1) total
collisions. (2) absorption, (3) scattc;ring. (4) fission production, or (5) gammas production from U in a

mixture of other fissile and/or moderator materials. The cross-section inedium with the. cnr'rev:t mixture of



39U and other nuclides is used in the random walk geometry. Another cross-section medium is created
containing only *¥U. This extra cross-section medium is ncver referenced in the random walk geometry but
is available for use in estimator routines for determining the specific desired quantities mentioned above (see
Section V.F). It is not required that the extra nuclide actuaily appear in the system, as is the case some-
times for the determination of central reactivity worths. If further reaction type detail is wanted, e.g., the
scattering contribution from a specific inelastic level, the original processing code (such as AMPY) must be
rcrun. An extra nuclide file would be.created here whose entire scattering cross section would consist only
of that for the desired level. This extra nuclide is then prdccsscd by MORSE into an extra medium and

utilized in certain estimalor routines as described previously.

f1.C. Cross-section processing

The cross-section storage in MORSE is now gwcn accordmg to IHT, the posmon of the zotal Cross sec-
tion in the ANISN library cross-section table (mput card XB) ‘l'hc gcncral posmons are ngcn in Table | -
for pnmaxy particles. For a coupled neutron-gamma problem, the gamma {secondary parucle) daga follow
in identical form. For no up-scatter data ISGG~IHT + l.. Often IHT;3 and the absorptic;n cross section
d. is in position 1. (The o, is not normally useci in MORSE and, in fact, does not appear in ﬁe transport |
equation.) In ssme libraries IH‘I:-S and the first two positions contain x, the fission specmun ‘and a,. the
fission cross section alone. MORSE does not currently prm any data above table posmon IHT-1.. The .

data for the hxgher order coefficients follow that for P, with data in posmons equal to and above IHT hav-

ing zero values. It must be rcmembered that the group numbers increase as the energy decrcases.

In the cross-section input (Section 4.3;3 in tﬂe manual), the nuclidé identificrs (cards-XD) arc those
given in the cross-section library, NCOEF ;ra!ues for each nuclide including P, (NCOEF = 4 for P;)
forming one set. The KE values are numbered consecutively, representing an integer count of each set of
nuclide data in the order they are read from the library. If the NMIX value is wrong or if the negative ter-
minator on a3 KE value is missing, the code may continue processing in some cases but will produce errone-

ous data. It is convenient to number the media KM consecutively as they are created in the cross-section



Table 1. Cross-Section Table Positions

Pogition Crogs-Section Type

: ]

. aot normally
IHT-2 absorption, ¢,jused by MORSE
IHT-1 v x fission, vog
IHT total, a,

IHT+1

. numbepr of

. upscatter groups, o .
IHT+NGP-NDS# g'<g 88
ISGG within group scatter, o
ISGG+ f 5’8

. i number of

. downscatter groips, ¢ '
ISGG+NDS ‘ ' g'>gp P ,

SNGP is the number of primary groups.

- NDS 1is the number of groups of downscatter.

Table 2. Cross Sections for Fe

ol

' NU#

Grp - SIGT SIGST PNUP __ PNABS _ GAMGEN _ FIS Downscatter Probability

1 1.445E-01  1.425E-01 0.0 0.9863 1.0059 0,0 0.5858 0.2492 0.0743 0.0458 0.0369 0.0060 0.0015 0.0005

' 0.000G 0.000C 0.0000
2 1.312E-01  1.309E-01 0.0 0,9976 0.4039 0.0 0.7808 0.1220 0,0774 0.0182 0.0015 0,0001 0.0000 0.0000
' o 0.0000 0.0000 ' .
3 1.078E-01  1.077E-01 0.0 0.9991 0.1683 0.0 0.8063 0.0987 0.0854 0.0096 0.0000 0.0000 0.0 0.0
0.0

L 1.2T9E-01  1,277E-01 0.0 0.9984 0.,0088 0.0 0,9521 0.0434 0.0009 0.0033 0.0003 0.0 0.0 0.0

5 - 1.459E-01 1.456E~01 0.0 0.9985 0.0041 0.0 0.9911 0.0089 0.0 0.0 0.0 0.0 0.0

6 4.218E-01 4,.213E-01 0.0 06,9988 0,0000 0.0 0.9937 0.0063 0.0 0.0 0.0 0.0

8 3,7T46E~01  3,717E-01 0.0 0,9924 o0.016% 0,0 0.9893 0.0107 0.0 0.0

9  4.590E-01 4.,560E~01 0.0 0.9934 0.0149 0.0 0,9845 0.0155 0.0

10 4,630E~01 4,560E-01 0.0 0,98u8 0.033% 0,0 0.9699 ¢.0301

11 . 5.238E-01 14,560E~01 0.0 © 0,8706 0.2930 0.0 1.0000 .

12 1.111E-01  1.755E-01 0.0 1,5798 0.0 0.0 0.0192 0,0599 0,0597 0.0419 0.8193

13 1.106E~01  1,545E-01 0.0 1.3970 0.0 0.0 0.0675 0.1282 0,0782 0.7262
14 1.300E-01  1,.478E-01 0.0 11,1362 0.0 0.0 0.1918 0,2083 0.5993
15 1.829E-01  1.838E-01 0.0 1.0049 0.0 0.6 0,2682 0.7318 .
16 6.355E~00 3.301E-01 0.0___0.0519 - 0.0 0.0 _1,0000 -
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i

input and to give the geometry media input corresponding values. The NCOEF should be an even number
{odd P, expansion since NCOEF = N--1) and the number of discrete angles NSCT = NCOEF/2.
See Scction II.A for a.discussion of the Py approximation. If scattering distributions for next-event estima-
tion are needed, ISTAT must be non-zero. The various print options can generate much data if activated.

The point cross-section option requires an O6R cross-section capability and has been little used.

Examplcs of standard cross-scction output listings arc given in Tables 2-4. This medium (here for Fe.
but the number of nuclides is immaterial) is for a coupled 11-neutron-group 5-gamma-ray-group P, calcula-

tion. In Table 2 the column headings are:

GRP -  group number, the highest neutron energy group is l' and the highest

gamma-ray energy group is {2 V | |
siet -z - . . .
SIGST - s ' |

PNUP - probability of npscattcx;

PNABS scattering (non-absorption) probability Zs/Z, sometimes > 1

because of (n.xn) ncutron reactions and pair production of gamma rays

GAMGEN

gamma-ray production, YZ,/Zr

NU*FIS

fission production »Z,/Zy

The downscattering table indicates that for the first ﬁeutron group 58.58% of scatters will be witl;in
group }. 24.92% will be group 1 to group 2, and there is no scatter from group 1 to the last three neniron
groups. Table 3 breaks the gamma-ray production from each ncutron groui: into probabilitics for cach of
thg five gamma-ray groups. The cumulative pmbabiﬁ!.ies and scattering angle cosines are given for :each

group-to-group transfer in Table 4. With nrobability 0.5003, a neutron scattering from group 1 to group 2

has a scattering angle cosine of -0.5767, and with probability 0.4997 this cosine is 0.5892. The =1.0 proba-

bility signals the code that the distribution is isotropic.



N I:lf.

Table 3. Neutron to Gamma Transfers for Fe
Neut. Group GAMGEN ’ Transfer Probabilities

1 1.0099E-00 0.0000 0.0171 0.2787 0.278% 0.4258
2 4.0395E-01 0.0 0.0006 0.1026 0.1632 0.7336
3 1.6828E~01 0.0 0.0040 0.0633 0.0025 0.9892
5 8.7923E-03 0.0 0.1262 0.1361 0.0397 0.6980
5 4.1052E-03 0.0 0.2590 0.2745 0.0794 0.3871
6 2.3119E-05 0.0 0.2642 0.2720 0.0779 0.3859
T 5.2124E-03 0.0 0.3695 0.2707 0.0781 0.2818
8 - 1.637T1E=02 0.0 0.3760 0,2039 0.0906 0.3295
9 *1.4887E~02 0.0 0.3623 0.1981 0.0985 0.3411
10 3.34547TE-02 0.0 0.3623 0.1981 0.0985 0.3411
11 2.9303E-01 0.0 0.3605 0.1979 0.0991 0.3426

Table 4. Scattering Probabilities and Angles for Fe
Gp to Gp PROB ANGLE PROB ANGLE

0.8951 . 0.8905 1.0000 -0.4449
0.5003 =0.5767 1.0000 0.5392

-1.0000 0.0 0.0 0.0
-1.0000 0.0 0.0 0.0
=1.0000 0.0 - 0.0 - 0.0
-1 .0000 ’ 0.0 0-0 0 .0
-1 .0000 0.0 000 . 0.0
«1,0000 0.0 0.0 . 0.0
-1.0000 0.0 0.0 0.0
-1 .0000 0.0 0.0 ' 000
-1 .0000 0.0 0.0 0.0

0.6988  0.7976 1.0000 -0.5723
0.5342 -0.6299 1.0000 0.5556

-b w=b ‘
S OWEHNAUIHEWN= OO E~IAU &WN -

-1 .0000 0.0 0.0 - 0.0
-1 .0000 0-0 0.0 0.0
-1 .0000 o-o i 0.0 0.0
-1.0000 0.0 0.0 0.0
-1 .0000 Q.O 000 .0 oo
1 -1.0000 0.0 - 0.0 0.0
1 -1.0000 0.0 0.0 0.0

0.654T . 0.7456 1.0000 -0.6280
0.5025 =0.6085 1.0000 0.5602
-1.0000 0.0 0.0 0.0
-1.0000 0.0 0.0 0.0

' 'mwwwmmNNNNNNN”-.-A-..&-.-A-A..-.-A-;

0.8601 0.9697 = 1.0000 -0.8682

14

0.5355 0.8913 1.0000 0.7158
14 0.5514 0.5744 1.0000 ~-0.5744 -
15 -0.7700 0.9572 1.0000 0.8189
15 0.6310 0.6157 1.0000 -0.5332

-
F-—4

et |

a1t v o oUW

0.6251 _ 0.7139 _ 1.0000 _ -0.5585




Fission neutrons are created isotropically in MORSE. Secondary gamma rays are also produced isotrop-
ically unless the method described in the next section is implemented, in which case any anisotropic

gamma-ray production data is used.
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III. Modes of Operation

All MORSE input is divided into three parts, cach with its own energy group nomenclatore.

1) Cross-section -- group structure is equal io or a subset of that
preparation found on the cross-section library
(MORSEC or XCHECKR)

2) Random walk —  group structure is equal to or a subset of that
(including geometry . created in the cross-section preparation
input)

3$ Estimation -- group structure is equal tc or a subset of that
(SAMBO analysis) used in the random walk

Table 4.1 and Section 4.4.4 (page 4.4-60) in the rnanuél explain th:m concepts in terms of ir;put variables.
Efficient manipulation of these variables can grcatly_'rcducc corﬁputcr memory requir_;mems. -
_ ] Y

UIL.A. Primary and secondary particles
Although it is convenient 10 think of primary and secondary paniclé in terms of neutrons and gamma
tays, a‘gamma-ray-only problem can be run in the pnmary ﬁaniclc_ mode. In fa;:t an entire coupled
neutron-gamma-ray calculation can be made in the ﬁrimary particle mode if the cnérgy group data for all
the above three processes so indicate. This is because MORSE, with its m-tiltigmup structure, 'treau acu-
trons and gamma rays exactly the same for all processes (as in a discrete ordinates code). The only distinc-
tion that can bé made is in the group number, and gamma-ray prodﬁcu‘on can de treated simply as another
group-to-group transfer (mcutron group-to-gamma group). In cffect, a neutron stops and a zaxﬁma ray
begins, but because of the particle weighting and probability selection, .lhe relative neutron and gamma-ray
populations remain correct. In the two-particle mode. the generated gamma rays are stored in the particle
"bank"” and processed later. This bank is a portion of computer memory which eon;ains all pcrtincﬁl param-
cters (physical and othcrwise) for each particle to be processcd. The bank is initially filled from the source
p@um (input or special routine). The source input energy spectrum differential for tile two particle

types is also detcrmincd solcly by the group numbcr, although primary source gamma-ray calculations can
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be made separatcly from the ncutrons for a mixed-particle source probiem. The secondary gamma rays
from neutron production can also be run separately through usc of the history file feature (see Scction
IL.F). This would be nccessary if onc wanted to make some changes, such as in imporiance region specifi-

cation for gamma-ray transpoti from that of neutron. transport and gamma-ray production.

There are scveral advantages to running both particie types as primary particles, but this may not
always be desirable. The gamma-ray production probabilities (input cards 0) are qot n_eedcd. Gamma-ray
. groups arc sclected as for any other ncutron group transfer and any anisotropic production data is utilized
as for an anisotropic scattering. In the two-panicle' mode these input data are the probabilities of gamma-
ray production and can be used to control (bias) the nmnb& of secondary gamma-ray particle histories in
cach group and impoitaace region. In the onc-particle mode the energy and region importances (cards K)
can be used 'for' the same effect. Reference 17 gives a study of these and other possible methods of |

gamma-ray production in MORSE.

A special uncollided routine (SGAM, sce Section V.E.5) is not needed in the one-particle mode for
next-event estimation. The uncollided contributions from the secondary gamma rays arc made automati-'
cally (group-to-group transfer) in the saﬁne routine {RELCOL) f;:r the scattered neutrons and gamma rays.
To differentiate nentron an;i gamma responses in any mode of opcfation, the NNE and NE valpcs (cards
BB) must be set appropriately. “The neutron response function is set to zero in the gamma-ray groups, and
the gamma-ray response function is set to zero in the neutron groups (cards FF). If both response functions

arc combined into ane set, then the results will be combined.

If the primary particle mode is used for timie-dependent ncﬁt;on-gamma-ray calculazjons. a small
amount of special programming is required. In the two-pasticle mode the velocities for primary (1.1entron)
energy groups are dctermined from the group energy limits (cards F) and for secondary particles are set to
the speed of' light. In the primary-particle mode, the gamma-ray velocities must be reset 1o the correct
value in blank common (these values are the second set of group dependent data, see Figure 4.2 in the
manual). The programming could be done in a special SOURCE routine or in SCORIN (4.6.22) o?

STRUN (4.6.26).



6’ ..
For energy-dependent neutron-gamma-ray flux calculations the last neuiron group value for the one par-
ticle mode will be in error due to division by the incorrect AE. For time-indepeadent calculations aad AE
independent fluxes (i.c., group flux not divided by AE), the group cnergy limits (cards F) can be input as

unity. Only group numbers, not energy values, are used in the normal operation of the code.
I11.B. Fission neutron gencration

Fission neutron production is treated in MORSE in much the same manner as for gamma-ray produc-
ltion. Fission neutrons and secondary gamma rays may be produced z;nd analyzed‘ simunltaneously in the
same calculation. The FWLOW value (card M) controls the number of fission neutrons produced by
importance region. This number is inversely proportional to the value of FWLOW. A fission spectium x
(cards N) must be input for ecach medium with a fissile nuclide. For subcritical systems with a fixed
source, this source is used to start cach batch, and any .ﬁssion acutrons produced are store;i in thc. bank and
processed later in that batch. This process leads to vcry“lon_g batch cal'culation times for systems close to
critical, since the fission neutrons produce other fissions, etc. The cﬁculation must aow be ;lonc‘ in the
eigenvalue (k.,, caiculation) mode. All values on card L are set > 1. The ncutrons produced in one batch
{now a generation) become the source for the next batch, 'i'hc kesr is thc ratio qf the fission weight pro-
duced in a batch to the ba;ch source weight. A MORSE k,,, calculation will genex;a.lly take more compu-
tation than that for a criticality code such as KENO V, since MORSE must make many code decisions for
each neutron regarding the various general options available; For both subcritical and supercritical systenis,
MORSE keeps the number of nentrons per batch approximately constant by appropriate weight adjust-
ments. The initial batch source spatial distribﬁtion must be created from 2 user-written SOURCE routine
{Section V.D). Several batches should be skippdl for source convcrgenc.e before compilation of any results
begins. As with any Monte Carlo cigenvalue calculation, the average answers and statistical uncertainty

will contain an unremovable theoretical bias. which is not important for most practical applications.

It is also possible to calculate true time-dependent valucs of k,,, and other quantitics = in contrast to
the usual static mode treatment of the previous paragraph. Here a special BANKR routine is nceded {one
of the sample problems has this feature, see Scction VII), The normal 'history-batc'h‘ concept takes on a

*batch-run® concept (NQUIT on card B is 1 in the static mode). Thc batches become “historics® and the
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muitiple “runs® (NQUIT values) become "batches® for the accumulation of average results and statistical
uncertainty. Some time cutoff must be set (card C) and a large number of batches (NITS) set so that all
neutrons reach the time cutoff before the number of batches is exhausted for cach “run.” Here the time
(AGE) of ecach neutron and its descendantt continues to increase from batch 10 batch. A run is terminated
following the baich for which the first neutron time cutoff occurs, and the next run is initiated. This proce-
dure is necessary since there is no correlation between a ncutron AGE and the batch (generation) it is in,
and there may be a great dispersion in the AGE of ncutrons in the same batch. The inclusion of any
batches following that with the first time cutoff would bias the resuli. The batch skipping feature at the
beginning of a run must still be utilized to allow correct convergence from the initial source distribution. A

detailed description of this and other MORSE cigenvalue capabilitics are given in Reference 18.
HI.C. Albedo capalility

The default albedo option in MORSE is a specular {mirror image) reflection for-a geomeiry medium_
number as indicated on card B. This option is applicable only for some symmetry or inﬁnite dimensioxi fea-
ture of the system. With reflection, less geometry input data may be nceded,‘but the computation will gen- -
crally remain unchanged. Source nonnalizaﬁon and estimation proccdur?s must be scruti.niied io mﬁke_
sure the results 4will be uncﬁanged from those if no reﬂcétion_ is used. Any next-event estimation is usually

incompatible with this option except for a point detector located on (or very near) the axis of symmetry.

The user is free to write his own albedo scattering routine A_LBDO, called from subroutine MORSE in
the code. A collection of such routines for genéral use has been assembled and is described in the BREESE
report.!? The CARP® code provides DOT-generated data for use in the BREESE routines. These data are

_expcnsivc to generate and the following albedo scattering data sets have besn compiled.
1. 30.48 cm of water
2. 30.48 cm of ordinary concrete
3. 22.86 cm of carbon steel

4, 30.48 cm of concrete covered by 1.27 cm of steel
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Application of the BREESE and CARP capabilities bave been favorably compared with experimental

results for muitilegged ducts and pipes.*!

MORSE may also be run in an albedo-only mode. i.e.. no cross sections are input. This is usuaily 2
void-albedo medium geometry. The user must specil"y all particle distributions at the albedo surface inter- .
face in his si:ccial rowzincs. This technique takes advantage of the MORSE geometry capabilities and has
been used for transﬁon studies of several uncharged, non-nuclear “particles” either for one group or multi-

group problemis. Among these phenomena are gases, heat quanta, and material sputtering from first-wall

fusion devices.?>23 Monte Carlo heat transfer has also been investigated in more general detail.?*

III.D. Adjcint capability

Due to its multigroup energy structure, MORSE has had much application in the adjoint mode. Ail
that is needed is an indicator set on card B (3150' set in XCHEKR if the cross sections are prc-procss;d).
All input is done in the same manner as for a forward calculation. Group (energy) dwdent [nversions
and matrix transposition are done automatically. For fission problems, the x .and vz, 'arq also interchanged
by the code. The user must input the adjoint sdurcc si)eczrum (forward response) on cards E in the forwa;d
structure. Likewise, the adjoint response .(forward source spectrum) must be input on c;rds .FF in the for-

ward structure.

These simple procedures will yicld adjoint calculated results the same (within statisticél uncertainty) as
that for a forward calculation only for a physical source and detector wli_ich are points in space and isotropic
in angular dependence. Otherwise, special attention must be given .to the adjoint source selection, normali- .
Zation, and estimation processes, which are usually more complicated iﬁan that for a forward calculation
(see Section VI.). The calculated adjcint energy spectra are not divided by AE and correspond to that
from an adjoint discrete ordiﬁatu calculation. It is a simple procedure to obtain forward flux spectra from
an adjoint muhigroup Monte Carlo calculation (see Section VI .H). For coupled ﬁeutron—gamma-ray
adjoint calculations, the primary-sccondary particle connotation reverses. Primary adjoint gamma rays now
produce .sccondary adjoint neutrons. Also, the designation of the various energy group limits mentioned at

the beginning of Section TN can become confusing, especially when' trying to skip groups for computer
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memory conservation in cither ¢f the two neutron-gamma-ray medes. It is a good idea to run a forward
cross-section processing and compare the 24 and 27 for verification of the group order. The total cross

sections should be identical, and the extra calculation time is insignificant.

- In observing the ontput of a MORSE adjuvint cross-section processing calculation, it is seen that the total
cruss-section column SIGT is identical 1o that for a forward case as in Figs. 2-4. All other values will in
general be much different (non-physical in the forward sensc). The scattecing cross scction is the sum of the

.adjoint downscatter, ic., Z; = 3 I,y ; whereas, the forward value is 2, = 2 2,.., For
‘l

some nuclides, or mixture of nuclides, the =; can be much greater than Z%. This is especially true in the
lowest numbered adjoint neutron groups (lowest ncutroﬁ energics). Multiple scatter in these groups can
lead to prohibitively high. adjoint particle weights since at cach collision the weight is multiplied by
PNABS = 3,;/Zy. A method to alleviate this problem has been proposcd and will soon be incorporated

" into MORSE.*
HIL.E. DOMINO coupling code

DOMINO? is a much used code wluch coupls DoT dlscrcte ordmatu calculations wuh MORSE. All
special routines for normal operation (source. estimation, ctc.) have been created. A stand/ard applxcauou is
to take the forwatd DOT leakage from a cylindrical reactor and couple wnth MORSE {provide a forward
source) at some core-shield interface to investigate some stfeanii;g path or other gecometric anomaly in the
shield. In choosihg the coupling interfacé. care must be tikcn to have some overlap in the geometry of the
m’ro calculations so that there is not a coupling a1 two vacuum buqdarics. ie., any’bnchcatter across the
interface must be accounted for”” The MORSE geometry may be in any position relative to that of DOT.
fn addition w (Rz), DOT (RF) and (X.Y) geometrics may also be used. Bui in cach case the MORSE
geometry must be constructed relativé to the DOT two-dimensional symmetry, i.c., for a cylinder the three-
dimensional MORSE geometry must surrcund the DOT cylindﬁcal axis. A separate calculation must be
made for each DOT surface, if necessary — for cylinder side, top, and bottom calculations. A scparate
DOT boundary flux fiic must be written for ecach surface. l-‘of a forward-forward coupling, the MORSE

calculation is broken into three parts with a separate source for cach surface (see Section W for combining
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MORSE results). |
An adjoint DOT flux file may also be used as a forward MORSE scori;g function. In this case
MORSE input respoﬁse functions are nét used. Use of the history file procedure {special BANKR ron-
tines) precludes the need for multiple MORSE calculations for side, top, and botiom cases. One MORSE

calculation and thea three coupling runs are made.

Other calculational mocdes are possible -- a DOT adjoint source for a MORSE adjoint calculation. and a

DOT forward response for a MORSE adjoint. It is also possible to combine calculational séqucncts;
forward DOT (source) — forward MORSE +— adjoint DOT {response)

or

adjoint DOT (source) — adjoint MORSE « forward DOT (response).

In the source mode DOMINO creates a current-like source for MORSE by mulﬁplyihg the flux by the
appropriate angle interval cosine and taen integrating. To take édvéntage of the same p'rogramming:'detail.
the response mode coupling initially creates the same source-like term, later differentiates it, and at cou-
pling divides by the apprépriate cosine as dctcrmincd by thz particle crosn'ng the coupling surface, not the
discrete ordmates cosine. Thls procedure can lead to a ‘numerical error (~15% for small DOT quadrature)

and the cosine division at :ouﬂlmg
which can be climinated by removing the cosine multiplication in subroutine ADDE!\& The 4x factors that
appear throughout the DOMINO coding are due to the fact that DOT results are on 4 per unit solid angle

1
basis, not 4« steradians.

I1.F. History file

MORSE has the caéability to write a history file (collision tape) for mst-pMing of any random
walk-generated data independent of the random walk. This data can be used for various user-written rou-
tines, DOMINO coupling, secondary gamma-ray transport, ﬂux spectra plots, or collision density plots.’®
Although collision density information by medium and importance region is available as standard output in
tabular form, visual plots are helpful in complicated geometries. This history file can be small as for infor- .

mation at one boundary for coupling, or it may be voluminous as for next-event estimation where
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information from all source and collision sit~s must be included in addition to geometry and cross-section
dsia. The cption is activated in MORSE from input cards B and G. The available event types and vari-
ables are given in Figs. 4.2 and 4.22 (page 4.6-30) in the manual. Special BANKR routines are available

for direct use or modification for each application of writing and reading a history file.
TI.G. Variance reduction

MORSE contains many of the standard variance reduction techniques. Among these are:

* survival biasing,

¢ source encrgy biasing,

* collision energy biasing,

e splitting and Russian roulerte,

s cxponential transformation,

4 non-léakage biasing,

® delta scattering.

® next-cvent uﬁmaﬁon.

e fission ncutron production control,

® secondary gamma-ray production control, and

® encrgy group and time cutoffs.
These procedures are in general implemented by energy group and importance regions. Theoretical details
have been given elsewhere in the course.?’ Although the activation of these options by standard input is rel-

atively simpie. the determination of the necessary input data is usually one of the most difficult of any of

the tasks associated with a Monte Carlo calculation.

Survival biasing (ron-absorption weighting) is fixed in the code, but analog capture can be implemented

by replacing the 5/Zy weight (WATE) multiplication in suboutine COLISN with a random number test.
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Source and collision biasing, if activated, bias the outgoing energy from cach event. Splitting and Russian
rouleite are implcﬁtcntea‘- in MORSE following each source and collision event. Boundary splitting and
Russian roulette may be activated by calling subroutine TESTW from BANKR(?). In making changes
such as these (see Section V.L), it is instrucﬁvc to examine the executive subroutine MORSE (sec pages
22-25 in Reference 6). The »\t'xsc of the exponential transform rcﬁuiru the user-written function DIREC (sce
Section V.J). The non-leakage option is useful in small systems but can lecad to long ruaning times if his-
tories arc not sufficiently terminated by escape or cther means. Delta- (fictitious) scattering for use in
.increasing the collision density in thin regions, or eliminating complicated geometry ray iracing, is imple-
mented through the use of a special NXTCOL routine. The largest total cross section 24 for the current
group is chosen,and a collision .is real with probability Z7/2 :.lnd fictitious with probability (1-Z,/Z4).
Scveral routines exist for use of next-event estimation (sze Section V.E). Fission neutron and gamma-ray
production have beer. discussed previously in Section III. Thq _encxg; group cqtéffs are NGPQTN and

NGPQTG on card B, and the time cutoff is on card C.

ILH. Input/output

In addition to the output of the desired responses and fluxes and thei_r fractibnal standard deviations,
much information about th¢‘= calculation is available which aids in determining the effectiveness of any vnﬁ-
ance reductioﬁ options. The weighted average of all source parameters starting a batch are given: (1)
weight, @) group, (3) direction cosines, (4) position, and (5) tim;. A summary of gvent types (integral
count, not weight=d) is given at the end of the batch -~ (1) source (will differ from WTAVE fc;r source
biasing or if WTSTRT =% 1), (2) splits, (3) ccllisions in fissionable. media, (4) secondary particle gencr%
tion, includes ﬁ.ssi;m neutrons, () real (scattering) collisions, (6) cncounfers with albedo m'cdia.'(7) interior
boundary MMgs, (8) escapes (outer boundary), (9) group cutoffs, {10) time cuteffs, (11) Russxan roulette
kills, (12) Russian roulette survivals, and (13) secm.udary particles lost (secondary gamma rays or fission
neutrons) due to iﬁsufﬁciem computer memory available (increasing NMOST relative to NSTRT Ol-l card B

will eliminate this problem). Splitting will be omitted in this case if NMOST is too small.

Following the output of the results, most of the information is summarized for the entire problem. The

most important output for adjusting variance rcduction options is that given jor cach group and importance
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region in termis of (1) scattering, (2) fission, (3) secondary gamma produciion, (4) splitting, and (5) Rus-

sian roulette. The user can add any desired results to this output through the creation of user routines.

The computer memory parameier is set in the main {first) routine in COMMON NC, Various places in-
the output print thc amount of memory used or available for the rest of the calculation. Pre-processing of
the cross sections reduces the memory needed for the rest of the calculation. Thc MORSE manuals give
much information regarding various computers and code memory requirements. An explanation of all error

and warning messages is also given.

Various input instrictions have been described in other sections in connection with specific options. The
MORSE input instructions arc relatively simple as compared to ather general Monte Carlo codes because
much of its versatility is included in the user-written routines. The most difficult input in MORSE other

than the importance parameters is that for the geometry data described in the next section.



IV. Geometry

MORSE has two gecomerry specifications: MEDIUM number for chemical compositions and REGION
number for importance regions. A medium 1000 corresponds to am internal void. and a medium O is an
external void, which terminates a history (causes an cscapc). Source points and estimation detector poin(s
‘cannot be in medium 0. It is convenient to surround the geometry system first by medium 1000 and then
by medium O. -This preciudes calculation termination due to some small undefined volume. A medium O
. can be used interpally in a systcm as a purc absorber. A next-cvent estimation trajectory for this or any
concave system will terminaie upon encouniering medium 0 and give an incorrect value of the exponential
attenuation. An crror will result if this estimation encounters an albedc medium unless the ;ppmpdaw
BREESE rominc<is used. If the cross-scction media numbers do not correspond to those of the geomerry
for any reason, a user-written routine GTMED(GM.XM) =c:an climinate inpu't changes. Here GI_VI is the
geometry medium the particle has encountered, and XM is the cross-section medium to be used there. Voi‘d.
media, 0 and 1000, and albedo media cannot be inserted for XM in GTMED. This routine can be very
simple or very claborate to allow any desired gecometry-cross-scction effect. c.g., to uﬁﬁe extra proccssed

cross sections (see Sect. ILB) in a following calculation without changing the geometry input data.

IV.A. Combipatorial geometry

The combinatorial geometry (CG) is the basis of MORSE geometry. The system must be described by

~ combinations of the following geometric bodies:
o ‘right parallclepiped.'

* sphere,

] | right circular cylinder,

¢ right clliptic cylinder,

e cllipsaid,

¢ right cone {(truncated or not)
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* right angle wedge,
¢ arbitrary polyhedron of 4, 5, or 6 sides, and
¢ circular torus.

Each of these bodics may be arbitrarily oriented in space. In the input data the paraliclepiped is called
BOX, and there is a coordinate-fixed body called Right Parallelepiped (RPP). In the CG associated with
MARS (next section) the right parallelepiped BOX and the right angle wedge WED or RAW may be
x;otatcd by coordinate axis designation or also by angle (BPP and WPP).

Bodies are combined into voiumes called "zones*® by three operators:

* combinalion of bodies using an "OR" operator,
e exclusion of bodies using a minus °-" operator, ami

* overlap of bodies using a pius " opérator {or blank defauit). : -

Figure 1 illustrates these opcratioﬁs for the six possible volumes from two spheres.

.

a. All volume that is in either sphere 1 or sphere 2.

b. All volume that is in both sphere 1 and sphere 2.

¢ and d. All volume that is in one sphere but not also in the other

sphere.

e and £, All volume that i; in either sphore without regard to tize other

sphere.
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FIGURE 1. Combinatorial gemrty. operations . . .- :
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Consider a more complicated case in F ig. 2 — a two-legged cylindrical duct with a rounded outer surface

at the intersection of the two legs (onc-quarter of a sphere). The zones are circled numbers:
1. outside the duct,
2. duct wall (three shaded volumes), and

3. inside the duct.

The bodies are uncircled numbers:

1 small sphere,
2 large sphere.
34 wedges,
$.7 small cylinders,
68 large cylinders, and - .
9 right parallelepiped (outer-most body).
The large and small sphetu and cylinders have corresponding equal radii. Each cylinder extends only to

a plane defined by the center pofnt of the spheres. The wedges are needed only to define the intersections

o? the cylinders and they must cbmpletcly enclose the cylinders. Here wedge 3 is larger than wedge 4 since
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the horizontal cylinders are larger than the vertical ones. Any of the geometry bodies with a plane surface

and correct orientation could be used for the cylindrical intersection definition. If it were desired to have a

rounded surface at the inner side of the cylindrical intersections, then use of the torus body would be neces-

sary.

The zones arc described in the figure so that the spheres and cylinders do not overlap but define the

desired intersections.
e Zone 1 is all volume that is inside body 9 but outside the large sphere and cylinders (bodies 2, 6, and 8).

e Zone 2 is all volume that is either (OR) inside the large horizontal cylinder {body 6), outside its inner

cylinder (body 5), and inside the wedge (body 3). (Usc of the wedge excludes the cylindei’ overlap vol- )

- »

ume, i.c., the volume inside the cylinder but outside the wedge}
OR inside the large vertical cylinder (body 8), outside its inner cylind;r (quy‘ 7), and Iiﬁsi&e the wedge
(body 4), | P
OR inside the large sphere {(body 2), outside tﬁe small sphere (body 1), and outside the two large
cylinders (bodies 6 and 8). _Since the small éylinders are conta_ined within the large cylind?rs. their

exclusion from the spheres is implicit with the exclusion of the large cylinders.

o Zonec 3 is all volume'that is cither (OR) inside the small horizontal cylinder (body 5) and inside the
wedge (body 3) ‘
OR inside the small vertical cylinder (body 7) and inside the wedge (body 4)

OR inside the small sphere (body 1) and outside the small cylinders (bedies 5 and 7).

In the zone definitions in Fig. 2, the *+° and " operations are performed first, and then the "OR"

operations. All operations between OR operators (and after the last OR) define a “code zone," in contrast

-~ -

to the larger zone (sometimes called “input zone"), Media and regions (and universes, see next section) are

defined by (input) zones, 1.e., cach of the three zones will be given a medium number corresponding to the

appropriate cross-section medium and a region number corresponding to that for importance (Russian rou-
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lette, splitting, etc.). - -

Code zones can be removed froin an input zone and defined separately as other input zones. For exam-
ple, if the different shaded arcas of the duct wall were different cross-section media, then Zoﬁc 2 woﬁ]d
have to be broken into three separate zones without the OR operators. This would also be the case if the
duct wall was all one medium, but three different importance regions. If it was necessary to have more
importance regions, then more zones must be created with more body designations just for that purpose. If
Zones 1 land 3 were the same meciium and region, then they could be combined into onc zone with four OR
operators. The last two entries in Zone 3,-5 =7, arc not necessary. However, if Zone 3 was broken into
three separate zones of different media or regions. these items would be required. It may sometimes be
' beneficial for efficiency of computation time or problem setup clarily to create extra zones not réquired for
media or region specification. If one large zone js adjacent to many sm_aller zﬁncs. the code may run faster
if the large zone is divided into a few smaller ones. This is due to tracking decisions intcrnai to the geome-
try coding. Other examples of CG input are given in the MORSE manual (and also Ref. 30) along w.itli

explanations of error messages and other comments about the geometry module subroutines.

IV.B. Array geometry (MARS)”

The MARS multiple array geometry module of the SCALE system has been recently incorporated into
MORSE-CG (now designateci MORSE-CGA). This feature is similar (but wi¢ some differences) to that
of KENO VY and KENO V.a® It is possible with MARS to model very corﬁpl.icatcd geometries with very
little effort when much of the geometry is made up of repeating segrhems. such as in a large commercial
reactor.?! Figure 3 shows a computer-drawa MARS geometry for a (very) simple reactor éorc and domed
containment structure. However, if the core had contained 500 identical elements instead of 5 as shown in
the figure, the input description would have been only very slightly more ;:omplicated. In the input descrip-
tﬁn. Fig. 4. the number of CG body types (10) would not increase; only the array data (cards 25 and 26)

would change to reflect the increase to 500 clements.



30

Array 1 contents are: ORNL Dwg. 81-5763

. FORZ =1
X1 2 3
Y
3 01 0 Atray 1 is 23 by 3 by 1 array
2 111 "0" is a vacant cell posxtlon
1 01 0 "1" refers to Universe 1

Z-AXIS

8.0
F

AN IRREGULAR ARRAY

1418
b\

5.0
y)

0.0
¥

«10.0

=150

FIGURE 3. MARS array geomerty example(JUNEBUG plot) . =

.



THE FOLLOWING IS A LIST OF CARD IMAGE INMUT
CARD HO. COLUNN NO.,

1113111112222222222333333333D44444444445555555555666666666677177777778
123456789012345678901234567890127456789012345678901231456789012345678901234567u90

1 10 100 10 100 2 1 0 0 0 1.0 0.40
2 AN UNCOMMON ARRAY SHAPE
3 30 100
[ RPP 0.0 1240 0.0 12.0 ~-10.0 10.0
S RCC 6.0 6.0 ~11.0 0.0 0.0 22.0 7.0
6 RCC 6,0 6,0 ~12.0 0.0 0.0 23.0 9,0
' Rpp 4.0 8.0 0.0 12.0 “10.0 10.0
8 RPP 040 120 440 8.0 =10.0 10.0
9 RPP +2.0 240 =2.0 2.0 0.0 20,0
0 RCC 0.0 0.0 30 0.0 0,0 18.0 1.0
| " RPP  «).,0E+08 1,0E+08 <~1,0E+08 1,0E*08 -1,0E«08 1,0E¢08
2 SPH 6.0 6.0 11.0 7.0
3 SPH 6.0 6.0 11.0 9.0
& . END
15 SPC ¢8 =3 =10 OR ¢9 <2 OR ¢2 =4 =5 OR +4 =) DR +5 =]
16 CYL 43 =2 OR 9]0 «9 <3 °
17 ° ARL +¢]1 ¢4 OR ¢] 5
16 BDY +¢8 ~&
19 ROD  *7
20 . FIL 6 =7

el END

22 . &%l o

23 . J%0 3%) ) .,

24 . 1000 1 =) «1000 2 3

25 - 331 0 2

e6 1018 0 2 O 3RL D1 O T

27 1

28 -1

29 . 1 ' ’ '
30 * AN TRREGULAR ARRAYS _ . : .
3l . 1040 7.5 .

32  =10es0 20,0 =10.0 200 ~15.0 25.0

33 B5E¢0] 6.,5E+0] S5.0E+03

34 ’ 010 . e

35 01 .

END OF CARD INPUT LIST

FIGURE 4. MARS and JUNEBUG geometry input description

e
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MARS geometry can be constricted m modular form with as ml.xch detail given to each module as nec-
essary. Any repeating modules or segments need to be modeled only one time in ‘the regular CG method
(sce preceding section) in any convenient oricmﬁtion or translation of coordinates for case of input data.
These segments arc then placed in an at:ray in any number, order, or orientation. Each of these different
segments is called a "universe” and is numbered starting from 1. The "zero universe" is the physical coordi-

nate system of the problem. Each zone in CG must have a universe number just as for medium and region

number. If there are no repeating segments, everything is in the zero universe. To define a universe {other
than universe zero), a medium ~1000 must surround its outer boundary, which must be a rcct:mguiar paral-
lelepiped (BOX or BPP). The «1000 medium is never entered by a particle but signals io the code that a
universe boundary has been encountered so that the necessary coordinate tr;lsformations can be perfémcd

for entrance into an adjacent universe.

The number of arrays is not li;hitcd. except by computer memory. At least one array must be in the.
Zere universe (if a;ly arrays are used). Universes and/of arrays may be combinaq and pla.ccd- i_n other
arrays. The process of placing arrays inside other arrays is‘callmi *nesting,” and levels of nesting begin at 1
in the zero universe. Arrays must be defined as rectangular parallelepipeds as are also their lattice positions
to be filled by universes and other arrays. An array to be placed in the lattice position of'anothcr array is
distinguished from a universe nuxﬁbcr by a negative sign attached to the array n\zlmbcr.. There are three dif-
ferent input options for designating the lattice positions of an.érray. In addition to universe ;dd array posi-
tions, there is also a vacant (void) position. The positions are filled by an X. Y, Z index. For the array in
Fig. 3, there is only one Z level The X and Y positions are: '

ForZ =1 X 1 2 3
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where the 1 refers to the universe with the cylindrical element. If ther.e had been two Z levels, i.c., theﬁcorc
being divided into two vertical levels with a second universe designation for the fower level, then another

arrangement as above with a 2 replacing the 1 would describe the other level. A different and more compli-

cated exampie at some intermediate Z level would be. for array 3,

For Z=¢ X 1 2 3 4
| Y

| 0t 1 0 b
2 302 1 4 |
3 3 00 044—_
4 31 2 4
s 303 4 |
3 o 1 2 0

In the above example thcrc are four universes and two other arrays, each described with its own lattice,
in addition to the one being described. All Z levels will have the same 4x6 XY structure but the lattice
positions may be filled diffcrently. Otherwisc, different Z levels are not necessary. In all CG and MARS
geometry, any bodics, universes, aﬁd arrays may have identical outer dimensions while being defined as
*inside” or “outside” another volume with the same dimensions. An array might contain only one XYZ posi-
tion. This is a convenient mctl_mdA of rotating a universe or another lattice of the same size. The MARS '
module of the SCALE manual gives many examples of geometry inpﬁt data as well as much other informa-

tion regarding the code operation.
- IV.C. Geometry plotting

Any but the simplest gcometry input descriptions in MORSE should be checked visually. Available for
this are two-dimensional plots from PICTURE (part of the RSIC package) and three-dimensional JUNE-

BUG plots from the SCALE code system. The PICTURE plots are very quickly made. inexpensive, and
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available in the form of computer listing printouts as well as other methods. Any plane may be cut through
the geometry in any direction or orientation. for examination of the geometry in terms of either media,
regions. or (ingut) zones. These plots may be very large but cover only 2 tiny portion of the geometry such
that even with printer characters for definition, the smallest details may be seen. Figure 5 shows such a

plot. for a military vehicle.

The JUNEBUG plots arc photograph-like drawings suitable for reports and presentations. (Figure 3 is
such an example.) The plots are expensive (comparable to a MORSE calculation itself for complicated
cases), depending on the line resolution requested and other variables. JUNEBUG plots are needed for
geometry testing only for oblique body intersections or .curvcd surfaces where two-dimensional PICTURE
plo‘w can be confusing (i.c., where three dimensions are required). It is sometimes difficult to get a true
two-dimensional plot from JUNEBUG. There Qre many options available for JUNEBUG. . Plots may be
made by medium. code zone, or input zone. Any Alincs may be included or oryitted by making these volumes

invisible, transparent, or opaque. Any volume or sub-volume of the geometry may be d}awn relative to any

external point.

-

It is secn that Fig. 3 is not dra‘wn with high i'esolut'ion (some of the lines are wavy and the intersec-
tions are not sharp). Some lines have beea omitted by input option for clarity. If the outer cylindrical vol-
- ume had been made opaque, then only the upper portion of the array under the dome would have been visi-
ble. The JUNEBUG module of the SCALE manual gives examples an;l information on the workings of thg
code. All plots in the cxampics of the MARS module were drawn by JUNEBUG and thus giﬁ: JUNEBUG
input data as well as for MARS. Work is currently in pro&rcss or planned to up-grade both MARS and
JUNEBUG in terms of computation time, memory requircmcnis, and.docurnchtation. especially error mes-

sages and diagnostics.

It must be noted that any geometry errors acceptable by the code as valid input data will not be
detected by cither plotting method unless the exact erroncous volume is encountered. Many PICTURE cuts

can casily miss a small error which may cause trouble in the MORSE tracking calculation if a particle

encounters the incorrect volume. Further methods of geometry checking as well as volume determination

(in cm?) for complicated shapes are given in Section' V.H,
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V. User-Written Routines

It is through the use of user-written routines that the MORSE code system has its greatest ﬁexfbility.
There are many examples in the RSIC code package and sample problem paekage. Some of theue routines
have been used .to such an extent that they are almost stanc.laxd parts of the code. Most of the required
cffort is directed toward the source dwcription- and estimation processes. As a result, the total MORSE
input data description is much smaller that a code with little or no user-routine requirements. User routines
~can be very simple or very claboratc sysicms with calls to other routines. Ah:nost any information conccrn;
ing any part of the code can be obtained and printed ouf. Special daia needed in a routine.ean be pro-
grammed directly in the FORTRAN. put in DATA statements, read the first time through the reutine, or
read in one of several dumm); data-reading routines and passed to the user ro.l'nine.through a user-created

common.
V.A. Physical parameters . P

In writing epecial routinee for MORSE, an uriderstanding of tﬁe vaﬁables m several standard commoﬁg-
. 18 essential. ‘I‘he primary common is NUTRON and ns vanabls for each pamcle are deﬁned in Table S.

Each pamcle has a unique NAME (an integer). These pamcle parameters are stored in an a'rea‘of blank
common called the “neutron benk' and are proeessed in order of the largest NAME (reverse order from cre-
ation in SOURCE) The NAMEX is the in‘eger associated with the ongmal source particle and will differ
fmm NAME for new particles created from splitting and generated pameles (ﬁsslon neutrons or peutron-
produced gamma rays). These generated pamcles are given lhe other parameters in NUTRON common
the same as those for the parent particle. Primary-secondary pamcles (neutmns or zamma tuys) are dis-
tinguished only by the energy group indices, IG and IGO (sce Section III.A). The physical locations in the
geometry where the variables i_n Table 5 n'lay'change are (1) source events, (2) pre-collision (scattering)
cvents, (3) post-scattering cvents, (4) internal (gcometry media, region, or-input zone) Bouydary crossings,
' and (5) outer boundary escapes. On a baundary the current (prescl;t) parametere are'fei the volume about

to be entered and the previous parameters for the volume just left. At a collision site these are the pre- and

pmt-eolhsmn parnmeters It is the statistical welght that is nltunately used m score the demed results. and -
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5. Definition of Variables in NUTRON Common

Table
Variable Definition-
NAME Par’ .cle's first name.
NAMEX Particle's family name.
IG Current eneréy group index. -
169 Previous energy group index.
. KMED Medium number at curreat location
MEDQLD' Medium numbér at previous locationf
NREG Region number at current location.
U,.V,W Current direction cosine.
ggig,vmn, Previous dj.rectiou cosines
XxY,2 'Cufreixt location. - L. ) -
Jz(gig,YﬁLD, Previous location.
WATE Current weight. ‘ o
¢LDWT Previous weight. ’(quiai to WIBC if noi p;tﬁ .1.2#8;5 N _ _-
. st&re:ching.) ' B . ) , B
WIBC ' “Ie:l.ght Just before_ cufreﬁt'; c;:l.];:lsiot.:} .. e
IBLiN 'Cu;frent zone ;umber. S .
IBLZ@ Previocus zone numb.er. g
" AGE _Current Age.'- ’ O
@LDAGE Previous aée.
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an understanding of the code and physical rneaqings of WATE, OLDWT, and WTBC is necessary for cre-

- ating user routines.

WATE is the current particle weight and its value is initially set in subr;:utin;: SOUkCE (default input
value is WTSTRT, usually cqual to L.0). The OLDWT is set to WATE befere each new tracking, colli-
sion, and analysis sequence begins and remains unchanged until resct before the next sequence. This reset-

_ting is done in subroutine MORSE at thc samc time ail “old” paraﬁctcﬁ are set to “current” paramcters
(seec page 20, Ref. 6). The other "old" parameters are in general reset at various locations in the sequence.
OLDWT is little used in preference 1o WTBC. The WTBC is set equal to WATE after a distance to colli
sion has been selected in subroutine NXTCOL and will remain unchanged from OLDWT unless the expo-

nential transform and/or non-leakage biasing is invoked.

WATE is the only variable altcrgd by biasing and it is set to zero {and thc. sequéncq terminated for that ’
NAME) for (1) Russian réulett_f:kill. tZ) escape from the outer boundary, (3) energy group limit cutoff, or ’
~ (#) time (AGE) cutoff. Ata splitgﬁg the WATE of each particle is halved, and .fo;' Rusiian roulette sur- |

vival WATE is set to WTAVG. At cach collision WATE is multiplied by Z5/Z7 to account for absorption.
The physical analogies for the various stages of ﬁ; réndém walk arc_' giv?n in ;l'able 6 Itis né@

" to use WTBC for pfe-collision analysis sﬁw MORSE calls .thr: collision analysi; routiné after the collision.
Other parameters which chapge after a collision are U, V, W, and IG. .It'is necessary to use WITBC for |

escapes since WATE has beén set to zero.
V.B. Helpful routines and commons

In addition to NUTRON common, there are several other commons a user-written routine may nced.
Appropriate table (T) or figure (F) numbers in the manual' are indicated in Table 7 for some of these com-
mons. There are several standard subroutines which may be called from user routines which retura needed

variables from these and other commons. Other routines spare the user an enarmous arhount of work in

. . -~
P o
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Table 6. Physical Analogics Corresponding to MORSE Weights

0 source

o in flight

o before collision

WATE = current, J

WATE =

WTBC =

WTBC/S,

"z

<«
“-y.

parucles/cm’ in a volume*
particles/cm® on a surface

current, J {particles)

flux ¢ (tracklength or length of flight)

there is no in-flight analysis of particle historics
‘(only at source, collisions, and boundarics)

collision density, 2,9
particles/cm?

flux ¢
particles/cm?

i <—*WTBC = fission neutron production »Z¢

fission neutrons/cm?

v 5—*WTBC = sccondary gamma-ray production YZ,¢

-l

gamma rays/cm’
o after collision WATE emergence scattering density, Zg¢ . -
particles/cm? 2 ’
WATE/Z¢ flux, ¢
WTBGWATE absorption density, Z,¢
o on a boundary WATE partial current, Jg
g , particles/cm?
®  WATE/ lcosol flux ¢ :
particles/cm? (@ is the angle between the pasticle
direction and the normal to the surface)
o outer boundary WTBC leakage current’
’ particles/cm?
WTBC/ lcossi leakage flux
particles/cm?

*All quéntities must be divided by appropriate v&lums or surface arcas
to get the correct units.
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Table 7. MORSE Commons Useful for User Routines

Common Contents

NUTRON — particle parameters - T4.5 _
FISBNK fission neutron parameters (k. calculation only) - T4.12
USER — additional parameters - T4.18
PDET — analysis data positions in blank common - T4.20 ‘
APPOLLO — additional parameters and blank common positions - T4.4
LOCSIG — cross-section data positions in blank common - T4.15
ORGI — geomciry zone number for LOOKZ call - T4.25 |
NORMAL - normal (perpendicular) vector at a boundary
GOMLOC — geometry data positions in blank common - T4.23
blank — general layout - F4.2
random walk data - T4.8, T4.9. T4.10, T4.11
cross sections - T4.16
analysis data - F4.6, T4.21
geumetlry data - F4.18 -

Table 9. Random Number Generators

Function or Routine Distribution and Interval
R=FLTRNF (DUM) Uniformy0 ( R { 1" .

R=SFLRAF (DUM) Uniform,-1 { R ﬁ 1

R=EXPRNF (DU}) Exponential, ¢ 0 { R<( =
R=RNMAXF(T) . Maxwellian energy in speed squared Vz.

cm“/sec’ for temperature T

(V=2E/m),0 { V¥ ¢ o

BR=FISENF(DUM) . Vatt energy spectrum in cnzl secz
for 235!!,0 £ Vz { = '
AZIRN(SIN, CCS) Sine and cosine of a random azimunthal -
angle © (@ uniform on 0 { @ £ 2n) )
POLRN( SIN, C0S) Sine and cosine of a random polar angle
@ (cos © mniforn on -1 { cos 6 { 1)
GTISO(U,V,V) Isotropic unit vector (im any order)

Umcos O, V=sin © cos § , W=sin O sin ¢
where 6 is a random polar angle and
¢ is a random azimuthal angle
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terms of scoring results and statistical analysis. These routines are listed in Table 8. The first three pro-
vide cross-section data as needed. PTHETA and EUCLID are used in the x;ext-cvcnt'utimation mutinés.
LOOKZ and NORML are available for source, albedo, and boundary crossing routines. FLUXST is caﬁed
from cach user 'routine from which results are oompil.cd; This and subsequent routines provide all book-
keeping analysis for averaging results, performing statistical analysis, and printing answers. The last three
dummy routines allow the user to re.ad in additional data, alter data read in before executions begins, and

add additional output capability. A few spccial versions of these last three routines are distributed with the

" RSIC code package.

In addition to the routines in Table 8, several random number generators are available for the user.
These are given in Table 9 and arc most often used in a source routine. The first five gcncrators are
FORTRAN functions, and the last three arc submutmu Thm routines are not derived from a uniform
random variable, ie., EXPRNF is not equal to -ln(RN_) w!'lere RN*FLTRNF..but another more’ efﬁcimt,
‘not easily recognizable technique. This is the case for ;naﬁy ‘more efficient metho&s such as selection of a
uniform random radius r in a circle of outer radius R. Scleétion of 4 ; R VRN 'is slower.than. r = R[max
(RN, RN,), ie., the mazumum value of two umform random numbers. Rcfercnces 32 and 33 ngc exaﬁl-
plcs of almost any eoncexvable random numbcr sclecuon needcd ina MORSE user routine. A random vari-
able sometimes needed in a user.rouune is that from.a Gaussian (normal) distribution. A gooc_l approxima-
tion is R = (RN; - RN,)*FWHM for zero mean and standard deviation o = FWHM/sz'E_z where

FWHM is full widih at half maximum. A more cxact mcthod“ is gwcn in Fig. 6 for zero mean and unit

standard deviation ( o x < oo)

V.C. Subroutine BANKR(I)

The interface routine between the random walk procedure.in MORSE and the analysis (user) routines is
called BANKR(D). Familiarity with this routine is essential for normal operation of MORSE. Table 10

gives the possible entries to BANKR for various values of I. In the standard routine the negauve indices

are set for normal use and the posmve indices have RETIIRN mn:ments 1o be replooed \mh call'
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Table 3. Standard MORSE Routines for Use in User Routines

Subroutine

Calling Quantities

Returned Quantitics

NSIGTA

FISGEN

GAMGEN
PTHETA

EUCLID
LOOKZ

NORML

FLUXST

INSCOR

STRUN

ENDRUN

o group number
o medium number

0 group number
0 medium number

o0 group number
o medium number

o group number
o medium number

o geometry location 1

o geometry location 2

o geometry location

o boundary location _
o crassing direction £2

o contribution to result

{WATE, WTBC, ctc. — see

Table 5)
o detector number
o group number
o time variable
0 angle variable

0 dumfny routine used to
read in data for user routines

o dummy routine for use by

user after all data is

read in but before a calcu-
lation (NQUIT run) begins

o dummy routine for use by
user after all standard
analysis (estimation)
operations are complete

oy
°2s/37

053,/Zy
oy Z,/Zr
o generated gamma-ray group aumber

o scattering angle cosine

o probability of scaitering through this angle -

o number of mean free paths between
locations 1 and 2
o intermediate boundary crossing locations

o input zone placed in ORGI common
o GOMLOC common locates mediom. region.
blank common

o unit normal vector i placed

' in NORMAL common (%7 < 0)

° ummétely compiles all resuits and
statistical uncertainty printed in output

etc.. in
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Table 10. BANKR Arguments

 BANKR Argﬁmcnt

Location of call in walk

10

u
12
13

After call to INPUT - 10 set parameters for
new problem

At the beginning of cach batch of NSTRT
particles

At the end of cach batch of NSTRT particles

At the end of each set of NITS batches -
a new problem is about to begin

At a source event

After a splining has occurred -
Afier a fission has occurred

After a secondary particle has been generated

After a real collision has occurred -
post-collision parameters are available.

After an albedo collision has occurred -
post-collision parameters are available.

After a boundary crossing occurs (the track
has encountered a new geometry medium
other than the albedo or void media).

_ After an escape occurs (the geometry has

encountered medium zero)

- After the post-collision energy group exceeds

the maximum desired

After the maximum chronological age has been
exceeded

After a Russian roulette kill occurs
After a Russian roulette survival occurs

After a secondary particle has been generated
but no room in the bank is available
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statements to user routines. Comment szau.:mcms in BANKR indicate from what routine in the random
walk moduie the positive index céll is made. For somé of the lesser usr;d options the call is not currently
made. as indicated in the comments. and must be activated if nccessary. The most uso;d options are for _the
physically analogous events: (1) source, (3,4) fission and gamma-ray éroduction. (5) collision, {7) boundary
crossing, and (8) escape. Many routines have been written for these options. The code already produces
standard output concerning many of the other options. The user is free, of course, 10 add to this with other
routincs or initiate other c‘alls frqm the random walk for information not included in Tablc 10. [t must be
remembered that ailf calls to BANKR are currently made after the particuiar -cvcnt. so prc-cve.nt analysis
will need Lo use pre-cvent variables. If two successive indices arc used in the same calculation, a IQ.ETURN
statement must be placed between the calls to the user routing;.s. Iz mus! also be remembered that zhé call
to BANKR for I=1is to analyza source events and is in no way conncctcd with the user-written sou;-cc
routine that creates source particles. . .

Special versions of BANKR are necessary for use with a hxstory ﬁlc (comsmn tape) . Thcse routines
contain zhe basic elemcms of the standard BANKR wnh extra programmmg ror reading and/or writing the
information from the BANKR calling indices. A MORSE calculation using a collxsxon tape is only an anal-

ysis caleulation using user routines. The call to the filc-reading BANKR prowdu cxactly the same random
walk information (which has bee.n wntten on the file as specxficd on mput in the random walk calculation)
as if the entire calculation were done in one step. These BANKR routines will be different for various com-
binations of (1) writing data, (2) readmg data, (3) analog-type data, (4) next-cvent data simulated as ana-
log, ic., make a boundary estimation appear on the tape as an analdg- ctossing, and (5) use with a DOM-

INO calculation.
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FIGURE 6. Gaussian selection proce&ure (from reference 34)

v¥.D. Subroutine SCURCE

The standard SCURCE routine and associated input‘reqnir‘p all particles

to be created which:
¢ are at the same point in space

¢ are isotropic (UINP = VINP -'m = (). or monodirectionsal (U]NP"Q-

V:IZNE'2 + \lINP2 = 1) in direction '

¢ have one group—~dependent energy spectruﬁ with optioﬁal biasing (ome

group for lll: source particles may also be set by inpat)
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b have a delta function distribution in time (usuallf AGSTRT = 0),
4 have the same weight (WISTRT nsually 1.0)

A system with fissionable media requires a fission spectrom for each fis-
sionable mediom to be specified by input., If any other sonfce distribution
and/or biasing is reguired, special programming is required. The user may
(1) write a new SOURCE routime (with the standard calling parameters), (2)
‘modify the standard routinme, or (3) call another routine from the standard
routine, Any standard input variable not réset in the user source remains
unchanged and is used for all source particles, The source routine is
called one time for each starting particle and all source particles are
processed before the r;ndon walk begins, i.e., the source routine is not
sctually in the random walk sequence. NAME and NAMEX are assigned consecu—
tively. In the following examples it is assumed that a subroﬁtinc
SOUR1(I1G,U,V,W,X,Y,Z,WATE,AG) is called st the end of the standard SOURCE

routine.
o Source example #1 (see Figﬁ:e .

Consjder a plane souice in thq !2 plane with particlgs starting in the-
+X direction, The plane.oxtends to +10 in both Y and Z directioﬁs; The
spatial dist:iﬁution is unifoin over the enti:eiplan;. but it is desired ;o
start 2/3 of the particles from the ~Y half and 1/3 from the +Y half, This
bias requires a weight c§r£ection. The nnndrnalizedlingnlar distfibnfioh
for.the ~Y half is cosine dist:ibuted.'poaked in the +X ditection, i.e.,

_.#(n) = p, the polar angle cosine. The angular distribution on the otker
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‘y=-10
z=10

. point

y=10
2=10

‘% E cosine

isotropic

y=10
2=-10

FIGURE 7. Source Exémple ]
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half is isotropic in the‘forwnrd direction, The rout.:lne for this c;se is
in Fig. .8. If the natural angular distribution on the -Y side had been the
same as on the left but g:.ven a cosine bias, then an additioul correction
would be necessary; WICOR = 0.5/P1/(2.%0), i.e,, natural f£(p)/biased £{p) =
1/2p due to normalization., If the source had been a volume, rather than a
plane, an X selection similar to Y or Z wounld ha_ve given a uniform

volumetric source,

0 Source example #2 (see Figures 9 and 10)

In this example it is desired ¥o select spatial points ﬁnifomly on
the surface of a hemisphere of radius R -~ the negative X half-space. The
angular distribution is isotropic in the outwaxd di..rection. This is a 5- |
group problem. Half of the source particles are picked from the input
energy spectrum. (nothing .done here) and half from the spectrum in the user
routine. The time a:lstribution is increased from zei.'o by an aﬁproxinate
Gaussian with mean TH seconds and standaz& deviation TSD. 1Im seiection of '
the outward'd:lrection. the angle cosine between the radius vector and the
randor direction must be poii_.tive. i.e., 'i'-"ﬁ > 0 wheére T = i(X-X0) + j(Y-
'YO) + k(Z-Z0) and Q@ = iU + jV + XV, _ The normalization of 1 is n;ot .needed
itere. It is possible to select li outward ;lirection on the heﬁisphere with
no rejection; howevir. ‘this would réquire a three~dimensional cbordinate
rotation for tﬁe direction cosines and would be nbre. difﬂcnit to verify.
If the spatial diitribntion in the h:lsphefc had been uniform in volume,
rather thu fixed on the surface, the RO for X. Y, and Z would have been
multiplied by the cube root of FLIRNF(0) - a random spher:lc.al radius.

-There is no biasing so the weight is nnchanged from WISTRT. If -ABS(XX)



r N rNr)

SOUR1(IG,T,V,V,X,Y,Z,VATE, AG)
DATA P1,P2/0.667,0.333/,X1/0.0/

P1 AND P2 ARE THE BIASED PROBABILITIES.FOR EACH HALF

THE NATURAL VALUES ARE 0.5 FOR EACH

WICOR=NATURAL/BIASED
X=X1

RN~ FLTRNF(0)
IF(RN,LE.P1) GO T0 1
Y=10,*FLIRNF(0)
Z=10,.*SFLRAF(0)
CALL GTISO(U,V,V)
U=ABS (V)
WICOR=0,.5/P2

GO T0 2

" 1 CONTINUE

Y=—10,*FLIRNF(0)
Z=10.*SFLRAF(0)

RN=FLTRNF(0)

U=SQRT(RN)
CALL AZIRN(SA,CA)
WU=SQRT(1.-U*0)
V=CA*WU
W=SASWU
WICOR=0.5/P1

2 WATE=WATE*WICOR
RETURN
END

Fig. 8. Source Example #1.

pick correct side
pick uniformly

in place

pick isotropically
in +X direction
weight increase

picked ~Y side
pick unifornm
in space

- S S , Yoy
}!N-{f(p.)dp I{f(p Ydp ﬁsgb?é

random azimuthal angle ¢
sin ©

V=sin O cos ¢

W=gin O sin ¢

weight decrease

WATE=WISTRT in input
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isotropic

= X

g

angular biasing

30°

_;...'x_

FIGURE 11. Source Example 3
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SOUR1(1G,U,V,V,X,Y,Z,WATE, AG)
DIMENSION SP(S5) ,CSP(S5)

DATA RO, TM,TSD/10.,1.0,0.5/,X0,Y0,20/0.0,0.0,0.0/

DATA IST/1/,NIG/5/

DATA SP/0.1,0.2,0.4,0.3,0.1/
IF(IST.EQ.0) GO TO 1

IST=0

FWHM=2 . #SQRT(2 .*ALOG(2.) ) *TSD
SUM=0.0 .

DO 2 I=1,NIG

SUM=SUM+SP(I)

NIG1=NIG-1 '

SUM1=0.0 _

DO 3 I=1,NIG1
SUML=SUML+SP(X) /SUM
CSP(I)=SUML

CONTINUE

IF(FLTRNF(0) .LT.0.5) GO TO 4
RN=FLTRNF(0)

DO 5 I=1,NIG1

IF(RN.LE,CSP(I)) GO TO 6
CONTINUE

I=NIG

IG=I

CONTINUE

CALL GT1SO(XX,YY,ZZ)
X=—RO*ABS(XX) +X0

Y=ROYY+YO '
Z=RO*ZZ+Z0 '
CALL GTISO(U,V,¥)

DOTP=(X-X0) *U+(Y-Y0) *V+(Z-Z0) *W
IF(DOTP.LT.0.0) GO TO 7 )
R1=FLTRNF(0) ‘
R2=FLTRNF(0)

AG=TM+FWHM® (R1-R2)

RETURN

END

Fig. 10, .Source Exmple'#z

isotropic vector

set FWHN

sum second
source spectrum

czeate cumulative
distribution CSP(5)=1.0

pick source spectrmm

pick energy group °
from second spectrum

' }mifom positions on

hemisphere
isotropic direction cosines

if inward direction,
try again

B }dot product e

set time
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were replaced by XX, the source would be uniform on the entire sphere. The
rejection of inward directions could be replaced by the following pro~

cedure,

A general direction cosine transformation is

2
U= . (Ylouocose - Vosine) + 0,

2
V= (Wovocose + Uosine) + UV,

-V

w= d(.l) - uz) 1- Wi)cosﬁ + MY

where U,V,W are the new (transformed) cosines
Uo, Vo. 'o are the old (incident) cosines

B is the cosine of the angle between the oid and new directions

and € is & random azimuthal angle 0 6 £ 2x

In this source example Uo' vo.-lo would be the normal vector com -
ponents at the surface of the sphere: '

U= (L= Z)/B, ¥, = (T - TR X, = (V- W, and

R= \l X - x ) +(y - Y, ) +(z-2 ) « For a more co-plieatcd surface,
the normal vector componeants could be obtained from subrountine NORII.
Also, IJ% + vf, + li = 1 and 2+ 1. For isotropic outward emis-

sion (0 { p 1) p = FLIRNF(0), and 3in® and cos® are from AZIRN(SX,CX).
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If Iwolaa in the above equations, U = \’1 e.pisine, and W -"nio.

These general transformation equations are the same as those used in
the random walk process for determining the outgoing direction following a
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collision. The p is determined from f(u), the scattsring function, and

UO,VB. 'o are UOLD, VOLD, WOLD.
o Source example #3 (see Figures 11 and 12)

The last example is for &2 right circulir cylinder of rldins.RH and
height H. The volumetric neutron source is uniform in radius from inner
radins RO to RM and a cosine distribution along the enﬁi:e cyliadrjcal
axis, f(z) = cos(nz/H). However, no source points are accepted in the
shell between R1 and R2, nor are they accepted if they are in mediumm 3,
The energy spectrum is from the input data for mediom 1, in gromp 3 only
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for mediom 2, from a T Watt spectrum in medium 4, and is a fonction of Z

in medium 5, determined in some function GETENG(1G,Z).

To ephance leakage out of the top and bottom of the cylinder, parti-
cles are given a biased angular distribution if they are created within
BHEN centimeters of the top or bottom. Half these particles are started
unifornly_vithin a 30° polar angle cone toward the top or bottom, one—third
uniformly in the remaining 60° outw;:d direction, aﬁé one-sixth isotropi-
cally toward the center, If this source were for the igitial batch of an
eigenvalue problem, then thé radial distribution might also b; & cosine,

f(R) = cos(nR/2RM), and selected from similarly as for z.



SOURL(1G,U,V,¥,X,Y,Z,WATE, AG, NMTG)
COMMON NBC(1)

EQUIVALENCE(MBC(1) ,BC(1))
COMMON/ORGI /DX, MA, NZ

COMMON/ GOMLOC/11,12,13 14,15 ,D1,D2 L3, D3, m.n5,1.6

DATA P1,P2,P3/0.5,0.3333,0.1667/
DATA RM,RO,R1,R2,/100.,10.,30.,34./
DATA CONV/1,91322E+12/

DATA H2 ,HMNIN/50.,25./,P1/3.14159/
RN~FLTRNF

ROS=RO*RO

ROQT=RN# (RMSRM-ROS) + ROS

RAD=SQRT (ROOT)

IF(RAD.LT.R2 .AND.RAD, GT.RL) GO TO 1
CALL AZIRN(SA,CA)

"X=RAD*CA

Y=RAD*SA

RN~FLTRNF (0)

Z=2*H2 /PI*ARSIN(RN)

IF (FLTRNF(0) .LT.0.5) Z=-Z
CALL LOOKZ(X,Y,Z,NEC(Ll) ,NBC( L2) »
# NEC (1.3) ,NBC (14) .N-BG(LS) .NE(L&))
NLOC=NZ+L6-1
NMED=NBC(NLOC) _
. ‘GO TO (2,3,1.5,6) ,NMED
16=3 :
GO TO 2
ENG=FISENF(0) /CONV
IF(ENG.GT.BC(1)) GO TO 5
DO 7 I=2,NMIG
IF (ENG.GT.BC(I)) GO TO 8
CONTINUE
1=NNTG
IG=I~1
G0 TO 2
1G=GETENG(Z)
CONTINUE
IF(ABS(Z) .LT.HMIN) GO TO 10
BN=FLTRNF (0)
IF(RN.GT.P1) GO TO 9
¥=1 .~FLTRNF(0) *0,134
WICOR=P3/P1
60 TO 11
PI=P1+P2
IF(BN.GT.PT) GO TO 12

m=H/2
RN~z -
RN - R
random radius
zeject
z
S£(z)dz
QS
BN=g/2
J £(z)dz
o . .

got medium
from zone ntmber

reject medium 3
energy in eV

energy too high, reject
NNTG=nmmber of groups

energy limjts are first in BC

. low energies put in last group

. select angle

uniform on 0 { & { x/6

1/6 ¢+ P1

Fig. 12. Source Bxuplc. #3
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12
13
10

W=FLTRNF (0) *0.866
WICOR=1.0
WR=SQRT(1.-W*W)
CALL AZIRN(SA,CA)
U=FR*CA

V=WR*SA
W=SIGN(Z,W)

GO TO 13

‘WICOR=0.5/P3

WATE=WATE*WTCOR
RETURN

END

FUNCTION GETENG(Z)

coding to give IG as a function of Z for medium 5

RETURN
END

Fig. 12 (continued)

uniform on n/4 £ 0 £ 5:/2
1/3-+ P2

¥ points out of cylinder
U,V,¥ isotropic from input data

correction due to angle selection
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None of these source e*anples in total would necesszrif& represent any
real system. However, the individual selection of variables are represen—
tafivo of actual MORSE cglcnlntions. Also, no attempt has been made to
optimize these routines in terms of programming or computing time effi-
ciency. This is rarely necessary for source routines siﬁce even compli-
cated source selection time is often insignificant as compared to the rest
of the calculation., Ease of verificntion is of primary concern. However,
any doubtful rejection techniques should be tested prior to a long calcula~
fion by placing counters and appropriate print statement in the programming
to determine th; ratio of rejections to acceptances. In fact, the entire
source program should be tested to determine if the random selections and
weight adjustments actvally reproduce (within statistical uncertainty) the
original distributions. This could be dome by calling FLUXST in the source
routine or rnnning a2 source only (no collisions) calculation with appropri-

ate estimation routines,

VY.E. Next—event estimation routines

V,E,1, BEstimation to a point. These routines are the most "standard”

" of any user routines issued in the MORSE code packago; The basic routine
is RELCOL called from BANKR(S5) aftor each collision for flux estimation to
point deteotor#. Pre-collision parameters nre.nsed (except for WATE) since
post—collision parameters have already been doternin;d. The detector léca—
tions for the detector loop are obtained from bl;nk common., The dot pro-
duct determines THETA = yu, the angle of "scatter.” PIHETA returns the
soattering angle probabilities P =f(s). EUCLID determines the mumber of

mean free paths (negative valia)'botween the collision site and dotccto;.



s¥

WATE is used instead of OLDWT since the "scatter” to the detector must also
include the pre-collision }/}.. The FORTRAN SIGN function in the contri-
bution CON to the flux is necessary dne to the negative values of the
Legendre polynomial expansion of f(u); The random enorgy group selection

must use positive values, i.e., the selection is made from IP‘IIEIP‘l
F 4

instead of P IZP and the estimator includes the correction P /|P l‘ZlP {
g ; g 4 ) s t 4

= izlPsl depending on the sign of P‘ for the sslected g. The ISTAT=1
[

parameter in the cross-section input (card XB) makes the P‘ available for
RELCOL. Note the commeat cards concerning NEX and NEXND in the u_ulysis
input data (card BB), as well as those concerning when enorgy biasing is
used in the random walk, Provision is made, although not included, to make
more than one estin;ate to each particular detector. In the FLUXST call, I
is the detector (input cards BB and CC), IL is the estimation group unre-
lated to any random walk values, AGED is the estimation trajectory timo.
increase over the random walk value, and COS is the trajectory l.nglo cosine
with respect to some direction corruﬁonding to the angle bin input date

(cards LL). The last item, SWITCH, is zero for most cases.

V.E.2, Estimation to volume or_surface. If the es’imation were being

made to a body of solid angle AR, this value must be determined and replace

29 Yhen AQ is sufficiently large, next—

the 1/B® term in the estimator.
event eciimation to a boundary is possible, Here thén post—-collision tra—
Jectory is extended to the boundary crossing, if possidble. The estimator
VWATE*EXP(ARG) is currenmt,J, and must be treated for grazisg anglexc:os:-
ings to determine the flux (see Section V.G). Much of the RELCOL program

ming can be eliminated for next-event estimation to a boundary since there



'is no random energy selectiom, but the boundary crossing location of the

extended trajectory must be determined.

V.E.3. Gamna-ray estimation, The "standard” RELCOL has recently been

upgraded to use the Klein-Nishina formulation for gamma-ray estination.36

The neutron treatment is unchanged, In. the old method, ncufron and ganmas
were distinguished only by group nmbe‘r. If the new method is used, the
cross section input must. include the Compton and pair grpdnction data cross
_sections in the first two positions in the ANISN library formnt. On card
XB replace NCOEF by —NCOEF, and the Comptbn and pair production partial
cross sections must be in positions IHT-3 and IHT-4, respectively, in

Table 1 {see page 4.6-41 of the .HORSE manunal revision ORNL-4972/RI) .

It has recentlly been pointéd out that this extra c;:oss—section treat—
ment is not needed and that all required data are available in the standard
1ibraries.’” It it is incomvenient to alter the ANISN library tsble posi-
tions in the dats or for ol@or versions of the code which do not contain
the new features, the following deielopeﬁt outl inés an interfaée #£ix”" to

oreate the ANISN formst positions in the cross—section libra:y.

For each nuclide on the cross—section library, the gamma-ray Po data

given, for each enmergy group, is
c:. total cross sectiom

and 6:_>‘,, each group—to—-group transfer.
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The total cross section is

ot = oPhoto , Compt . pp
8 4 g 8

where o_ghoto is the photoelectric (absorption cross sectiom),
‘Compt is the total Compton (scattering) cross section, and ozp is the
pair prodmction (scattering) cross section. For use in a transport code

with only one exit particle from a collision

as = o,Conpt " 2‘,m:;
8 4 g

and also

s _ s
% ‘Z. Og->g*

Thl;s, by equating the two expressions ff:r c: a'ndr using c:. thers are two -
equations and two unknowrs, u'g“pt and ozp. 'l'h_ﬁ czhoto" is in position .
IHT-2 in the table (Table I) and o': ccn.be determined by St—ninz the
transfer cross sections. '.I:h-us the user can put tlio two extra cross sec—
tions in the first ﬁo library positions and move 1.11' other 'tablo positions

down by two locatioms.

A more permanent update will soon be made in.mRSE where the nacros-
copic cross sections (the Z for each n?dim) are a#justed after the cross—
section rixing is done rather than for each nuclide on the library. The
user must verify that c;;hoto .is actuslly in the absorption position, IHT-2,

The absorption cross section iz not ;enorall'y used directly in a traasport
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code, and some evaluators sometimes put other data, such as-kerms, in that

position,

If it is knovm with certainty that there are little or no gamre
ray sources or production above the pair production threshold (1.02
MeV), then the Klein-Nishina equation can be programmed directly
into REICOL and the procedures for the pair production neglected. 36

Y.E.4. Other applications of RELCOL. There is one other ve:ﬁion of

RELCOL available - one tkhat makes an esﬁimation to all energy groups rather
than to a2 randomly selected group. This creates more contributions and
smaller variance but requires more computation time, For a given angle of
scatter some of the probabilities will be zero. It is also inefficient to
have the EUCLID call imside the loop over groups. A better progedure would
be to creite s group~dependent array for mean free paths.” A loop with the
EUCLID option for intermediate boundary c:os;ing betweei collision un§
detector i#int could then compile the needed data in this array for later
use in the loop for the flux estimate for each gronp,' Use of distances and

total cross sections (from NSIGTA) wounld bé necessary fﬁ: determining ARG.

An option which should be considered in each upplication of RELCOL is
the inclusion of probabilities of estimation P(E det) for each datector as

29 With p:obability P an estimation is made

a function of spatial positiom,
vand-the contribution is divided by P. VWith probubility (1-P) the estima-
tion to thsat dotecto:. and all computation, is onitted. This techniqus can
save much co-pntution time, but the user nust c:oato the P function which
can be dlfficult in systems with voids and streaming paths. The inclusion
into RELCOL of any of the techniques for eliminating the infinite variance -
cha:uéte:istic dus to the IIR? temm (once-no:e-oollidod— or ring- '

dotootor 9) would constitute a major progranling and debugging effort.
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V.E.5. Uncollided uext—-_gvent routine, Each calculation using the
RELCOL routine requires use of an uvncollided estimation from source parti-
cles.. The standard routine is SDATA called from ﬁANKR(l). Since z source
event can be thought of as another "scatter” eve‘nt. SDATA can be tuought of
as a simple form of RELCOL. A similar routine i.s needed for secondary gen—
erated particles — SGAM (identical to the standard SDATA) called from
BANER(4) for gamma .generation and for non-eigenvalue fission calculations
anotker call to standard (isotropic) SDATA from BANER(3). For eigenvalue
calculations the call is from BANKR(1) at the start of th; n;x.t batch. If
a neuntron—gamma problem is run in the primary—only mode, no scparate- pcoi—
lided estimate for gacmma genergtion is necessary. This is done implicitly

in RELCOL and any anisotropy in the generaied gmmi is automatically

included.

Uncollided estimation may be done lulyticallsr; independent of the
code, or in a separate calculafion and combined with the-collided results
later. The uncollided calculation can be onit.ted (no call .to SDATA) if it
is knovh.witli certainty that the contribution :ls_ in-significant as cdﬁpare&
to that of the colli#:lon processes, The usual ﬁrocedure is to use the
source parameters generate.d for th& random valk' (in NUTRON common} for 'the
uncollided estimates, i.e., estimate from X,Y,Z in -g:onﬁ 16, até. .If there
were some energy—angle £u.ncti§na1 form, then the"g:.:oup would be detem;lned
.in SDATA since the angle is fixzed by the iouco and d&t_ector logations.
The only difficulty (sometimes a major oxbne») occurs when the sounrce is not
isotropic. Then the 1/4n term in the estinatoz; must be r-eplaced by the
angular source distribﬁtion used to create the cumulative distributic;n for

random selection in the random walk source routil.u. Fission ncutroni and



secondary gamma rays are usually considered to be produced iiotropically -
1f.not. any available data may be used in the progranm.

In the first source routine e;anple (Section V.D) the +Y siie of the
plane produces particles isotropically in the forward (+X) direction. The
standard SDATA would be used here for detectors im +X ;1th 1/4x replaced by
1/2x since only half of the 4n solid angle is-included. If the geometry
actually extended in the =X direction, thefo would be no uncollided esti~
ﬁates in that direction. Fof the =Y side of the source plans the distribo—-
tion is a forward peaked cosine current f(u)=p (isotropic flux condition).
In this case the 1/4x would be repliced by n/n, i.;., 1/2n%2p (see Fig. 8).
In SDATA p = cos © = A/DS for this case. The general angular distribntion'

term in SDATA is



69
SO f)
- frian 2 ffwde
Q .

where f(u) and its noﬁnaﬁzation are that used for the random selection in source réutinc (sec notes in
Fig. 8), and u is determined by the soufcc and detector points. That is, f(x) is selected fion?arrandom u
in SOURCE and cvaluated for a specxfic # in SDATA. For the case in Flg 8,0 .< u < 1. If the nor-
malization vanishes over any interval (the denominator is zero), the angular space must be broken into seg-
- ments. If th;: azimuthal angle were not isotropic then both the source routine and SDATA- would be more
complicated. If f{x) is a discrete function. the procedure is still the same, ie., use the discrete value of f;

for the Ay; interval which contains .

For biased random walk source selection, there are two possnbllmcs for an uncolhdcd sumam;n (1) all
the biased source parameters are used in SDATA mcludmg the bxascd f(x) and the corrcctcd WATE and
(2) the natural distribution and the uncorrected wenghz (WTSI‘RT or 1.0} are used. The lattcr mcthod

wotld be preferable, for etample. for a natural isotropic source 'wnh a complicated bxasmg procedure i m the -
source routine. In the SDATA estimator CON. WATE would be replaced by 1.0 and ‘..he 1/4x tegm
retained.' . | . ' ' 4

In general, a.ny special f?atum in RELCOL sncﬁ as estimation imbaﬁilitia. aﬁﬁmi‘on to a boundﬁ.
etc;. should bc' applied to the uncollided routines wiﬁ tany approbn’ate Si‘mpli.fications. Attention should be
given to the last value (SWITCH) in the FLUXST ca'll from SﬁATA. The standard MOR_SE oﬁtput for-‘
mat for detector results includes a pbssibl; separate uncollided tcr;n If SWITCH < 1, the colhdcd and
uncollided results are scparate. For SW!TCH > | the uncomded is sull separate. but the total response
includes both contributions (assummg that SWITCH=0 in the FLUXST from RF.LCOL) Commcnts con- |
cerning the other items in FLUXST are as for RELCOL An-uncollided estimate can be made in conjunc-
tion with any estimator such as boundary crmsnng. for exampie, when it is desired to knou‘v_ th_e uucolhded
contribution. However, the two results cannot be combined (set SWITCH < lin SDATA) since analog
estimator results contafn any uncbllided flights from the‘tietector. However, the SDATA unoo'lli'ded results

are usually casier 10 obtain and will have a smaller variance than those from an analog routine.



V.F. Collision density and track length estimators

A collision density estimator would normally be called from BANKR(S) after a randt;m walk collision,

just as for RELCOL. In fact, this estimator could be included in a RELCOL routine: however, the associa-

tion of the next-event estimator in MORSE with RELCOL is well setyso another name should be used. The

collision density routine in Fig. 13 also includes parts of a track length estimator, which will be completed

in the two boundary crossing estimators to follow. Like the source routines in Section V.D, these routines

are for dcmoustration only and should not be considered rcpresentative, in total, of a realistie calculation.

Individually, the different detectors (second parameter in the call to FLUXST) are rcpresexitative of many

normal and a few upusual uses. These deteclors are:

B L L KR

1. fission production per cm?, vZ;¢, in the entire system of volurr{e VOL1. If this were an Eigen-

. value calcixlation. this and most other e'stimators would be excluded for the first several baichs _'

until the batch number (NBAT + 1 in BANKR) is equal to or grcater than NKCALC in

APOLLO common( see . /npu? card L)

abeorptions per cm? in the entire syqtém. The age is included here for time-dependent analysis.
In addition to the standard kyy calculation, another value could be

i N Z9 '

Kt = ZetL

where the total leakage L is from the ESCAPE routine (scc Fig. 15). For ks cvaluation, one
wants total producuon divided by total losses. Other k,f, estimators are possible,? and any sxg-
nificant difference of results should be investigated. In the above method, the three terms
must be combined by hand from final results unless a2 more ﬁbstantial programming effort it
made for a baich-by-batch analysis. The final fraction standard deviation FSD would be as
follows (see Section V.I) ' -

(S.HYFSD? + L2FSD}
D, = {FSD} +— - 12
0% ‘SD’ (Zee + LY )

~
.. +

L

ln any :n-dog calculmon the sum of T+l shou]d be exactly unity ‘since all msults are
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- SUBROUTINE COLDEN

COMMON/NUTRON/NAME.NAMEX.IGIGO.NMEDMEDOLD,
# NREG.U.V.W,UOLD.VOLD.WOLD.X,Y.ZXOLD,YOLD,ZOLD.WATE,
£ OLDWT,WTBC,IBLZN.IBLZO.AGE,OLDAGE

COMMON /APOLLO/DUM(8).ETATH
DATA NAM1/0/ :
DIMENSION DUM(8)

DATA YOL1,VOL2,YOL3,VOL4/100.,50.,30.,10./

DATA X0,Y0,ZO,RO/-15.,10..25.,10./
CALL NSIGTA(IGO.NMED,TSIG.PNAB)
CALL FISGEN(IGO,NMED.PNUF)
CON=PNUF*WTBC/VOLI
CALL FLUXST(1GO.1,CON.0,0,0)
CON=(WTBC-WATE)/VOLI
CALL FLUXST(1GO,2.CON,AGE.0.0)
IF(NREG.NE.3) GO TO 1
CON=WTBC/TSIG/VOL3
IF(NAM1.EQ.NAME) GO TO 3
NAM1=NAME

~ CALL FLUXST(4.1GO,CON,0,0,0)
CALL FLUXST(3,1GO,CON,0,0,0)
RSTS=(X-X0)**2+(Y-YO0)**2+(Z-Z0)**2
IF(RO.GE.SQRT(RSTS)) GO TO 2
CALL FLUXST(5.IG,WATE.0,0,0)
CALL NSIGTA(IGO.8,TSIG8 PNABS)
CALL GAMGEN(IGO 3.PGEN.IGG)
CON=WTBC*PGEN*TSIGS/TSIG
CALL FLUXST(6,1GO,CON,0,0,0)
CALL FLUXST(7,1GG,CON,0,0,0)
NDET=NMED+7
CON~WTBC*ETATH .
CALL FLUXST(NDET.IG,CON,0,0,0)
RETURN
END

get 24, 35/3y
get ’E!/ Zr
fission production

absorption density

collision flux

scattering density

gt vZ, /3

path length flux

Fig. 13. C;sllision density and track length estimator
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normalized to onc source particle. T.u-sian roulette kills and survivals will create a statistical
departurc from unity. These and other particle terminations, each as energy and time cutoffs,
can be investigated in more detail from the nominal output by appropriate subroutine creation

and calls from BANKR (see Table 10).
the flux, particles/cm?, in region 3 only.

the first collision contribution of detector 3. If NAME changes, this is the first collision for
that particle. If NAM1 equals NAME. this is a multiple collision of the same particle.
Further differentiality can be obtained iay creating counters for subscquent (second, third, etc.)
collisions. o ‘ | ‘ - T

total scaucred pamcla (no volumc normahzauon) ina sphcre of radms RO and center at XO
YO ZO No regard is gwen to medmm or rchon numbcr Note thc use of post-colhsmn

parameters, IG and WATE. '

the gamma-ray production 72,& (total gammas pm&uced) in the sphere of detector § for
medium 8. Assume there arc seven media in the geomeﬁ'y input (1 through 7) and medium 8

in the cross-section input includes one nuclide with the saine density (atoms/barn-cm) as the

partial dénsity of the same nuclide in the media inside ghe sphcre(sec S cc_"ﬂm Z.8 ).

the gamma production spectrum from the estimator in detector 6, ic.. the gamma pmdﬁmion ’

group is used instead of the neutron producing collision group.

— 14. these detectors give the collision 'si;c'co.m:_-ibution to the track length flux estifndt? in
volumes corfcsponding to each of the seven media. Thése volumes could be defined in various
other ways - In any volumc there are four types of flights: (1) ﬂights that end at a collision
that began as a collxsnon. (2) flights that end at a collision that began aa boundary crossmg. ’

(3) flights that cnd at a boundary crossing that began at a collision, and (4) flights that end at

-
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a boundary crossing that began at a boundary crossing. It is ﬁecessary that a path length.esti-
mation volume be defined by geometry surfaces that are recognized by the code so that

'BANK(T) is called from NXTCOL when particles encounter them. The surfaces must define

changes in medium number, region number, or geometry input zone. For time-dependent track
length estimators some decision must be made as to what Lime (AGE) to score — possibly the
mid-point of the flight. For time collection intervals much larger than flight times, cither AGE

or OLDAGE is probably acceptable.

V.G. Boundary crossing and track length estimators

Continuing with the seven media problem, BANKR(T) calls BDRYX each nme a-medium,
region, or geometry input Zone éhangc is cneountcred by a particle. Th; programmin_g for a lx;unq- |
ary crossing estimator involves the dcﬁn.it_ion of a particular boundary t;f 'interat (see Fig. 14). | In
this case, for detector 15, it is éssum;d that thcr'c is only one boﬁndary anywhere in the sys;ém
between ZBDX 0.1 fnd that it is in the XY plane. "I')iv)ision .by the area of this surface giv;s
flux in terms of particles/cm?. The surface could have been subdividegl jn!o Z segments or :.'-W
directions with further tests and detector numbcré. A discussion of the graﬁné angle problem is
included in the MORSE manual (Section 4.6.4). The call to FLUXST includes the ang!e casine
CSW for angle-dependent analysrs (mput cards MM )

Any number of boundarics may be searched fox.' desired cstimation with various methods for
acceptance or rejection. The remaining estimator hct"c gives the internal bounda:ry cox;tn'bntion to
the path length estimator, ic.. detectors 8-14. At a boundary i:rossing;. NMED is the medium
across the boundary in the direction the particle is traveling and MEDOLD is thc premus mcdmm

where the path length is measured
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SUBROUTINE BDRYX :
COMMON/NUTRON/NAMENAMEX.IGIGONMED.MEDOLD.NREG,
# U,VvWUOLD.,VOLD.WOLD.X,Y.Z.XOLD,YOLD,ZOLD.WATE.OLDWT,
# WTBCIBLZN,IBLZO.AGE,OLDAGE
COMMON/APOLLO/DUM(S).ETATH
DIMENSION DUM(8)
DATA ZBDX/5./.ABDX/25./.GRA/0.01/
Zi=ZBDX+0.1
Z2=Z3DX-G.1
IF(ZL.Z2.0R.Z.GT.Z1)GOTO 1 boundary in XY plane
CSW=ABS(W)
IF(CSW.LT.GRA)CSW =0.005 . grazing angle
CON=WATE/CSW /ABDX flux
CALL FLUXST(15.1G,CON,0,CSW.,0)
CONTINUE
CON=WATE*ETATH ' path length flux
NDET=MEDOLD+7 ' WATE = WTBC here
CALL FLUXST(NDET.IG,CON.0,0,0)
RETURN
END

Fig. 14. Boundary crossing aad track length estimator
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, .
The remaining possible contribution to the path length estimator. escape from the outer system

boundary, is in the ESCAPE routine (Fig. 15) called from BANKR(S).. If the path length vol-
ume did not have an outer surface boundary, tuere would be no contribution to that estimator here.
WTBC is used since WATE is set to zero for a particle whzch encounters mcdtum number Zero. lf
the system outer boundary was surrounded by medium 1000 and then by medium 0 then this
routine would be called by BANKR(7) and, in gencral. some search procedure wuuld be necessary
as in BDRYX for finding the desired boundary if thc crossmg angle is necessary. Dctector 16 is
used to illustrate the use of a counter (usmg umty mstcad of weight) for dctcrmmmg the nurnbcr of‘ '

escapes for both X <and Y < 0 This number (multtphed by the total number of startmg par- o

ticles) can be compared with the total number of escapcs in e standard output . 4 o ,'

- . B T .
. s . - R -
.2, -

The last part of t!tis routine repmsentu 5 very sﬁeciai example applicable to any estimator. For
two outer boundary segments X, -Y,~Z and -x.-f. 1+Z) it is desired to 'l‘ta"ve chergy, angle, and
time-dependent results. The standard MOkSE output format does not allow buth tune and angulat'
analysis, although there is a special four~dimcusiona.l analysis packuge available. ‘Huwevcr._all this .
~ can be done by using 3 separate dete:ttor for cat:b time bin in the staudard input data. The x posi-
tion for a point detector location is used to mput the lumts of the time bms If there are to be five
time bins, then ND, the total number of det:cto:s (card BB), will be 28 — detectors 17-22 for one
segment of the boundary and detectors 23-28 for the other ‘l'he times in thm two sets will be the .
same — the smallest time in detectors 17 a.nd 23 and the largest time in 22 and 28. It is assumed
that all values of AGE will fall bctwccn these two values, although other provisiuus conld be made.
The leakage current is dctcmtmcd here and divided by the appropnate time interval. Subroutine

NORNL is used to determine the valm: in NORMAL oommon
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SUBROUTINE ESCAPE

COMMON/ NUTRON/ NAME/MAMEX, IG, IGO, NMD, MDOLD, NREG
* U,V,¥,TOLD, VOLD, WOLD, X, Y, Z, XOLD, YOLD, ZOLD, VATE, OLDWT,

¥ WIBC, IBLZN, IB1Z0, AGE, OLDAGE
COMDION/APOLLO/ DUM(8) , ETATI
COMMON/NORMAL/ ON, YN, WN
COMMON BC(1)
COMMON/ PDET/ND, DUMM(16) ,LOCXD

COMMON/ GOMLOC/L1,12 13,14 ,15,D1,D2,LM,D3,L6 , LT

EQUIVALENCE(BC(1) .N:ec(l))
DIMENSION DUM(8),DUMM(16)
COMMON/ ORGI/DI,MA, NZ
CON=WTBC*ETATH

NDET=MEDOLD+7

CALL FLUXST(NDET, IG, CON,0,0,0)
IF(X.6T.0.0.AND.Y.GT.0.0) RETURN

CALL NORML(NBC(LL) .Imn%(gz) s[BC(L3)

*NBG (14) ,NBG (I6)
CALL FLUXST(1,16,1.0,0,0,0)
CSW=— ( USTN+VSVN+N*WN)
IPT=0
IF(Z.GT.0.0) IPT=1
DO 3 I=17,22
LOC=LOCXD+I
IF(AGE.LT.BC(LOC)) GO TO 4
CONTINUE
I=22
NDET=I+G*INP'
CON=WIBC/ (BC(I)-BC(I~1})
CALL FLUXST (NDET, IG, CON,0,CS¥,0)
RETURN
END

Fig. 15. Escape and track lemgth estimator

path length flux

. escape counter

normal points inward

leakage
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detectors 17-22 for one segment of the boundary aand detectors 2328
for the other, The times in these two sets will be the same ~ the
smallest time in detectors 17 and 23 and the largest time in 22 and
28. It is assumed that all valuves of AGE will fsll between these two
values, although other prﬁvisions could be made. The lenhke current
is determined here and divided by the appropriate time interval. Sub-

routine NORNL is used to determine the values in NORMAL common,

V.H. Comments on user estimator routines

It is seen that the versatility of éstimator routines is almost
lin.itless. Experience and ﬁeed will govern their creation angl use.
If two adjacent calls in BANEKR are activated in the same éalcnlstion,
s RETURN statement must be placed between them, e;g., calls to BDR!I.
and ESCAPE, ‘All results are ﬁomalized to one source particle. Any
 units of th:e source, sec * for example, will be included in all
results., All results are normalized 'by t;he interval of the collection
bins (2nAp for angles). Any output values not available through ordi-
nary imput, suchb as emergy dej:o:;dent response, can be programmed
directly using Tables 4.18-.4.21 in thc manual. Often it is desirable
to compare calculated finx sp;ctta with experimental result.s for which

the detector resolution has not been renoved.]"‘

This can be simulated
in an estimation routine using the approximate Ganssian techanique

(Fig. 6). A random energy is picked in the estimation group, and this
Gaussiarn smear is applied, If the new ﬁnorzy is now in another group,

this now group is ased in the call to FLUXST.
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As for the source routine, any estimation routine must ;; thoroughly
checked before use in a long calculation. The ETATH in the path
length estimator should always be equal to SQRT((X-XOLD)**2+(Y-
YOLD)*#*2+(Z-ZCLD)**2), A path length estimator can be nsed to calco—
late the volume of irregular, non-concave volunes.3o Fill the volmme
with interna2l void (medium 1000) and impose a unit isotropic flux
(cosine current) uniformly on the surface, A track length estimator
ssed in the volume will give the volume in cﬁs. This general pro—
cedure, independeant of volume determination, is a convenient way to
extend the geometry checking procedure over that from plotting pic—
tores, i,e,, fill be void volumes with particle tracks to check for
any gecmetry input errors, Special versions of path length and also
collision density estimation routines are available in some versions
of the ENDRUN user routine. There are certain restrictions, such as
one medium per region, and no statistical amalysis is available.'

These routines should pe used with caution,

If there is any.question &s to whether to ns§ collision density
or track length estimation, it is always helpful to use both in the
same volume and compare resnlgi.’.ln applying delta (fictitious)
‘sclttfringss and the colli;ion'density estimator in optically thin
media, BANKR{5) should be called from the spoéi:; version of NXTCOL
for & delta scatter. The cross section nscd for both real and delta

collision estimation is the maximum z& in the system, i.e.,

con-mcl& iz COLDEN.
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V.I. Combining Monte Carlo results

Often it is desired to combine the results of two different quan—

tities XA and XB in some way, where these results are either from the
vsune or different calculations, The combined result Xc has the gen—

eral form xc = £(X ,XB) where

1) addition

f(xA.XB) = IA + X5

2) subtraction

£(xX .XB-) -xA-xB

3) multiplication

£(X .XB) =X * X3

4) division
£(X ’xB) = xA/xB

The general form for the combination of vnrinﬂce. ai and dg, is
2 az Ffr2 2,3€\2 (_ﬁ
o, = —1C + g +p
C A(axA) 8 ’ A,B o \ B( x, axB

The correlation coefficient ’A B is zero if ‘the two resulis are
»
completely independent. Evea if there is some co'rrelntion. such as
for eigenvalune calculations, Pr.B is usually not known and is assmmed
» .

to be zero. Thenm, for the four cases
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2 2 2 e
1 and 2) cc-cA-l-o‘B
o'2 02
3 and 4) o2 = -A+-§xf:.
2
» 5

where xc = IA‘XB or xc = XAIXB

In MORSE, the statistical uncertainty is givem as fractional

standard deviation FSD of the result X, where
FSD = o/X.

Then for the above cases

| ECa——
1 and 2) Fsp, = MAA " TgFSTp

c - & xxy

. ' 2
3 and 4) FSD, = lpsnifmnn

In the example of tie second detector for the collisiom doisity
estimator (Section V.F), the mncertainty on the kbff was found by )
applying the above procedures first fﬁé the addition in the denomina—

tor and tken for the ratio..

If the two results ;A and 15 are in fact the same quantity from

two different calculations, they should be combined as a linear
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average based on the number of source particlés- from each c_nlculnticn
(or the nomber of batches if the number of pnrticles_ per batch was the

same in botk cases), NA and NB Then, for case (1) only,

N, ——5——%

. A
X, = £{X,.X) =T7—> X, +
c T IR TR R AT

2 _ [N 22, % _\22
% N, + AT (N, +n] °B

FSD, = o

c ™ °c'Xc

V.J. FUNCTION DIREC

If the exponential transform (path stretching, card I) is used, a
FUNCTION DIREC must be supplied by the user. This routine supplies
the preferred direction to the next path selection procedure from the
last ccllision site X,Y,Z (see pnxé 4.,4-35 in the manual). The most
common use is for the preferred direction to be toward a point‘detec-‘ '
tor ﬁsed in next—event estimation (see Fig. 16). The detector coordi-
nates can be obtained from blank common just as in RELCOL or from 2
data statemont. NUTRON common is also ﬁeeded. The dot product of the
particle direction § and the direction toward the detector is
g (?d-i‘) llfd-?l. If DIREC > 0, the track is- stretched toward the
"detector; otherwise, the path is shrunk. A DIREC = 0 gives no change,
.All weight adjustment is done automatically .in GETETA, called from

NXTCOL.
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FUNCTION DIREC

COMMON/ NUTRON/ MAME, NAMEX, IG, mo.muzn MEDOLD, NREG,
* U,V,¥,TOLD, VOLD, YOLD, X, Y, Z, XOLD, YOLD, ZOLD, WATE,
* OLDWT, WIBC, IBLZN, IBLZ0, AGE, OLDAGE

DATA XD, YD, ZD/10.,20.,30./

DIST=SQRT( (XD-X)*#2+(YD-Y) ##2+(ZD- Z) *#2)

DIREC=(U# (XD-X)+V* (YD-Y) +W*(ZD-Z) ) /DIST

RETURN

END

Fig. 16. Example of a simple FUNCTION DIREC

FUNCTION DIREC(0)
COMMON/ NUTRON/ NAME, NAMEX, 1G, IGO, NMED, MDOLD, NREG,
* 1U,v,¥,U0LD, VOLD,WOLD,X,Y,Z,X0LD, YOLD, ZOLD, WATE,
& OLDWT,VWIBC, IBLZN,IBLZO, AGE,OLDAGE |
DATA RO,YC,2C1,X(2,ZC2/1.0,0.0,5.,10. ,20 /
IF(NMED.EQ.2) GO TO 2
DIREC=X inside drct
IF(N'RE}.ED.J)DIREC?Z :
RETURN
IF (NREG.EQ.2) GO 'm 3
B=YC-Y
C=ZCl1-Z .
IF(NREG.FQ.3) C=ZQ2-Z horizontal legs
A=SQRT(C*C+B*B) ‘
GO T0 4
A=IC2-X ,
B=YC-Y ' ) vertical leg
C=SQRT(A*A+B*B) .
DIST=SQRT(A®A+B*B+C*C)
DIREC=(U®A+V4B+W*C) /DIST
RETURN
END

Fig. 18. Example of a complicated FUNCTION DIREC
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In Fig. .16 if XD, YD, ZD defined the center of a spb.er.e,-a final
statement DIREC = ~-DIREC would stretch all paths going away from the
center and shrink all paths going toward it, If it is desired to
stretch paths in some general direction (e,g., if there are several
detectors) rather than to a specific point, other forms are needed. A
simple DIREC=W wonld‘ stretch a1l paths in the +z direction, aﬁd
DIREC=-¥ would streich all paths in the —z direction, For a2 more com—
plicated cdse, consider the bent, circular cross—-section duct in

Fig. 17, with three regions as shown, Assume the sntire centeriine is
in the same XZ plane (y=YC). The material in the dl.zct is ;edim 1,
and the wall material is medium 2 (there is no duct wall or limer).
The arrows indicate the prefereatial directions, here taken as 435°
from the w:ll; toward the duct centerline., The routine is given in
Fig. i8. Russian roulette and splitting should be used in the wall
medium so that particles are not folioved too far ianto it., It is a
good idea to incrnse.PAm (the amount of exponential bias, input
cards J) from 0.5 near the source (reiion 1 in Fig. 17) fo 0.7, or

higher for gamma rays, near the detectors (region 3).

V.E. Subroutine GTUED

The user may interchange goonétry (CX) and cross-section (SX)
media aumbers in this routine without altering anmy input data. Sup~-
pose there is a SX=7 not referenced in the geometry data which is to

be used in CX=3, Also, it is desired to interchange cross—section

moedia numbers 1 and 2 .in the geometry. The routine is
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SUBRCUTINE GTMED(CX, SX)
SX=CX

IF(CX.FQ.3) SX=7
IF(CX.EQ.1) SX=2
IF(CX.EQ.2) SX=1

RETURN

END

The default for this routine is SX=CX.

This procedure can be used to

change mixtures, densities of the same mixture, etc, Media 0, 1000, and

slﬁedo media are not allowed here.

«

\ REGION 3

\- REGION 2 -
REGION 1 \

\ —'-\———-.__ZCZ

K

/yi \\\

\
0] —— — ———
. —

Fig. 17. Geometry for FUNCTION DIREC exxﬁplo

Ve e pma——



V.L. Advanced user programming

The user routines described, or their defaults, are necessary for normal use of MORSE. It is possible to
simulate many effects not in the standard MORSE code. or to program in many features ordinarily supplied

by input data. Among these are:

e Play Russian roulette and splitting at boundaries rather than at collisions. Call TESTW from

BANKR(7) — boundary crossings.

* Sct region number by programming a geometric functional form as in the TRIPOI;I code™
from BANKR(5) or BANKR(7). This cou!d be done in subroutme NXTCOL after a collision

| site has been selected or ata boundary crossing locauon. done before or aﬁer COLISON or m
TESTW. Make sure the standard mput data has st aside the correct locations in b}a_nk com-

mon for the number of regions to be created.

o Set Russian roulette and splitting parameters by functional forms rather than by input data. At
. the beginning of TESTW replace the WTHIR, WTLOR, and WTAVG from blank common

. ' with any new values. Make sure the standard input dat-a scts aside enough room in blank com-

. mon even though this data is nof used.

. Crcaie‘a special NXTCOL mutine to create coliision sites and boundary crossings instead of

using the standard geometry rmitina and input data, ic., write a user geometry ‘backaﬁe.'

" There are, of course, many other possibilities. The user ﬁm be aware that any _;:hinges such as these
can accidentally introduce errors iﬁto the code. Familiarity with subroutine MORSE axd 3l standard code
features is essential. A substantial series of checks and debugging runs ﬂgould be made v;hen making

changes such as these. [tems in this section should be considered only by eipen users of the code. '
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V.M. User routines with array geometry

In the array geometry (MARS) version of MORSE. the position and direction paramctcrs in NUTRON
common are in the coordinate system of the curreat universe (local coordinates). Often the uset routine
neceds these variables in the coordinate system of the zero universe (gl&bal coordinates). The user routine
must (1) first save these variables with dummy values (X1=X, etc.), (2) CALL NETLEV(2,BC), where
BC is blank common, to convert the nceded variables in NUT RON common to global coordinatcs, {3) per-
form all necessary user routine operations, and finally (4) reset the NUTRON common variabics from the

dummy values (X=XI1, cic.).

V.N. Summary of user routines -

.

The user routines possibly necessary for a MORSE calculation are:

e before the random walk begins _ I -;
SOURCE (creates all particle source parameters) '

SDATA (uncollided next-cvent mimatbr)

® during the random walk
DIREC (for cxponential transform)

GTMED (change cross-section and geometry media)

* cstimation analysis, independent of the random walk
- RELCOL fnen-eyent esu'maiion) | _
SGAM (uncollided cstimation for generated p@cks) ' )
COLDEN (collision density and path length) |
BDRYX (boundary crossing and path length)

- ESCAPE (cscape and path length) _ ’ o :



None of these routines would be necessary for every MORSE calculation. The estimation routines
should not change the random walk procedure in any way (except possibly alter the ;andom number
sequence when random numbers are needed in the esiimators). Except for the comments regarding the
source routine {Scction V.D), all these routines should be constructéd as cfficiently as possible m terms of

computation time.

Thc user must be aware that MORSE has had widespread use for many years. It is possible that errors
still exist for some little-used combinaiion of options or for any relatively new features, such as the array

gconlclri. However, il should be assumed thal any trouble anywhere in the code might be caused by a user
routine error and/or incorrect input data. As for any large code system, the trouble may appear (error

message, termination, unreasonable results, ete.) far from where an error was introduced. '
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V1. Adjoint User Routines

The case of using MORSE'in the adjoint modc has been outlined previously (see Section I11.D), as have
the general reasons for using adjoint methods.®* Between thc_sburcg and estimation processes the adjoint
calculation is handled completely automaticaﬁy by MORSE. ‘Howew.rcr. the creation of source and estinta-
tion routines and the associated normalization is noi always apparent and straightforward as is usually the

case for a forward problem. The general relationships for phase space P are:

e adjoint source, S*(P) = forward response, R(P)
e adjoint response, R*(P) = forward source, S(P)

e total response X_;og - f“P)R(P)JP - AADJ. - f¢‘(P)S(P)dP

.. . . .
L 3 . - - .-
. . .

{the X's are cquivalent, the s'ubsc'riﬁts only denote the mode of éécpla;ionj .

- factor 1o apply 1o MORSE forward (FOR) or adjint (ADJ) results due tc code normalization

tbonesourc_:epaniclc - R ) - T
Nrog = [S(P)P (often umty)

_ N aDs = R(P)_d'P : (oﬁen not umty}

It i3 usually desired to obtain adjomt mults in a form as xf the calculauon: were in the forward mode.
. l.c.. muluply the adpmt results by NW/N;Q,_. In the equalny Am,. - kw n is ssumed that the normal-
. izations havc bccn apphed. In rzamy, the eqnahty is Nm,_x;m - lem where thc A’s au codc rsults
. pormalized to one (forward or. adjomt) source parucle In applymg the adjomt normalmmn. more care
must be taken with volumes, surface arcas, angular dnsxribuuon. ele., lhan is usually nwasary for rotwml
' ;calcnlanons. Appendxx B in Ref. 41 ngu F ducussxon of the units and dnmensnonamy assocmed \mh t‘or-

‘ wm! and adjoint companson A summary of tlus analym in terms of umts or eaxch quanmy (for nzunmhal

'~~’|mmetry)uut‘olbm. o . - ST S -.:-'_::'



forward pariicle trackiength _
volume-energy-steradian

forward flux o(RE ) =

cm _ 1 ,
cm’—eV —2xAu emi—eV —2xAu

forward particle -— 1
volume-energy-steradian ~ cm’—eV —2xAn

forward source S@.E.Q) =

response 1

Sforward particle tracklength = cm

forward response R(@LE,G) =

adjoint particle tracklength __
volume-energy-sieradian

adjoint flux ¢ (LE.Q) =

cm 1

cm.’-cy—ZrAy. .cmz—‘eV-ZwAu' . ) g ..

adjoint particle - |
volume-energy-steradian - cm3—eV —2xAu

adjoint source S*(R.E 3) =

response S
adjoint particle tracklength cm

adjoint response R*(fLE.Q) =

Equating SG.ED) = R*F.E ﬁ) and 1.2(7.5 5= .S‘(?.E .§5 gives,for both cqualities, .

.. .. _ response mlum-energy-.u'en‘:dian em’—cV —2xau _. 2 g R
- - . cmi—eV —=2xdp .
adjoint particle Jorward particle tracklength i cm - : P -
Substitution of the above quantiiy into the adjoint flux ¢°(F.EB)gives -,

[ . . . Y

-_e.-re:n:e e
»FED .I—EL—ONMWML ST

[
.

Ve . &



This expression can be interpreted as the importance of a forward particle, the classical definition of the

adjoint flux.*

When the adjoint mode has been selected for some reason, ii is still: cc;nveniem to‘ think in terms of the
forward mode cstimation of the results. That is. if a forward source and estimator had been used. what is
the corresponding adjoint procedure? The adjoint source mechanics must simul‘ate the‘ opposite cffect of
" that for forward estimation, and ihc adjoint estimator mechanics must simulate thc opposite effeet of that

for the forward sdurcc. Use of the above relationship for A is helpful. It should be emphasized that S(P)

and R(P) can take on other than cnergy dl:pmulcmn:T In doing forward Monte Carlo and the associaled

mechanics of source and estimation routines, it is hclpful to think in tcrms of particles (curreni). Flux is

the quantity from the estimation routines used for muluphcauon with a response funcuon In an ad)omt

s

calculation. particularly for a mulugmup code hke MORSE the code mcchamcs arc the same s for thc

forward case. However, ad)omt source and response speclﬁcanon and normahzanon are someumes d'lﬁ" cnlt.
or confusmg. due to .the ﬂnx (no! currcnt) tcrms in the mtcgrah for )«,—og = lm; ‘l'he next six secuons
discuss these items for point, surfacc. and volumetnc adjomt sources and estimators. ’

T

V1L.A. Point adjoint source

This case corresponds to a forward ncxt-évem cstimation td 2 point. Since this is a forward finx estima; A

tor (currcms are not consndcred). the adpmt source 13 selectcd dnrectly from R(P), mu 1;, xm, -

I¢(P)R(P)dr I R
S*F) = R(F) = a(r—r.),pomsoum (card n) - .' G
S‘(E) R(E) =~ R,,standard sourcc specu'um mpm (cards El) usmg . _ -

thcforward response. The code revcrscs thc group structute :_‘

" and creates the cumulauvc dxstnbnuon. '

S« - ,(ﬁ),!f the respone is notropxc (as is nsually the cne), - | _.‘ -
. S‘(ﬁ)- il bccause estimates are scored identieally in the fonrnd ':. _fj.’..' N
> . . V. '..‘ .: .'. .;- - 3.' * >
case rcg:rdleu of thc du'ecuon of thc trajcctory toward the " ol - .
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point. Use GTISO(U,V,W) for initial adjoint particle directions.

The point adjoint source normalization is, in general, and then for the usual cases

NADJ - _"S.U’)JP

= [ R(PF [ R(E)E £R,(ﬁ)d§

F [3
= [ #F-F)dF 3 R, £ %
r 4

= (I(ZT R)4x)
t

The adjoint source ene gy normalization, Y R,. is done autqma.tically by the MéRSB code for all cascs.

K .‘:..--- ’ .

VLB. Surface adjoini source

The two usual forward surface estimators are flux ox ji and current J. Although tlie estimation of ¢
in Arop = f ¢{P)R(P)dP has angular dependence, it is wun_:ed that R(P)=5*(P) does not. However, if
‘A is a current (leakage across a boundary), then Apop - f 6(P)udP = J' J(P)dP. But the mpon;e asso-

ciated with ¢(P) is R(P) = u. Therefore.'S"@) -0 simi{ate a forward current estimator.
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S*(M = dA  pick adjoint source points uniformly on the surface arca
for which forward estimates would be scored independent
of position.

S*E) = R, same as for point adjoint source

S5(% = df  same as for point source flux.
For forward estimation in only one direction,
such as leakage flux at the outer boundary,
adjoint particles are selected uniformly
in 2= steradians.

SHD) = for a leakage estimator, select adjoint directions from a
cosine distribution relative to the normal of the surface.

For an interior boundary total current. half the particles
start in each direction.

The normalization for the flux and current sources are:

Nxm-fdAER,‘[dﬁ
4  §

- 44 3 R,
' £
2r 0 1. :
Niw =4 - Z R ds |—f wdu + [ udn : - —i<u<l
f ] [ - 0 -
= 2r4 Y R,
s

The normalization of particle emission from only one side of a boundary (0 < u _< 1) would be 1/2 of cach of the

above terms.

VI.C. Volume adjoint source

The two common forward volume flux estimators, collision density and path length, are shﬁulated by the

same adjoint source. Forward current estimutors are not considered here.

$*(r) = dV  select positions uniformly in the volume
S*(E) = R, samc as for poiht

S*(T) = df  same as for point if forward estimation is isotropic



A volume adjoint source normalization is similar to that for the boundary flux
Naos = &V 3 R,
]

If a calculation involves some unusual forward response function, such as a collimaﬁd detector, so that
S*(f) is uniform in some interval other than dx or 2=, this must be included both in thc source emission
and normalization. The functional form of any variable, continuous or discrete, must be accounted for in
both processes. Adjoint particles should not be stax;led where the fotward response is zero, i.e., fui- R, =0,
or for groups below that corresponding to ECUT in a simulated forward calcula'nion;,or in ‘yolums.' ox; sur-
faces, at points, or in directions for which no forward scoies \:vould have becﬁ made for a partiéulax: evalua-
tion of A. Only one (forward) detector can be evaluated in one adjoiﬁt calculation, in contrast to a for;jard

calculation. However, the adjoint mode can cvaluate this detector response for multiple (fdrwani) sources,

which the forward mode cannot, All of the forward response non-zero phase spaée must be sa_implei‘l for the P '

adjoint source. If natural sampling is inadequate for good st;tisﬁcs. then the same gei!cral bidsiqg tech-

niques for forward source selection should be applicd.

The user estimation routines for MORSE adjoi.i:t calculations are ident—

ical to those for the forward mode in terms of code variables and tech-
niques used. The adjoint flux 6 * is the mathematical impcrtance function

regardless of what estimator is used. The emergence adjoint particle den-

sity, WATE = gd ‘, is the value fnucti.cm;43 It must be remembered that the

adjoint "side”™ of a collision, incoming or outgoing, corresponds to the

opposite of that in ti:e forward sense, In the following sections, the
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adjoinrt response R*(P) = fcrward source S(P), is given for each tyre of

geometric detector. There can be multiple adjoint detectors of different

types (forward sources) for one calculation.

VI.D. Point adjoint detector

This case corresponds to adjoint flux from next—event estimation (REL-

COL) including sn uncollided estimate (SDATA).

Re(r) = S(1) = 6(;4;0) point detector input (cards CC)

R*(E) = S standard response inpnt (cards FF) using the forward
8 source spectrum (unnormalized fraction of forward
source particles in each group, i.e., what would go
into card El1 for a forward case) — see comments

roegarding S®(E)
Re(Q) = S(Q) - for a isotropic forward source R*{(Q) = 1/4x;

otherwise, the angular dependence of the estimation
trajectory from RELCOL or SDATA must be considered.

The forward source normaiization (adjoint detector) is

Npop = / S(2)dr J S(E)ME [s(2)dd
p B 4n
= [ 8(r-z_)dr »5_ [ dd
-0 o % g 4"41: |
4
~5s
s 8

The result of an adjoint calculation LAni.is. when normalized to give

the results in terms of a unit forward source

N
*ror = *any Neom

e o
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where NAD.T is the adjoint source normalization from amy'of the above cases

(Section VI.A, B, or C). It is seen that the ratio of lADJ/NFOR is the

same whether or mot z S‘ =1 or R*(3) = 1 or 1/4n. In scoring with
' 4 .

R’(E)-S‘ in the A,n. result, amy normalizationm in 8' will cancel with that

in NFOR

= ZSS. Likewise, the normaliz:tion of R*(Q) will also cancel in
4 .

the I'ADJ' and NFdR’ i.e., if S(2) in the NFOR above has the 1/4xn, then the

estimator in LAD.T must also contain 1/4%. Any variasble or constant term

appearing in the LADJ’ estimator must appear exactly the same in NFOR‘ '
VI.E. Surface adjoint detector

Just as for a forwa;:d case, & surface adjoint estimator can evaluate
J* or 6 * = J%/[u]l (WIBC or WIBC/lul). However, only ¢ * can be used to
score with the forward source S(P) from i, . = J ¢ *(P)S(P)dP. Using J*
would be equivalent to scoring with another forward source pS(P), but S(P) -
is fixzed and casnot bz changed. To score total forward leakage T = lAi)I
would require S* = R = u to be the proper adjoint leakage source, rofurd-
less of the a.djoin?: scoring funotion S - R* used here. Standard grazing

angle techniques must be employed for é * svaluation at a .bonndnry.

It is the Aadjoint current J* that is used in coupling techniques in
the response n.ode. i.e., adjoint mRSE-for'u& DOT in DOMINO, just as J is
used for forward MORSE-adjoint DOT, This is because DOT provides a flux -

zather than a current, as for al physical source,

| . .
*por ™ I ¢ yopt por® W48 = Aypr = [ 6 yopé poyln0ldl
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The ¢ mn(;'i) or ¢ l«m(;'a) is just T or J* and

.-

Agog = / 6 di = Appy = [ 7% ad

For the surface adjoint detector
R*(z) = S(z) = 1/A divide by the surface area for each score
R*(E) = SS same as for point adjoint detector

R*(3) = S(2) forward source angular distribution

For azimuthally symmetric adjoint estimation across (forwarﬁ
emission from) only ome side of a surface S(0) = f(u)/2n, and f(p) =
1/2n for isotropic emission, pu/n for cosine emission, and G(u-uo)IZn
for monodirectional emission, which could be scored only with next-—
event adjoint estimation to a surface, i.e., no adjoint particle could
cross exactly in the right direction, The functiomal form of any
other continuous or discrete S(8) would be scored depending on the
adjoint directionm, -8, crossing the surface, i.e., the BADJ = =0 is in
the opposite sense of the forward sou:.;ce emission, The forward source

(adjoint response) normalization is, for only one side of a surface

(0 ugl)

in 1 )
Neop = / 4A/A 2 S [ a6 [ #(w)dn
A s o o
1 : .
= 2% z s [ £(p)dp
s Po

In‘dote:lin'ing the result for 2 unit forward source AFOR' as for

the point adjoint detector above, the source spectrum normalization

cancels in the a'ADJ’INAD.T ratio, Likewise if the inverse of the area A

were not included in the estinnto for z‘ADJ‘ it would be included in



02

the N

FOR® i.e, S(r ) would be unity and the integral would give A.

_ VI.F. Volume adjoint estimator

The procedure hero would be the same for both adjoint collision
density or path length estimators in a volume where forward source

selection would normally be uniform in volume and isotropic in direc—

tion,

R*(z) = S(T) = 1/V divide by the source volume
R*(E) = t"8 same as for point adjoint detector

R*(Q) = S(2) = 1/4n forward source angular distribution

Newp =S dV/V ) S [ dQ/4n = )} S
FOR %;5 n %,

As for the surface adjoint response, if the 1/V and 1/4n were replaced
by unity in the evaluation of Lm, these terms would appear in NFOR giving
the same AFOR' The same comments apply also to the source spectrum normal-—

ization,

Time dependent adjoint calculations are performed the same as forward
calculations with regard to the time variable. 'ﬁno elapsed time At is the
same whether time goes forward” or "baockward.,” Thus, after the other
variables are selected from the adjoint source S.‘-R., the time is ;olected
from the forward S(t), oftea B(t-to). The adjoint pu'ticle' is scored with
the forward response R(t), usuvally unity, i.e., the particles are scored
the same regardless of the value of the time varisble, The time cutoff and

time collection intervals are llfo the same as for the forward case.
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Several general comments can be made concerning the adjoint resalts.
If it is desired to calculate total forward flunz 6 or curreant J, i.e.,
"AD.T
That is, ;djoint particlgs are selected uniformly in group nmmber since

= § or J, then the adjoint source S*=R would be unity in all groups.

R(E) =1 for 6 or J calculation in the forward mode. Energy group depen
dent adjoint results have no co:respondenée to the forward calculated grounp
results, but the integrated quantities are the same, "FOR = A’ADJ” when the

appropriate normslizations are applied.

Vi.G. Forward energy~dependent results from adjoint calculations
It is possible to obtain forward energy dependent results from adjoint
calculations by scoring in the adjoint response R*=S with the energy group

29 To

of the adjoint source rather than the emergy group of the estimation,
score forward flux, the adjoint source S* =.R would be unity for all
groups. In the call to FLUIST in the adjoint gstination routine, 'nso IGc
{or IGO) in the normal place, and in an additional calling parameter use
the group number selected for that particle in the source rountine, IGS.
This cbnld be @one by filling a user array in commor in the source routine,
i.e., COMMON/SOUGP/ISG(NSIRT) where NSTRT is the number of source parti
oles, and setting ISG(NAMEX)=IG for each source particle. Any socdndary
gensrated pnrticle_rill have the same NAMEX value as the generating parti-
ole, The call to FLU!ST in the sstimation tontia:m would use IGS=ISG({NAMEX)
as the additionmal callin.z parameter. This procedure could also be done by
use of an unused NUTRON common variable, o.3., AGE for a time independent
calculation., Set AGE=IG in the source routine, and IGS=AGE for the call to

FLUIST (make allowance for any fixed-floating point nmmber roundoff). The
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incrementation of AGE in subroutine NXTCOL must be deactivated., The first

card in SUBROUTINE FI.UXST. must be changed to accept the additional calling
parameter, Before the final loop,in the variable IB, change IGE (the stan-
dard energy parameter) to IGS. If this procedure is used witk adjoint
JORSE in DOMINO, the standard FLUXST is called with IGS as ths first param—

eter since the coupling code antomatically selects the correct DOT forward

flux.

The cnergy—dopendent restlts from the above procedure will be the same
as those from a forward calculation (within statistics) when given the
appropriate normslizations, This is the same as making a separate adjoint
calculation for each gr.onp. as is necessary for determining discrete ordi-~
nates forward flux from adjoint calculations., This procedure of forwarxd
differential :esnits ffm adjoin't calculation can be extended, in princi-
ple, to any variable by scoring (calling FLUXST) with the variable of the
adjoint source rather than the value at the time o:é estimation. That is,
divide the source into angular or spatial intervals (like energy intervals)
and score with these intervals when a particle reaches the dstector.

VI.H. Example of MORSE adjoint calculations

Given here are two examples of adjoint MORSE calculations which are

44

extensions of those given earlier, . The forwar& procedures are also

given. Consider = sphere of radius R of one modium centered at X=Y=Z=0
with & wiform volumetric and isotropic angalar source. The source enesrgy
dependence S s is different for eack of the NNTG groups, It is desired to

calculate the total leakage at the outer surface, Start particlos with
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unit weight (WISTRT=1 on card C) in both cases. The fiorward calsnlationm is

straightforward in mRSE)and is as follows?

¢ The souxce sﬁctru is input into cards El,
® Set UINP=VINP=WINP=0 on card D (isotropic source directions).

¢ In a user source routine call GTISO(XX,YY,ZZ) for an isotropic
vector, set the radius RAD=R®{FLTRNF(0))*#*0.33333, then I=RAD*XX,

Y=RAD*YY, and Z=RAD**2Z (uniform volumetric source).
& Input s unit response (1,0 in each group) om cards FF.

& Score WIBC in FLUXST in a user routine called from BANER(S8) .

This gives total leakage at the outer surface.

In the adjoint calculation:

¢ Input a unit spectrum (1.0 in each group) im carzds El. This is
because in the forward ocalculation the WIBC was multiplied by 1.0

before final scoring.

® Set XINP=YINP=0.0 and ZINP=R on card D, i.e., all particles
start at 0,0,-R, Since the entire problem is spherically sym—

metric, this procedure corr&étly simulates a nriform adjoint

- - PR
e
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source selection over the complete surface. ‘Any monm—symmetry
anywhere in the system would disallow this method. The general
procedurs would be the same as for X,Y,Z in the forward case for

RAD=R,

¢ In a user source routine, set W=SQRT(FLTRNF(0)) -~ see S;(;) in
Section VI.B. Call AZIRN (SX,CX) and set U=SQRT(1.-W*W)*CX and
V=SQRT(1.-W*¥)*SX, It is because of this a.ngnlat selection that
the source position was set at 0,0,-R. Any positions off the
coordinate axes would require coordinate transfor-atio'n; for
these initial direction cosines, as for the second source oxample

(Section V.D),

® Input the forward source S‘ into the response (cards FF) in the

forward group oxder,

% Call a user writtem COLDEN f‘:u.BANn(S) snd score con-mCIz.r in

FLUXST. The ), is from s call to NSIGTA with group nmber I6O.

The resulting leakage of eack calculation mormalized to ome source
particle appears under the TOTAL RESPONSE column for DETECIOR 1 in the

MORSE output. To equate the adjoint result to that of the forwazd, the

following normalizstions sre needed:

Nyps = (42%) (x)
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This normalization is from Section VI.B, the first term is the surface
integration and the second term the angular integration, The energy term,
in this case numerically equal to the nmmber of groups NMIG dne to &2 smm
over the unit response, is included in the result automatically by the
code. The message in older versions of MORSE to do this multiplication by
hand should be ignored if the standard NRUN routine is inclunded. It is
only the adjoint source energy normalization (referred to as DFF) that is

included in the code.

The other normalization term is (see Section VI.F):

N

3
pop = (4/37%) (4n) } 5

Each of these terms could have appeared in the adjoint score in COLDEN for
Aypys 1.0.. CONWIBC/J/Nooo. and the pop = Aup N, /Npoo would have been
.mcha.n;ed. The first term ia N, is [l!.‘(::)]m1 = ¥, the second [n'(n)]'l -
4x, and the hst'tcn c;m.'ld have been easily normalized to unity in the
input data. When CON is nul.tiplied by the n*(x)-s‘ in MORSE following the
call to FLUXST, any non-normalization in each S‘ is included in A'ADJ" s0
the effects cancel and LFOR is nnchanicd. It 's’. is zerxo in any group, then
no source ’pu'ticles are started and no adjoint estimatior is made in those
grotps. But ‘since R‘-'l in 111 groups, sll groups must be included ia both
calculations., The final ‘nornal:l_.ut:lon for converting the adjoint generated

result A to that given by the forward calculation, for s normalized

ADY
source spectrum gs‘-l. is LFOR - NADJ'/NFOR?ADJ' = 0.,75/R * ]'ADJ' who:o.lmn



should agree with the forward result within some statistical uncertainty.

[

As a second’ example of a MORSE adjoint calculation, consider the sys—
tem in Fig. 19. Particles impinge monodirectionally on the volume st X=0.0
in & circular cross—section beam of radius R centered at Y=0.0, Z=0.0. The
particle beam is also monoenergetic and this energy is in the highest
energy group, IG=1 in the forward structure. It is desired to determine

the total 2nd energy dependent (forward) flux at a detector point

{XD,YD,ZD) embedded in the volume as shown.

The steps for the forward calculation are:

¢ ISOUR=1 (card C) source onergy group.

b UINP=1,0, VINP=WINP=0, monodirectional beam.

. In a user source routine set RAD = R®SQRT(FLTRNF(0). and call
AZIRN(SX,CX); set X«0, Y=RAD*SX, Z=RAD*CX - uniform starting
positions in the circular bui at the edge of the volume,

¢ Input unit response — all 1.,0s on ocards FF.

+ Input detector location XD,YD,ZD on caxd CC,
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FIGURE 9. §econd adjoint calculation example
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b Score flux using next—event estimation in the "standard RELCOL

called from BANKR(S)

¢ If the detector location is ountside. the extension of the source

besm, R ¢ \,ZD2+YD2. there is no uncollided flux; otherwise, call

SDATA from BANKR(1). The standard comtribution here must be
changed due to the monodirectional source to

CON=WATE*EXP (ARG) /AREA
where AREA is the cross sectional srea of the beam, 41:R2. and
should not be confused with the term given for estimation to a
point from an isotropic source. This AREA term arises since oaly
one line in the beam can actually pass through the detector posi-

tion, but 2 score is made for all source partioles,

® The total and energy—dependent flux will b« output by inputting

data on cards HH. The infinite variance characteristic of the
point detector estimator in BELCOL is neglected in this example;

however, unrsalistic results may occur.

The adjoint calculation of this problem, where the point detector

problem does not appear, is as follows:'

¢ Set INIP=IXD, INIP=YD, ZNIP~ZD on card D (point adjoint source).



'o " ’

e

® Set UINP=VINP=WINP=0 on card D (isotropic source).

b In a source routine, save the source group IGS for each particle

(see Section VI.G).
4 Input S: = 1.0 for all groups on ca:ﬁs 2a ] (S‘ = R).

b Input deta for two detectors on cards BB and CC, both positions

at XD=YD=ZD=0,0,

4 Input RI = 1.0 and R: = 0.0 for all other groups on cards FF (R;

= S,and S1 =1 and S‘ =0, g1 The code reverses the group

structure.)

 Call a modified version of RELCOL from BANK(R), If the collision

point is outside the beanm, \'!24-22 >R, Rmm {no score is
made), Otherwise, set XD-0.0.!D-_'!,ZD-Z (do not use the ususl
. values from blank common) as the detector point in the beam on
the edge of the volume., If the seleoted energy group IL is not
NMIG, the largest ;roup number (highest energy), RETURN. The
codc roeversss the group structure for adjoint oa!.cn.lttions S0
that k' = 1 is now 1n IG=NMIG. This tnt is included only for
effioiency since R‘-O fo;- the of,har groups and tke ult;natc ocon— .
tribution to the flux will be zero inm the other groups. The
estimator is CON=WATE*EXP(ARG) . No AREA or 4:;:2 iz needed. AREA
will be included in N, FOR® The usual cosine division for a flux

estimator is unity due to tkhe momodirectional fornril source,
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Thus, there is slso no grazing angle problem hére.

¢ If an uncollided estimate is necessary [cail SDATA from BANKR(1)]
1# the forward case, it is calculated exactly the same as for
RELCOL. Here only particles in IG-NHI"G contribnte and the AREA
division is not needed as for the forward uncollided term (all

source particles “see” the detector).

In RELCOL a second call to FLUXST for detector #2 will give forward
flux when the energy group used in FLUXST is not IL=NMIG as in the first
call to FLUXST, but the source group IGS for the particle NAMEX value as
set in the special source routine, However, the call to FLUXST is sti_ll
made only when IL=NMIG. Because R‘ is non-zero in only c;ne group, no
modification is needed in FLUXST (Sect. VI.G). The second call to FLUXST
in SDATA is the same as the fﬁ:st call since the group number is the same

in both calls.

The adjoint results }'ADJ' must be.adjusted to compare with the forwazrd
rosults, The adjoint point source normalization is (see Section VI.A)

Napy

=4n for the isotropic aoutco.- The 2 R‘ is included iz the I‘ADJ’ by the
} ’ "
code, The NFOR-AREA-nRz since the area was not divided into the nthr!:ion

in RELCOL and SDATA as R*(D), i.e., R$(P)=1 not 1/AREA, The }§_ =1 and
A A=l s
f(ui-b(u-uo)lznA(see Seotion VI.R), The adjoint results sre adjusted to

give l.mn to compare with the forward calculated results as

Y o .
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The forward calculated results could be poor due to-the point detector
estimator. In the adjoint results, detectc. 1 gives the response and
adjoint enmergy—dependent flux and detector 2 gives the same response but
the forward energy flux from an adjoint calculation, The forward calcn—
lated energy dependent flux is divided by AE in eV, but viil agree with the
adjoint calcolated forward flux if, in the forward problem, input for the

energies (cards El) is 1.0, for which the code sets AE=1.0.
VIi.I. Comments on MORSE adjoint calculations

It has been shown that'with only a little extra thought and effort,
adjoint MORSE calculations gre no more difficult than forward calculations,
For both modes, much of the physics and theory are contained within the
multigroup cross—section structure. The user is concerned oxly with
source, estimation, and normalization processes, Since many radiation
transport problems are more amenable to adjoint solution thar to forward, a
multigroup code such as MORSE greatly imcreases a user’s capability. It
has also been shown that not only are total integrated responses available,
but also forward emergy-dependent quantitioa.. In principle, it is possible
to extend this forward diffe:ential capability to spatial and anglar depen—
dence by starting and scoring these variables in intervals in the same -
-ahneg as for the energy intervqls of theAnnltig:oup structure. It is pos—
sible to calculate the forward flux in a detector from each of sultiple |
forward sources in one adjont calculation, allowing the nse of multiple
forward response functions; ﬂbveve:. statistical uncertainty considera—

tioza will usaually preclnde the utilization of all possible results from

any ons calculation. By reversing the preceding techmiquss, obtaining



104

adjoint quantities from forward calcrlations, multiple soirces as well as

responses may be evaluated in ome forward calculation (see Sect. VI.G and

Ref. 29).

In applying source, estimation, and normalization techniques to
adjoint calculations, it is sometimes helpful to first look only at uncol-
lided results, i.e., intermediate collisions should have no effect on these -
general methods, Also, if the source and detector can be described in one
or two dimensions, then the tecﬁniqucs can be tested against discrete ordinates

mefhwﬁﬂjvhich are generally more straightforward.



L - — -
105

VII. Documentation and Sample Problems

The 5asic manual for MORSE-CG is ORNL-4972 by M. B. Emmeut. There are also two revisions 1¢ this manual,
ORNL-4972/R1 and ORNL-4972/R2: the first containing corrections and updates and the sccond an addendumt of sample ;
problems. The basic manual also includes the PICTURE code. for two-dimensional geometry plots. The original MORSE
manual, ORNL-4583, although now out of date in many respects, contains sumerous subroutine flow charts stiil a—pplicablc
to much of the current code. Use of these charts in conjunction with FORTRAN listings and the routine descriptions in the
current manual is helpful for writing user routines and making changes in thc cods. The next manual will be for MOR_SE— :
CGA. the array geometry version. The manual for this array geometry, MARS, and its three-dimensional geom:li;:;’zg:-
age, JUNEBUG, ;rc part of the SCALE system document.’ There is also a good general MORSE cede reference for the i
Sandia National Laboratory version of MORSE-SGC.*® Many useful examples for user routines are found in this report.
However, this code is completely different from the ORNL code. and caution must be used when applying specific details of

one code or manual to the other. Documents related 1o other features of thg MORSE-CG code sysiem or closely related

codes are:

¢ PICTURE! (two-dimensional geometry plot)

* JUNEBUG? (three-dimensional geometry plot) X : i

s Collision plotting® (collision density and geometry plot)

* DOMINO?* (MORSE-DOT coupling)

s BREESE"? (albedo routines)
o CARP?® (albedo data)
® VCS¥ (special adjoint MORSE-forward DOT coupling)

Criticality calculations in MORSE!® (general capabiﬁties)

T

Each new application of MORSE usually resuits in some new user-routine capability. Reported work often not only exphii

-
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the theory or techniques used in MORSE, but often gives subroutine listings in the appendices. The input data and special

routines for nine sample problems featuring various options in MORSE arc given in thec MORSE code package from RSIC,
The sample problem report ORNL-4972/R2 gives a summari and input data for cach problem. The complete output list-

ings are in this report in a microfiche pacl:et. These sample problem features are:

1. neutrons. point source, spherical geometry, boundary crossing

LN -

‘ o ¢

neutron-sccondary gamma-ray production for problem #1

)

3. sime-dcpendent adjoint for problem #2

4. k.qfor small sphere, SOURCE for first batch

Ln
M

time-dependent kg, special BANKR

6. primary gamma-ray source, similar to problcrﬁ #

7. cross-section (XCHEKR) ptepax;ation

8. collision density estimator for problem #1, special ENDRUN

9. example of PICTURE, two-dimensional geometry plot.
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VIII. On-Going and Future Developments,

Among items currently in development or planned for inclusion in the MORSE code system are:

* Documentation and release to RSIC of the MARS geometry and associated JUNEBUG plotting capability.

With this addition MORSE-CG will become MORSE-CGA.
* Improve the cfficiency of MARS and JUNEBUG.
* Dccument and release the torus body capability of combinatorial geometry.

® Make the gamma-ray Klcin-Nishina and pair production next-cvent cstimator available by defauit and independ-

ent cf the cross-section library.

¢ [Inclusion of an adjoint scattering treatment to alléviatc the problem of very farge particle weights that occur in

some situations .for multiple scatter in media with large Z5/Z7 (adjoint non-absorption probability).

* Continuation of a new DOT-MORSE coupling whi&_:h. unlike DOMINO, allows the MORSE gecometry to be |

independent of the DOT axis of symmetry. That is, in DOT RZ geometry, the MORSE geometry does not have

to be symmctrié about the DOT cylindrical axis. At present this coupling is available only in the response mode |

(forward-adjoint coupling).

A et i 5
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