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ABSTRACT

The ACCEPT code providos experimenters and theorists with a
method for the routine solution of coupled electron/photon
transport through three-dimensional multimaterial geometries
described bv the combinatorial method. Emphasis is placed

upon operational simplicity without sacrificing the rigor of
the model, ACCEPT combines condensed-history electron Monte
Carlo with conventional single-scattering photon Monce Carlo

in order to describe the transport of all generations of parti-
cles from several MeV down to 1.0 and 10.0 keV for electrons
and photons, respectively, The model is more accurate at the
higher energies with a less rigorous description of the particle
cascade at energies where the shell structure of the transport
media becomes important. Flexibility of construction permits
the user to tailor the model to specific applications and to
extend the capabilities of the model to more sophisticated
applications through relatively simple update procedures.

The ACCEPT code is currently running on the CDC-7600 (6600)
where the bulk of the cross-section data and the statistical
variables are stored in Large Core Memory (Extended Core
Storage}.

*This work is supported by the U. S. Department of Energy
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1. Introduction

Over the past few years, a series of user-oriented Monte
Carlo codes,1™¥ hereafter referred to as the YIGER series, has
been developed for describing the generation and transport of
the electron/photon cascade in multimaterial configurations.

The members of this series are distinguished from one another

by the symmetry of the one-dimensional or two-dimensional
material gecmetries. The cross sections and sampling procedures
are essentially the same for all memhers. Also, much of the
input data is the same, and the structure oix the outputs is quite
similar. Consequently, once some facility hias been acquired in
the use «f any one of these codes, users can apply the others
with little additional effort. This report documents the exten-
sion of this series to the development of the ACCEPT* code, a
three-cimensional coupled electron/photon Montz Carlo transport
code employing combinational geometry.s'6

Df course, the SANDYL code’ is an excellent three-dimen-—
sional code that has been successfully applied to a variety of
probliems, However, there is no existing version of the SANDYL
code that can be run on the latest scientific ccmputers. Other
disadvantages relative to previcus codes of the TIGER series
are

a} complexity of input data,

*This is a user-participation acronym standing for
Combinational Coupled Electron/Photon Transport.” The user

Is invited to Fill in the blank with a modifier (starting with
the letter "A") that best describes his experience vsing the

code.



b) limited estimates of statistical uncertainties
of output data,

c) approximations for random walk steps that are
truncated at logical boundaries (e.g., for pur=-
poses of talleying energy and charge deposition)
within a homogeneous medium,

d) lower resolution in the sampling of electron
angular deflections and bremsstrahlung production,
and

e) lack of facility for incorporating the effects
of macroscopic electromagnetic fields.

Until recently the SANDYL code employed a more detailed descrip-

tion of atomic shell ionization and relaxation chan was avail-
8

able in the TIGER series. However, an update package® is now
available for incorporating this improved theory into any of
the TIGER series ccdes. Some versions of the SANDYL code also
include improved angular scattering cross sections for elec-—
trons at low enetgies.9 This improvement is also available in
the TIGER series via update. These latter two updates are ex-
tensive, requiring substantial increases in the primary and
secondary memory requirements, and a significant increase in
run time. Consegquently, because the effects c¢f these improve-
ments have been found to be negligible for all except certain
specialized applications involving relatively low-energy sources
(where other portions of the transport theory also become
suspect), these updates are not considered to be a part of
standard versions of the TIGER series codes.

This discussion would not be complete without mention of

the BETA code,ID another model with full three-dimensional

capability. By comparison with the TIGER series and SANDYL



codes, BETA has many novel features. In particular, it makes
extensive use of sophisticated variance reduction procedures.
However we think it fair to say that it is generally a much
more difficult code to run and that it has not been subjected

to the same degree of experimental and theoretical verification.
We make this assesssment of the BETA code without first-hand
experience with its application.

The most essential difference between the ACCEPT and SANDYL
codes is the use of combinatorial geometry in the former as
opposed to a system of paraxial gqguadratic surfaces and cartesian
planes 1in the latter. The inherent limitation of the latter is
clear, while the combinatorial scheme is limited only by the
extent of the library of body types. Consequently, the combina-
torial scheme is potentially more general. The price that one
pays for this increased flexzibility is one of run time; the
restricted form of the quadratic surfaces available in the
SANDYL code makes the particle tracking logic simpler (faster)
than that of the ACCEPT code. On the other hand, this is at
least partially offset by the dynamic tracking logic in the
combinatorial scheme.?r® Finally, we find the combinatorial
method of specifying input zones in terms of solid bodies to
be simpler, more intuitive and less amviguous than specifica-
tion in terms of boundary surfaces.

Documentation of previous codes in the TIGER series gave
priority to the binary forms of the programs. However, it
is now quite clear that users prefer the FORTRAN programs in

UPDATE format. This is a consequence of a conscious effort

10




on our part to minimize the st-ndard card input by mini-

mizing the number of options available through this input.
Instead, our philosophy has been to provide the internal logic
for a great variety of options which remain inactive with the
standard card input alone, but which may be activated via simple
updates, In this report we discuss only the update version of
the ACCEPT code, and much more effort will be devoted to a des-
cription of the options available through update.

We have attempted to organize this report in a user-
oriented format similar to that of ReFferences 1, 2 and 3.
Section 2 is devoted to code operation--the minimum amount of
information required for running the code. Recognizing their
importance to users, Section 3 presents a catalogue of the more
useful options available through update. The casual user may
find Section 2 sufficient. The more sophosticated user will
want to take advantage of the increased capability provided by
Section 3. Users wishing to generate additional options beyond
those of Section 3 or to make major modifications to the code
should become more familiar with the structure of the code as
discussed in Section 4. Finally, in Section 5 we discuss pro-
cedures employed to verify the accuracy of the code.

Comments and suggestions and/or consultations on any
difficulties that may arise in the application of this code

are welcomed.

11
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2. Operation

2.1 Control Deck
The FORTRAN version of the ACCEPT code in update format

is available on the local system as a permanent disk file.
Figure 1 shows the control deck for running from this file
on the local CDC-7600 computer. The Small Core Memory (SCM)
and Large Core Memory (LCM) requirements are 141 000 and

245 000 octal words, respectively. The SCM and LCM require-
ments are determined by subprograms DATPAC and ACCEPTS, res-
pectively (see Section 4). The program is also compatible
with the local CDC-6600 system where Central Memory (CM) and

Extender Core Storage (ECS) replace SCM and LCh, respectively.

2.2 Problem Geometry

With the ACCEPT code the user employs the combinatorial-
geometry5'6 method in order tc describe the three-dimensional
material configuration of the problem. This task is accom-
plished in three distinct steps:

a. Defining the location and orientation of each

solid geometrical body required for specifying
the input zones,

b. Specifying the input zones as combinations of
these bodies, and

¢. BSpecifying the material in each input zone.

A. Body Definition. Combinatorial geometry is predicated
upon the existence of a library of geometrical body types from
which the user may choose in order to describe his problem con-
figuration. The information required to specify each body type

in a three-dimensional cartesian system is as follows:
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Figure 1.

Control deck for running ACCEPT
from permanent file.
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a. Rectangular Paralleiepiped (RPP)~-Specify the mini-
mum and maximum values of the x, y and z coordinates
that bound a rectangular parallelepiped whose six
sides are perpendicular to the coordinate axes.

2z
Ymin ,Ymax
e L m o L ZMax
/,/ //
/’ ’ /’ y
Xmin e — < z & - — — —Zmin
Xmax— -
x/

Figure 2. Rectangular Parallelepiped (RPP).

b. Sphere (SPH)--Specify the components of the radius
vector, ¥ to the center of the sphere and the radius,
R, of the sphere.

Figure 3. Sphere {spH).

c. Right Circular Cylinder (RCC)--Specify the components
of a radius vector, V, to the center of one base; the
components of a vector, H, from the center of that
base to the center of the other base; and the radius,
R, of the cylinder.

=

A

Figure 4. Right Circular Cylinder {(RCC).



Right Elliptical Cylinder (REC)~-=~Specify the compo-
nents of a radius vector, V, to the center of one

of the elliptical bases; the components of a vector,

H, from the center of that base to the center of the
other base; and the components of two vectors, R

and R,, defining the major and minor axes, respectively,
of the bases. This body has not yet been implemented.

Figure 3. Right Elliptical Cylinder (REC).

Truncated Right Angle Cone (TRC)--Specify the compo-
nents of a radius v~ctor, V, to the center of one base;
the components of a vector, H, from the center of that

base to the center of the other base; and the radii,
Ry and Ry, of the first and second bases, respectively.

<
=
—

Figure 6. Truncated Right Angular Cone (TRC).

15
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Ellipsoid (ELL)--Specify the components of the radiuc
vectars, and V,, to the foci of the prolate elli-
psoid and_%he Jength of the major axis, R.

Figure 7. Ellipsoid (ELL).

Wedge (WED)--Spec!fy the components of a radius
vector, V, to one of the corners and the components
of three mutually perpendicular vectors, a; and a
and aj, starting at that corner and defining the
wedge such that a; and a; are the two legs of the
right triangle of the wedge.

Figure B. Right Angle Wedge (WED).

Box (BOX)~-Specify the components of a radius vector,
V. to one of the corners and the components of three
mutually perpendicular vectors, ap and a, and a
starting at that corner and defining a rectang—iaz
parallelepiped of arbitrary orientaticn.

al L

e e et

Figure 9. Box (BOX).



i. Arbitrary Polyhedron (ARB)--Specify the components
of k (k = 6, 7 or 8) radius vectors, V, through v
to the corners of an arbitrary nonreentrant poly-
hedron of up to six sides; a final card contains a
series of four-digit floating point numbers between
"1230." and "8765." (enter zero for the fourth index
of a three-cornered face), specifying the indices of
the corners of each face. These indices must appeatr
in either clockwise or counterclockwise order.

Figure 10. Arbitrary Polyhedron {ARB).

Detailed input instructions are given in Section 2.3.

8. Specification of Input Zones. Having defined the

necessary geometrical bodies, the user must then resolve the
entire problem geometry into input 2ones satisfying the fol-
lowing criteria:

a. An input zone may consist only of either a single
homogeneous material or a void.

b. Every point of the problem geometry must lie
within one and only one input zone.

c. The final input zone must be a void 2one surrounding
the rest of the preblem geometry; any particle enter-
ing this zone is tallied as an escape particle.

tnput zones are specified as appropriate combinations of the

previously defined bodies. Such combinations may be as simple

17
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as just a single body, or they may consist of complex inter-
sections, unions and differences of various bodies., We iilus-
trate the principles of input zone specification with the
following examples where, for simplicity, we omit the escape
zone. Bach example involves only two zones, A and B, defined
by the cross-hatching in Figure 11.

In Figure lla, zone A consists of a splere, body #1,
that is tangent to 2one B which consists of a right circular

cylinder, body #2. Input zone specification is simply

A = +1
and B = +2 .,

That is, input zone B consists of all spatial points that lie

within body #1, and similarly for zone B.

In Figure 11b, the sphere is inserted into a hole that

has b2en cut in the c¢ylinder so that

A= +1

and B = +2 - 1.

Thus, input zone B consists of all spatial points_that lie

within body §2 AND not within body #1. 1Input zone R is speci-

fied as the difference between two bodies.

In Figure llc, bodies #1 and #2 consist of the same
homogeneous material (or void), but they are imbedded within
a second right circular cylinder, body #3, of another material.

The specification is

a=0R+1 OR +2
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Figure 11. TIllustration of various methods of combining
bodies for specification of input zones.
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and B = 43 -1 - 2.

Thus, input zone A congsists of all spatial points that lie

within EITHER body #1 OR body #2. This is an example of input

zone specification as a union of bodies.

In Figure 114, the intersection of body #1 and Body #2

consists of a single homogeneous material; the rest of the

space within boiy #3 is Filled with another material. The

specification is

A =41 +2
and B =0R +3 -1 OR +3 - 2.

Thus, input zone A consists of all spatial points that lie

within body #1 AND within body #2.

Note that

a.

c.

to each

the OR operator refers to all following body
numbers until the next (R operator is reached,
and

the AND operator is implied before every body
number that is not preceded by an explicit QR
operator.

Material Specification. A material index is assigned

input zone. A zero index identifies a void zone.

2.3 Input

Table I lists the card input variables required for each

input card (IC) and the formats under which they are read.

Note that, except for the combinatorial geometry data (IC's

#7 through #10) and some of the more general source parameters



11
12
13°
14%
15¢

Table I: Input Variables and Formats

Variables

NMAT, NSET

NE

(IZ(J), W{(J), J=1, NE)
COMMENY

ISTATE, EMAX, RHO, ETA
INC, JMAX, JPMAX, KMAX,

*** COMBINATCRIAL GEOMETRY DATA ***
IVOPT, IDBG, (JTY(J), J=1, 15)

ITYPE, (FPD(J), J=1, 6)

IALP, (IIBIAS{J), JTY(J), J=1, 13)

(MAT(J), J=1, NZON)

*%% SOURCE DATA ***
¥SR, YSR, 2SR, CTSR, CPSR,
TIN, TCUT, TPCUT, CTHIN, SORCIN

JSPEC
(SPECIN(J), J=1, JSPEC)
(ESP{J), J=1, JSPEC)

Format

(14I6)

(I5)
{5(I5,E10.0))P
(18a4)
{15,3F1i2.5)
(1216}

(215,10%,15a4)
{2X,A3,5X,6E10.3)0
(2%,43,13(2,13))
(14I5)

(6F12.5)
(6F12.5)
(16,66H)
(6F12.5)
(6F12.5)

3The pair of IC's, #2 and #3, and IC #5 are to be repeated NMAT times. The
order of the repeated pair, #2 and #3, must corresrond to that of the repeated

IC #5.

Use additional cards if necessary.
CRequired only for nonmonoenergetic source (see Section 2.5}.



(IC's #11 and #12, card input for the ACCEP? code is nearly

identical with that of other codes of the TIGER series,

The variables listed in Table I are defined as follows:

NMAT: Number of unique materials, excluding voids, required
in the problem: (£ 5}.

s < i
NSET: Arbitrary set number assigned by the user to be used
for identification of the run.
(The two cards containing the next three variables must be
repeated NMAT times. The order in which the pairs of the

cards ara read defines the material numbers required on IC #10.)

NE: iumber of elements in the homogeneous target material:
(<10}).
I2: Array of atomic numbers of constituent elements read

in ascending order.
W Weight fraction array corresponding to the IZ-array.

COMMENT: A 72-character comment describing the run.

(The card containing the next four variables must be repeated

NMAT times in the same order as the pairs IC #2 and IC #3.)

ISTATE: 1 for a solid or liquid; 2 for a gaseous target
material,

EMAX: Incident energy {MeV) for monoenergetic source
(electrons or photons) or maximum energy in the
case of a source spectrum.

RHO: NTP (9°C, 1 atm) density of the target material
{a/cm?).
ETA: Ratio of actual density to the NTP density of the

target material. If left blank (zero), ETA is
automatically set to 1.0.

INC: 1 for incident electroxs; 2 for incident photons.



JMAX:

JPMAX:

KMAX:

KPMAX:

IMAX:

Number of equal energy bins for classifying
escaping electrons (< 50).

Number of equal energy bins for classifying escap-
ing photons (£ 50).

Number of equal angular bins for c¢lassifying the
escaping electrons according to their obliquity
with respect to the Z-axis (£ 36).

Number of equal angular bins for classifying the
escaping photons according te their obliguity with
respect to the 2-axis (< 36).

Number of histories of primary particles (electrons
or photons) to be followed.

{The next four IC types are used to describe the problem

configuration, using the combinatorial-geometry method as

described in Section 2.2.)

IVOPT:

IDBG:

Blank (zero) if zone volumes are to be internally
set equal to 1.0, and 1 if they are to be read in
immediately after the IC #9 cards under a 7E10.5
format (the order in which they are to be read is
established by the sequence of Lhe IC #9 cards).

If not left blank (zero), results of combinatorial
geometry calculations will be printed during exe-~
cution. Use only for debugging as excessive print
out may result.

JTY(IC#7):Alphanumeric title for geometry input.

ITYPE:

FPD:

IALP:

Three-letter abbreviation of body type (as given
in Section 2.2A) for initiating description of
new body; blank for continuation cards when more
than six FPD elements are required in the body
description; and END in order to terminate the
reading of body data. See Teble II for examples.

Real data required for the given body as shown in
Table II and defined in Section 2.2A. All lengths
should be given in cm.

Any nonblank entry except END initiates description
of a new input zone; a blank field indicates that
this card is continuing the description of the
input zone being described by the previous card:;
and END denotes the end of input 2zone description.

23



Table II: Body Data Required for IC 8

Number of
Body Type ITYPE Real Data Defining Particular Body Cards Needed
BOX B@IX vx vy vz Alx Aly Alz 1 of 2
A2x A2y A2z A3x A3y A3z 2 of 2
Right Parallele- RPP Xmin Xmax ¥min ¥max Zmin Zmax 1
piped
Sphere SPH vx vy vz R - -— 1
Right Circular RCC vx vy vz Bx Hy Hz 1 of 2
Cylinder R - - -- -- - 2 of 2
Right Elliptic REC vx vy vz Bx Hy Hz 1 of 2
Cylinder Rix Rly Rlz R2x R2y R2z 2 of 2
Ellipsoid ELL vix Viy Vie v2x v2y v2z 1 of 2
F - - - - ~- 2 0f 2
Truncated TRC \'4:3 vy vz Hx Hy Hz 1 of 2
Right Cone Rl R2 - - - - 2 of 2
Right Angle WED vx Vy vz Alx Aly Alz 1l of 2
Wedge A2x A2y A2z A3x A3y Alz 2 of 2
Arbitrary ARB Vlx Vly vliz v2x vy v2z 1 of 5
Polyhedron v3x Viy viz Vix vVdy vz 2 0f 5
V5x V5y V52 véx véy Véz 3 of 5
V7x viy viz vex VBy v8z 4 of 5
Face Descriptions (see note below) 5 of 5
Termination of SND

Body Input Data

Note: Card 5 of the arbitrary polyhedron input contains a four-digit real
rumber for each of the faces. See Section 2.2A for more details.

2k



Input zones are numbered sejuentially from 1

through NZON as they are read in. The NZONth
zone must be the escape zone as described in

Section 2.2B.

IIBIAS: OR specifies the OR operator and a blank field
implies the AND operator. See Section 2.2B.

JTY(IC#9): Body number with (+) or (-) sign as required
for input zone description. See Section 2,2B.
Body numbers are definad by the order in which
the IC #8 cards are read in.

MAT: Array of numbers identifying the homogeneous
material in each input zone. The number assigned
to a nonvoid material is determined by the order
in which the pairs, IC 42 and IC $#3, are read in.
2ero defines a void zone.

(The remaining IC types are used primarily to describe the

standard source options. These options are shown schemati-

cally in Figure 12, The user may easily select other options

via the update procedure described in Section 3.1.)

f REFERENCE DIRECTION

(XSR, YSR, ZSR )
SORCIN

X

Figure 12, Illustration of standard source options.
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X5R:
¥YSR:

ZSR:

CTSR:

CPSR:

SPSR:

TIN:

TCUT:

TPCUT:

CTHIN:

SORCIN:

X-coordinate of the source reference position.
Y~-coordinate of the source reference position.
2-coordinate of the source reference position.

{This sourcg reference position is internally
shifted 107’ cm along the reference direction
defined by the next three input parameters in

order to insucre that all histories are initiated
within some input zone other than the escape zone.)

Cosine of the spherical polar angle of the source
reference direction.

Cosine of the spherical azimuth angle of the
source refetence direction.

Sine of the spherical azimuth angle of the source
reference direction.

Equals EMAX for monoenergetic source, minus EMAX
for a nonmonoenergetic source.

Cutoff energy (MeV) at which electron histories
are terminated. A final adjustment pertaining

to the calculation of energy and charge deposition
is made (2> EMAX/244 or 0.001 MeV, whichever is

the larger).

Cutoff energy (MeV) at which photon histories
are terminated. Upon termination the residual
energy of the photon is assumed to bc deposited
on the spot (2 0.010 MeV}.

Defines the angular distribution of source particles
with respect to the source reference direction:
blank (0.0) specifies a monodirectional source;

> 0.0 specifies an isotropic angular distribution
truncated at an angle, measured with respect to

the source reference direction, having a cosine
equal to CTHIN-2.0 (i.e., 1.0 < CTHIN £ 3.0 for

a truncated isotropic source); and < 0.0 specifies
a cosine law distribution truncated at an angle,
again measured with respect to the source reference
direction, having a cosine egual to -CTHIN-2.D
(i.e., -1.0 > CTHIN > -3.0 for a truncated cosine
law source).

Equals 0.0 (blank) for a point source at the source
reference position, or egquals the radius of a uni-
formly distributed disk source oriented normally

to the source reference direction and centered at
the source reference position {e.g., CTHIN = 0.0



JSPEC:*

SPECIN:*

ESP:*

and SORCIN >0.0 defines a uniform monodirectional
beam of source particles).

One plus the number of energy bins in the spectria
(i.e,, the number of energy values) of the incident
radiation (< 51).

Cumulative probability distribution for the spectrum
of incident radiation in descending order. SP:CIN{1l}
must equal 1.0 and SPECIN(JISPEC) must equal 0.0.

Energy list corresponding to SPECIN. ESP(JSPEC)
2 TCUT (TPCUT in the case of a photon source},

2.4 sample Input for Monoenergetic Source

Figure 13 shows the input data for a problem involving

a monoenergetic source. A D.05-cm radius beam of 1.0-MeV

electrons is normally incident {(Z-direction) upon the base

of a configuration similar to that shown in Ficure 114, We

have added body #4 in order to define the escape zone. The

intersection of bodies #1 and #2 is gold. The surrounding

medium is aluminum.

2.5 Sample Input for a Source Spectrum

Figure 14 shows the input data for the same problem as

in Section 2.4, but with a spectrum of source electrons up

to a maximum energy of 1.0 MeV. The only changes relative

to Figure 13 are:

a.
b.

Ce.

The problem title has been changed.
TIN has been changed from 1.0 to -1.0.
The additional cards describing the spectrum

(IC #13, IC #14 and IC #15) have been added
immediately after IC #12.

The Source energies will be sampled from the spectrum shown

in Figure 15.

Note that only that portion of the spectrum

* JSPEC, SPECIN, and ESP are read in only when TIN is negative.
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above TCUT is employed in determining the cumulative distri-
bution. For example, SPECIN{3), which is the fractional
number of source electrons below 0.6 MeV but above TCUT

(0.1 MeV}, is given by

58 + 158 + 25

SPECIN{3) = 5§"F15% ¥ 25¢ ¥ 358 + 308 = 0-45 .
10 T T T T T T T T T
| ]
. 8
2
N -
%‘ TCUT = .1 Mev
Z 6 | -1
Sol |
> 5}
200 l
£4r | .
25 | §
= i
ER) } .

1%5* 5% 5% 35% 2%

0 a i ! | 1

0 .1 2 .3 .4 5 6 .7 8 .9 10

ENERGY (MeV}

Figure 15. Source electron spectrum from which the
cumulative probability distribution
listed in Figure L4 was obtained.



2.6 sSuggestions for Efficient Operation

Most of the operational limitations on input data are
given in Section 2.3. However, because of the dynamic storage
of the combinatorial geometry data, it is not possible to give
a precise limit on the number of bodies and/or input zones.
Body and zone data required in the Monte Carlo are close
packed into a one-dimensional array which is currently
dimensioned 3000 (decimal). If a user problem requires more
than 3000 locations, the job will terminate with a diagnostic
that this limit has been exceeded. The user must then use
the update described in Section 3.10 to redimension this
array. Finally, we wish to point out that the choice of
certain input parameters can markedly affect the efficiency
of the calculation; that is, the user‘'s ability to obtain
statistically meaningful output in a reasonable amount of
time:

a. Obvicusly, the number of histories, IMAX, should be
kept as small as possible. The ACCEPT code provides
the user with estimates of the statistical accuracy
of the output data.* This information serves as a
guide in the choice of IMAX.

b. TCUT should be as large as possible. For example,
if the source is monoenergetic, TCUT equal to 5 or
10 percent of TIN should be adequate. Because the
logarithmic energy grid used in this technique be-
comes much finer at low energies, following histor-
ies down to low energies becomes very time consuming.
On the other hand, running time is not very sensi-
tive to the value of TPCUT.

c. JMAX, JPMAX, KMAX, KPMAX and the number of input

zones should be as small as posSible. Demanding
excessive energy, angle, or spatial resolution

*See Sections 2.7 and 4.5F for further details,
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only makes it more Qifficult to ubtain statisti-
cally meaningful output.

2.7 __Output

In addition to certain diagnostic information, the basic

output consists of

a. Energy and number escape coefficients for elec-
trons, unscattered photons and scatter: 31 photons.

b. Charge and energy deposition profiles.

c. Escape coefficients that are differential in energy
for both electrons and scattered photons.

d. Escape coefficients that are differential in angle
for both electrons and scattered photons.

Coupled energy and angular distributions of escap-
ing electrons and scattered photons.

Every output quantity is Eollowed by a one- or two-digit
integer that is an estimate of the l-sigma statistical uncer-
tainty of that quantity expressed in percent. Details oZf
the method used to obtain these statistical data are given

in Section 4.5F.

3. Updates

In the development of the ACCEPT code our primary motivation
was to provide scientists and engineers with a method character-
ized by both theoretical rigor and operational simplicity for
routine solution of three-dimensioral multimaterial problems.
The rigor was achieved through the internal selection of the
mest general options. Operational simplicity is the keynote
of Section 2. However, the analogue nature of the Monte Carlo
procedure, the completeness with which the ACCEPT code describes

the radiation transport, and the flexibility of construction



make it possible for the user to significantly extend the capa-
bilities of the code with relatively simple updates. In this
section several updates that the authors have found useful are
reviewed in varying degrees of detail, The list is by no means
exhaustive, and users are encouraged to consult with the authors
concerning specific applications.

3.1 Source Routines

As the material geometries of transport codes become more
complex, the possible types of source distributions become
more numerous. We have chosen not to overwhelm the user with
a myriad of choices. Instead, we have provided only those
relatively basic choices described in Section 2.3. The
resulting simplicity and flexibility in the coding of the
source routine make it easy for the user to construct a source
with arbitrary spatial, energy and angular distributions. To
Facilitate modification of source distributions, the relevant
portions of subroutines INPUT and HIST of subprogram ACCEPTS
are delineated by comment statements.

The only essential restriction on the source distribu-
tions is that any history must be initiated within some input
zone other than the escape zone. 1In order to insure that this
restriction is satisfied in the standard source routine, the
source reference position {XSR, YSR, ZSR) is shifted 1077 cm
in the reference direction defined by the parameters CTSR,

CPSR and SPSR.

33



34

3.2 Photon Path Length Stretching

Through update, the user may decrease (increase) the photon
interaction prcbability relative to its natural value by vupdat~
ing the zone-dependent stretching (shortening) parameter, PTC2Z(I},
where I is the input zone index defined by the order of the
IC-#9 cards. The photon cross section for the Ith input zone
is scaled by the factor, 1/PTCZ(I). Without update PTC2(I)
is intecrnally set equal to 1.0. In a manner identical to
that employed for the ECUT parameter in Section 3.3, the user
merely resets the values for those zones for which he wishes
to make a change immediately after statement 411 in subroutine

INPUT of subprogram ACCEPTS using the update instruction,
*INSERT,ACCEPT. 29

followed by FORTRAN cards redefining the PTCI parameter for
the appropriate zones.

3.3 Zone-Dependent Electron Cutoff Energy

Through this update the user may increase the electron
cutoff in any zone or zones above TCUT in a manner identical
to that employed for the PTCZ parameter in Section 3.2. When,
for example, the user wishes to raise the cutoff in input zones
2 through 7 of a given problem configuration from TCUT to
2.0 MeV, he need only insert the update
*INSERT,ACCEPT. 29

DO 25 I = 2,7
25 ECUT(I) = 2.0



Electron transport can be terminated in any zone by simply
choosing TCUT for the appropriate zone to be equal to the
absolute value of TIN; the history will be terminated by the
method used for electrons whose energies fall below TCUT. This
update has also proved useful in problems which involve the gen-
eration of bremsstrahlung in one zone(s) and deposition due to
that bremsstrahlung in another zone(s). A relatively high
cutoff may be used in the converter zone(s}), since low-energy
electrons are relatively inefficient for producing bremsstrah-
lung., On the other hand, in the dosimeter zone(s) the user may
be interested in the details of the deposition from the low-
energy bremsstrahlung-produced secondaries or he may not want
electron transport in those zones at all.

3.4 Trapped Electrons

In certain problems where only electrons that cross certain
boundaries are important, the variable TSAVE may be employed
through update to reduce running time significantly. Under
normal operation TSAVE‘is internally set eqgual to TCUT, but it
may be set egual to any value greater tham TCUT through update.
It becomes operational when an electron is trapped; that is,
does not have enough energy to escape from a zone. When an
electron with energy greater than TCUT but less than TSAVE
is trapped, it is immediately terminated by the same method
as for electrons whose energy falls below TCUT. This param-
eter is commonly used when one is primarily interested in
those electrons escaping from all or some portion of the

problem geometry. In this case the update is simply
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*INSERT,EZ2TRN.295
TSAVE = “"desired value."
Great care should be taken in employing this update where
bremsstrahlung production or effects may be important, since
bremsstrahlung production is not allowed during terminal pro-
cessing.

3.5 Scaling of Bremsstrahlung Production

This update is especially useful in bremsstrahlung con-

verter studies. With the update
*INSERT,EZ2TRN, 262
BNUM(1) = "desired value,”

the user may artificially increase the bremsstrahlung production
to improve the statistical accuracy of bremsstrahlung output
without increasing the number of primary electron histories,
which would be much more time consuming. The cross sections
of material #1 are scaled so that an electron slowing-down
from TIN to TCUT in this material will, on the average, gener-
ate BNUM{1) bremsstrahlung photons. The resulting scale factor
is used to scale the bremsstrahlung cross sections for 211 other
materials in the problem. Material #1 should be that material
which one would expect to dominate the bremsstrahlung production.
Simultaneous scaling of the K-shell impact ionization probability
may be desirable (see Section 3.6).

This update is used primarily for the prediction of external
bremsstrahlung production (e.g., prediction of the environment
of x-ray sources). Consequently, a Russian Roulette procedure

is employed to reduce the number of secondary electrons generated



from the interaction of this artificially high bremsstrahlung
population to the naturally occurring number. Although this

procedure is very efficient for predicting external bremsstrah=-

lung, it leads to statistically poor and sometimes misleading

results tor bremsstrahlung deposition. 1In the latter case,

the additional update

*INSERT, TIGER.225
DLIM(L) = 1.0

will ensure that all secondary electrons are followed.

3.6 Scaling the Probability for K-Shell Impact Ionization

An update option similar to that of the previous subsection
permits the user to acrtificially increase characteristic x-ray
production by scaling the cross section for electron impact
ionization of the K-shell of the highest-atomic-number element
in each material. With the update

*INSERT,EZTRN. 262
XNUM = "desired value,"
the K-ionization cross section of each materiai is scaled so
that an electron slowing-down in that material from TIN to TCUT
will, on the average, generate XNUM K-ionization events.
3.7 Substep Size

DRANGE/ISUB {see DATPAC output) is the substep size in
g/cmz. When not updated, ISUB is generated internally as a
function of material atomic number. 1In certain applications,
the substep size may be comparable to the dimensions of some

s . . . . 1
input zones. This can lead to inaccuracies in condensed-h15tory1~
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Monte Carlo. It is suggested that the chosen value of ISUB be
sufficiently large that the maximum value of DRANGE/ISUB is
no larger thar one-tenth of the minimum dimension of any zone.

The update is

*INSERT,E2TRN. 80
IF (NRUN .EQ. "desired value") ISUB = "desired value,"

where NRUN is the material index as defined by the order in
which the pairs, IC#2 and IC#3, are read.

3.8 To Calculate Volumes of Input Zones

The user who wishes to insert his own logic for calculating
the volumes of input zones need only set IVOPT equal to 2 on IC§7
and modify subroutine GEMI of subprogram ACCEPTS using the update

instruction,

*DELETE ,ACCEPT.460,ACCEPT.462

followed by the FORTRAN logic for the volume calcunlation. These
volumes are to be stored in the VNOR array. This array is availa-
ble to the user in the edit routine, subroutine OUTPUT, where it
may be employed to normalize selected output tallies via addi-
tional updates.

3.9 Multiple Problems

The user may obtain the results for an arbitrary number of

problems in a single run with the update

*DELETE,ACCEPT. 21
IRPNMAX = "desired value.“

IC*'s #1 through #5 are not repeated; they must contain sufficient

information for the production of all electron and photon cross

\
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sections required for the multiple Monte Carlo calculations.

The group of IC's beginning with #6 must be repeated for each
problem. This update is especially useful in parameter studies.
Although its use will preveﬁt multiple turnaround time and repe-
tition of cross-section calculations, it must be remembered that
a multiple problem run necessarily requires more machine time.

3.10 To Extend the Length of the Body/Input-Zone Array

Normally, the single-variable common block labeled COG
is dimensioned for 3000 decimal locations of SCM. To either
increase or decrease this number, depending upon the geometrical
complexity, the user must do the following:
(a) Redimension to the appropriate value the
single-variable in common block COG within
the several subroutines of subprogram ACCEPTS
in which this common block appears.

(b} Insert the update

*DELETE,ACCEPT.152
DATA KDMAX/"desired value"/

3.11 To Change the Number of Allowed Input Zones

To change the number of allowed input zones, the user
simply redimensions the appropriate variables in common blocks
OUT and PUNK of subroutine QUTPUT of the ACCEPTS subprogram.
The appropriate variables in common block OUT have
been grouped together to facilitate this update.

3.12 To Externd the Length of the Statistical Arrays

Normally, the two statistical arrays, ECAVE and ECSIG,
are each dimensioned for 5000 decimal locations of LCM. To
either increase or decrease this number, depending on the amount

of output from the run, the user must do the following:
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{(a) Redimension ECAVE and ECSIG to the appropriate
value in subroutine STATS of subprogram ACCEPTS.

(b) 1Insert the update

*DELETE,C2/20/79.12
KPTMAX = “desired value.”

(¢) Correspondingly increase or decrease the
total LCM request.

3.13 To Increase the Allowed Number of Homogeneous Materials

Without update the ACCEPT code is dimensioned for problems
.avolving up to five homogeneous materials. The following
steps may be employed to redimension for an arbitrary number
of materials so long as the available SCM and LCM are not

exceaded:
(a) Redimension all variables in common
blocks OUT, CALC and XPED having a dimension
of 5 (five) to the desired number of materials.
This need only be done in one routine {e.g.,
subroutine INPUT of subprogram ACCEPTS) since
these common blocks are parts of common decks.

{(b) Scale the dimensions of the variables, ECHANG,
ECBDIS, ECG, ECSURV and ECPAIR by the ratio of
the desired number of materials to 5 (five).
Again, this need only be done in one routine of
subprogram ARCCEPTS as it is also part of a
common deck.

{c) Redimension all variables in common block TEMP
of subroutines XINPUT, XPREP and PTAB (i.e.,
three places) of subprogram ACCEPTS having a
dimension of 5 (five) to the desired number of
materials.

{(d) In subprogram PGEN, redimension variables I%, W,
2Z, AZ and NE for the desired number of materials
instead of 5 (five).

3.14 Pulse Height Distribution (PHD)

In order to obtain a PHD (or, more correctly, a spectrum

of absorbed energy) for his problem, the user must do the

following:

4o



(a)

(b)

(c)

He must insert the update

*DELETE, PHD. 4
IPHD =1

Immediately after the card input data listed in
Table I (see subroutine INPUT of subprcgram
ACCEPTS), he must provide the variables J5MAX, LSB
and LSE under a 1216 format. JSMAX (< 50) is the
number of energy channels for the PED, The PHD
will be calculated for that portion, and only that
portion, of the problem which is described by input
zones LSB through LSE. Thus the active zones must
be numbered sequentially from LSB through LSD, when
setting up the input zone cards, IC #9 in Table I.

Immediately after the input card described in (b),
the user must supply the JSMAX lower bounds of the
energy channels in MeV under a 6#12.5 format.

Important Note: No biasing of any kind is permitted when this

option is activated. For example, the updates described in

secticns 3.2, 3.5 and 3.6 are not to be used when a PHD is

being calculated.

3.15 Spatial and Energy Distributions of Electron_and Photon

Fluxes

The user may obtain volume-averaged (track-length) spatial

and energy distributions of internal electron and/or gamma

fluxes as follows:

(a)

(b}

Insert the update

*DELETE,ACCEPT. 48
IFLUX = 2 (electron flux only)
3 (photon flux only)
4 (both electron and photon
fiux)

If IFLUX equals 2 or 4, read IFMK, JFMAX, LFB ard LFE
under a 12I6 format immediately after IC $#15 whare

IFMR selects the method of defining lower bounds of

energy bins (see subroutines INPUT and ELIST
of subprogram ACCEPTS),

L1



JFMAX defines the number of energy bins,

LFB defines the first zone of an arbitrary
sequence of input zones for which the
electron flux is to be calculated, and

LFE defines the last zone of this arbitrary
sequence of input zones for which the
electron flux is to be calculated.

(¢) If IFLUX = 3 or 4, photon data corresponding to (b)
is read.

{d) Redimension flux variables in common blocks FLUX
and PUNK of subroutine OUTPUT of subprogram ACCEPTS,

where

FLUX, FMARK, FNUM, FCONT and FPRINT are the
electron variables; and FLUXP, FMARKP, FCONTP
and FPRNTP are the photon variables.

3.16 Azimuthal Dependence of Escape Coefficients

It is possible for the user to obtain azimuthal dependence
of escapé coefficients, assuming symmetry about an azimuth angle
of zero. Without update, the ACCEPTS subprogram is dimensioned
for a single azimuth bin. To increase the number of azimuth
angles, the user must do the following:

{a) Update the FORTRAN statements in subroutine INPUT

defining the variables KMAZ and KPMAZ, which
are the number of azimuthal bins for electrons
and photons, respectively.

(b) Correspondingly redimension those arrays which

contain azimuthal dependence. All such arrays may
be found in subroutine OUTPUT. The array names are
AZMARK, BZMARK, ZMARK, ZPMARK, ENANGl, PNANGl,
EDIFFl, PDIFFl, CZCONT, BZCONT, AZPRT, BZPRT and
PAINT1. 1In every case the last dimension is the
azimuthal dimension.

If while making the changes described in item (b) the
user also reduces the polar-angle and energy dimensions to those
required for his problem, he will minimize or avoid any increase

in the SCM requirement.
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3.17 Photon Transport Down to 1.0 keV

Under this option, conventional single scattering photon
Monte Carlo is extended down to 1.0 keV, Although edge effects
are included in the photon cross sections, the effect of atomic
ionization as well as fluorescence and Auger emission are still
included only for the K~shell of the highest~atomic-numbered
element of a given material. Due to the substantial increase
in SCM and LCM required for this option, the 10.0 keV (or
greater) cutoff remains standard. 1In order to obtain the
1.0-keV version the user must:

(a) 1Insert the update
*YANK, TENKEV

{b) 1Increase the LCM request for subprogram ACCEPTS
to 415 000 {octal).

As discussed in Section 1, the more sophisticated model employed
in the TIGERP code® could easily be adapted to the ACCEPT code.

3.18 Modified Scoring of Particle Escape

Without update all electrons and/or photons entering the
escape zone are scored in the various escape tallies. The user
may wish to restrict this scoring (for example, to just those
escaping through a certain surface) or to spatially resolve
escaping particles. This can be accomplished within the escape
routines ESCORE (electrons) and PSCORE (photons). However,
this may preclude verification of energy conservation since
the integral escape coefficients are used for this verification.

3.19 To Change the Starting Random Number

The user may wish to select his own starting number. For

example, he may wish to initiate a new run starting with the
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€inal random number (labele” IRC in listed output) of the com-

pleted run. This is accomplished with the following update:

*DELETE,CORR19.1
INRAN = "sixteen digit octal number followed by B"

3.20 To Print the Output from Every Batch

Normally, only the final batch is printed., To print
every batch, the user employs the following update:

“*DELETE,BUFFERS.17
N =26
4. Construction

Insofar as electron transport is concerned, the ACCEPT
code, like other codes of the TIGER series, the SANDYL code
and other less well-known codes, should be thought of as
belonging to the same ageneric class of ETRAN-like codes. For,
although there have been major improvements, modifications and
extensions, most of the electron cross sections and many of
the associated Monte Carlo algorithms originally developed for
the ETRAN Monte Carlo code systemll'12 are still being used.

The ACCEPT code consists of two BCD permanent files,
EZPXSEC and EZEXSEC, and a disk file named ACCEPT in update
format which contains three subprograms., The two BCD files
and the first two subprograms, which are used for cross~

section generation, are also components of other codes of

the TIGER series.

4.1 EZPXSEC

EZPXSEC, the photon-cross-section library, is essentially

the cross-section data of Biggs and Lighthi1113'14 in modified



format and is identical with the photon library used in other

codes of the TIGER series.

4.2 EZEXSEC

E2EXSEC, the electron-cross~section library, was constructed
by Berger and Seltzer and is referred to in their ETRAN Monte
Carlo code system12 as LIBRARY TAPE 2. 1It is distinguished
from other library tapes of the ETRAN system in that the empiri-
cal corrections to the bremsstrahlung cross sections are based
upon the experimental data of Resterl5 and Aiginger.16 This
same cross-section library is employed in other codes of the
TIGER series.
4.3 PGEN

PGEN is the first of three subprograms in update format
which make up the ACCEPT file. Using the file EZPXSEC and the
data from IC #1, IC #2 and IC #3 of Table I, it prepares the
photon sampling distributions required by the Monte Carlo sub-
program. These distributions cover an energy range from 1000
Mev down to 10 kev. This subprogram is identical with the
corresponding subprogram of other codes of the TIGER series.
It uses the data of Wapstra17 for the average K-fluorescence
energies. Again, fluorescence and Auger production are allowed
for only the highest-2Z element of each material, regardless of
its weight fraction.
4.4 DATPAC

This second subprogram of the ACCEPT file prepares the

electron sampling distributions for the Monte Carlo subprogram.
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Using the EZEXSEC file, IC #5, and material data transferred
from subprogram PGEN, it generates the same distributions as
does the identical subprogram of other codes of the TIGER
series.
4.5 _ACCEPTS

ACCEPTS is the last of the three subprograms that make up
the ACCEPT file. The construction of ACCEPTS constituted most
of the effort in the development of the ACCEPT code. The Monte
Carlo subprogram of the CYLTRAN code, while restricted to two-
dimensional material geometries having cylindrical symmetry,
already employs a full three-dimensional description of parti-
cle trajectoiries. It was this feature that made it especially
suitable as tha basis of a model for combining collisonal and
macroscopic field transport.4 For this same reason, it was
chosen as the starting point in the development cf the ACCEPT
code. Also available was a local version of the MORSE® coupled
neutron/gamma transport code which employed a combinatorial
geometry scheme originally developed by Mathematical Applica~
tions Group, Inc. under contract to the Department of the Army.5
In essence the ACCEPTS subprogram was obtained by replacing the
geometrical structure of the Monte Carlo subprogram of the
CYLTRAN code by a suitably modified version of the combinatorial
scheme employed in the MORSE code, with additional requirements
for adapting this scheme to the peculiar characteristics of
condensed-history electron Monte carlo.il

In the following subsections, we discuss the more important

features of the ACCEPTS subprogram.



A, Trajectorles. ACCEPT employs a full three-dimensional
description of particle trajectoriles; particle position is
specified in cartesian coordilnates, and particle direction
"is described by the appropriate spherical polar angles.

The generation and transport of the electron/photon cascade
within the problem configuration is accomplished to a degree of
sophistication which is eguivalent to that of Reference 12.
Particle histories are followed until either they escape or
their energies fall below the chosen cutoffs. 1In the latter
case the residual photon energy is deposited on the spot,
whereas a more elaborate terminal approximation procedure--a
generalization to three dimensions of the method employed in
the TIGER code (see Section 4.5B of Reference 1)--~is employed
for the deposition of the residual energy and charge of
electrons.

B. Boundary Crossings. Photon transport in the ACCEPT

code is accomplished via conventional microscopic Monte Carlo
methodsl® where particle trajectories which cross material
boundaries pose no unusual problems. On the other hand, when
the condensed-history Monte Carlo substep of an electron crosses
a material boundary, certain approximations must be invoked.
The procedures employed in the ACCEPT code are equivalent
to those used in the TIGER code and are discussed in Section
4.5B of Reference 1.

There is one feature of the boundary-crossing logic of
the ACCEPT code which reptesents an improvement over Lhat

employed in the present version of the SANDYL code.” The
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logic of the SANDYL code is such that the approximations

which must be invoked at material boundaries are called

upon at all zone boundaries, even those which are not material
boundaries. Thus, when a material is finely zoned for a high~
resolution deposition profile, the inaccuracies of the boundary-
crossing approximations are compounded many times. This effect
has been observed in comparisons of one-dimensional profiles
obtained from SANDYL with those obtained from the TIGER code
where the problem does not arise. The problem can be avoided
in SANDYL, and future versions will probably reflect this
improvement. Because this problem was recognized in SANDYL
beforehand, the logic of the ACCEPT code was constructed to
distinguish between those boundaries that are material boun-
daries and those that are not. 1In the latter case the
boundary-crossing approximations required for material
boundaries are avoided.

C. Combinatorial-Ge.metry Routines. In Section 2.2, we

gave a detailed discussion of the method of gpecifying the
problem geometry, Here we give a brief description of those
combinatui.al~geometry routines which are required to process
the body and input-zone data and to track the electron/photon
cascade through the specified configuration, Where possible,
we reference these routines to their counterparts in the
CYLTRAN and MORSE codes.

a. Subroutine JOMIN is a modified combination of

subroutines JOMIN1 and JOMIN2 of the local

version of the MORSE code. JOMIN reads IC's
#7, $8 and #9; writes the necessary body and



input zone data to an internal unit for subse-
guent access by subroutine GENT; determines the
starting addresses of the various types of data
to be stored in the body/input-zone array; and
calls subroutine GENI.

Subroutine GENI is a modified combination of
subroutines GENI, ALBERT and GTVLIN of the local
version of the MORSE code. GENI reads the body
and input zone data provided by JOMIN; close
packs the body/input-zone array with the data
required in the Monte Carlo calculation; exe-
cutes the option selected for specifying the
volumes of the input zones; and prints the com-
binatorial geometry specification of the prob-
lem configuration.

Subroutine ZONEA is a modified version of sub-
routine LOOKZ of the local version of the MORSE
code, which generalizes the functions of sub-
routines ZONE and DIST of the CYLTRAN code to
combinatorial geometry. Through calls to
subroutine GG, ZONEA determines the input zone
corresponding to the sampled source position;
determines the uncollided distance to escape
from this input zone using the sampled source
position and direction; and dynamically stores
source zone information in order to more effi-~
ciently determine the source 2ones of subsequent
primary particles. Much of the coding in ZONEA
is the same as that in the second half of sub-
routine DISTA.

Subroutine PR is a modified version of sub-
routine PR of the local version of the MORSE
code, When the IDBG parameter on IC #7 is non-
blank, PR is called by subroutines 2ZONEA, GG
and DISTA. It prints the combinatorial track-
ing logic for debugging purposes.

Subroutine GG is an essentially unmodified
version of subroutine GG of the local version
of the MORSE code. It is also a generalization
of subroutine DIST of the CYLTRAN code to
combinatorial geometry. For a given particle
position and direction, and a given body as
defined by IC #8, GG employs the appropriate
vector-analytic geometry to determine the un-
collided distance to enter the body, uncollided
distance to exit the body, surface of entry and
surface of exit. The logic includes a check on
the possibility that these data have already
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been getermined on a previous call, in which
case they are retrieved from storage and control
is returned to the calling routine (either ZONEA,
DISTA or ANGLE).

Subroutine DISTA is a modified version of sub-
routine Gl of the local version of the MORSE
code. It includes the combined functions of
subroutines DIST and ZONE of the CYLTRAN code
generalized to combinatorial geometry. DISTA

1s the primary tracking routine of the ACCEPT
code. For a particle at a given position with

a given direction in a given input zone, DISTA
calculates the distance to escape from this zone
and compares this distance with either the
sampled interaction distance in the case of a
photon or the condensed-history substep in the
case of an electron. If the distance to escape
is greater, control is returned to the calling
routine {either EHIST or PHIST). Otherwise

DISTA determines the new input zone encountered
upon escape from the given input zone. The
utility routine, GG, described above is an essen-
tial element aof this tracking procedure. A& very
important feature of the method is its dymamic
character, according to which the number of

a zone being entered upon exit from the given
zone is stored in order to improve the efficiency
of the search upon subsequent exits from the
given zone. It is also important to note that
this dynamic storage can result in a substantial
reduction of card input relative to that regquired
in a code like SANDYL where this information
must be supplied by the user. 3In deriving

DISTA from Gl, it was generalized so as to apply
to both condensed-history electron transport
(ICALL = 1) and single scattering photon trans-
port (ICALL = 0). A special feature of the
former derives from the a_posteriori sampling

of secondary production along the condensed-
history substep of an electron. Specifically,

it is necessary to apportion a substep which

lies within more than one input 2zone of the same
material in order to permit subsequent sampling
of secondary events at random positions along
that substep. Finally, the scheme for fractional
forcing of photon interactions employed in the
CYLTRAN code (see Section 5.7 of Reference 2)

was not compatible with the logic of DISTA; con-
sequently, this scheme was replaced by the path-
length stretching procedure described in Section
3.2. BAlso, since escape of scattered photons

is generally not so important in three-dimensional
applications, the next-event estimator for photon



escape, which was very time consuming when used
with combinatorial geometry, was eliminated.

g. Subroutine ZONE uses the data describing the
apportionment of an electron condensed-history
substep among more than one input zone of the
same material, as determined in subroutine DISTA
(cee above), in order to determine the input
zone in which a randomly sampled secondary
event occurs.

h. Subroutine ANGLE is a generalization of sub-
routine ANGLE of the CYLTRAN code to comkina-
torial geometry. When a condensed-history
substep is truncated at a material boundary,
ANGLE uses geometry data from the most recent
call to DISTA from EHIST in order to sample from
the truncated multiple scattering distribution.

i, Subroutine ZONEC has no counterpart in the
MORSE code since, like subroutines Z0NE and
ANGLE, it deals specificatlly with electron
transport. It is a generalization to combina-
torial geometry of the variance-reduction option
in CYLTRAN for trapped electrons (see Section 3.4).
As will be seen in Section 5, this option can
significantly affect run times for certain prob-
lems. The derivation and coding of the method
of determining the minimum distance to the sur-
face of each of the nine body types, for both
the (+) and (-) operators, constituted a sig~
nificant fraction of the total effort required
in the development of the ACCEPT code. Moreover,
because of the complexity of the coding, exten-
sive debugging and verification was required (see
Section 5). For an electron having an energy
between TSAVE (see Section 3.4) and TCUT, and
located in a given code zone* consisting of an
arbitrary combination of body types, subroutine
ZONEC determines the minimum distance to the
surface of that code zone* and compares this
distance with the residual continuous-slowing-
down~approximation range of the electron.

*Internally, the combinatorial logic is based more directly upon
a set of code zones rather than the set of input zones defined
by the IC 49 cards. If the (R operator is not used, the two
sets are identical. The QR operator is used to define an input
zone as the union of certain subzones. In the combinatorial
logic these subzones are teferred to as code zones. For exam-
ole, the ACCEPT code internally breaks down input zone B of
Fig. 11d into the two code zones, +3~1 and +3-2.
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D. Void Zones. The additicnal logic required to accom=-
modate void zones is considerable. This additional logic is
avoided in some codes’ by simulating voids with very low density
gases. We believe allowance for actual voids to be preferable
for three reasons. First, a faster code should result because
void transport bypasses many collisional algorithms. Second,

a more accurate code should result because void transport is
rigorous, whereas condensed-history electron transport through
small~areal-density simulated voids involves a number of approx-
imations. Pinally, 2 substantial amount of additional memory

is required for the cross-section data of the simulation gas
(see Section 4.5G).

E. Shell Effects. The treatment of ionization and relaxa-
tion effects within stopping media is not nearly so detailed
in the ACCEPT code as it is in SANDYL. Photoionization and
electron-impact ionization, as well as subsequent relaxation
via fluorescent and Auger processes, are considered only in
the case of the K~shell of the highest-atomic-number element
of a given material, Photon transport below 10 keV is not
allowed. Thus, for those applications in which shell ioniza-
tion and relaxation effects are expected to have a significant
effect upon the outgut of interest, the SANDYL code is to be
preferred over the ACCEPT code. However, since it is inde-
pendent of geometry, the update package described in Refer-
ence 8 could easily be adapted to the ACCEPT code.

F. Statistics. Under the normal dafault option, the IMAX

histories are run in 10 equal batches. The output routine is



called at the end of each batch. Immediately before each write
statement, a call is made to subroutine STATS. This routine
recalls the statistical variables corresponding to the output
quantities about to be written, computes the estimate of the
standard error (in percent) based on the number of batches

that have been run, and transfers the statistical parameters
required for the subsequent batch back to LCM. Unless modified
by update, only the final results based on the total number of
completed batches are printed out. The user may specify a
number of batches other than 10 by inserting the desiced

number in field 8 of IC #6.

A corollary of batch processing is a feature that prevents
the user from exceeding his time limit, Before beginning a new
batch, the remaining portion of the time requested for the job
is compared with an estimate of the time per batch. 1If this
estimate is larger than the time remaining, results based on
the number of completed batches-~-including estimates of the
statistical errors--are printed out and the run is terminated.

Under normal operation, virtually every Monte Carlo output
quantity is followed by a one- or two-digit integer from 0
through 99 (estimates even greater than 99 are shown as 99)
that is the best estimate of the statistical standard error

expressed as a percent of the final value:

]
. _ 100 §<"§>‘<"N>2 ]
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The X;'s are the values of the quantity obtained from each
batch, and N is the total number of completed batches
(usually 10).

G. Core Requirement. Core requirement was an impor-
tant consideration in the construction o. the ACCEPT code.
About 15600 {(decimal) variables are required for each mate-
rial. Merely adding a material index to these variables would
severely limit the number of materials allowed in a calcula-
tion. Furthermore, a large core requirement generally lowers
job priority and increaszs turnaround time. The approach taken
in SANDYL was to reduce the resolution of the larger distribu-
tions and to replace the largest, the bremsstrahlung energy
and angular distribution, by a simple analytic formula. This
approach was avoided in the construction of ACCEPTS by making

use of LCM (ECS on the CDC-6600 system).



By putting the three largest electron-cross-section
acrays in LCM and recalling them into SCM (CH on the CDC=6600
system) only when needed, the requirement for a material
index for about 10000 of the above 15600 variables was
avoided. Thus, only 10000 locations of SCM are required for

these three arrays, regardless of the number of materials in

the problem configuration. Two large photon-cross-section

arrays, accounting for about 2700 of the 15600 variables, are
also stored in LCM. These phuton-cross-section variables are
recalled individually, rather than by the entire array; thus,

no central memory at all is required for these 2700 variables.*
Since the remaining variables are arbitrarily dimensioned for
five materials, the total LCM regquirement for cross~section
data is about 63500 (5 x 12700) decimaljlocations (see, however,
the update in Section 3.13 for increasinF the number of allowed
materials). .

An additional LCM requirement of 10000 decimal locations
for statistical variables leads to a total LCM requirement of
approximately 220000 octal locations (see, however, the update
in Section 3,12 for increasing the size of the statistical

arrays).

5. Verification
Ideally, code verification is best accomplished through
direct comparison of code predictions with accurate experimental
*If this same procedure is used to eliminate the 27000 decimal
locations required for the Wl-array of the SANDYL code, about
65000 octal locations of Central Memory will be released.

Furthermore, since the indexing arithmetic is already present
in SANDYL, the increase in running time might be negligible.
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data. This is not possible in the case of three-dimensional
models because what little experimental data there is for
complex geometries is even more suspect than the code results.
However, accuracy of the modeling of the basic physical proces-
ses (i.e., cross sections and multiple interaction theories)
can at least be inferred from comparisons of the predictions

of simpler geometric models of the same generic class of ETRAN-
like codes with high-quality experimental data. There have
been many such comparisons19 for various versions of the one-
dimensional, single-material ETRAN code.12 Further examples
may be found in the documentation reports of the TIGER20 and
cYLTran?l codes. Firally, during the last few years numerous
results have been obtained from a combined experimental/theo-
retical program22 directed specifically toward experimental
verification of the TIGER code for electron soufces at ener-
gies £1.0 Mev.

‘What we shall attempt to do in the remainder of this
section is verify the overall numerical accuracy (coding) of
the ACCEPT code through comparisons with other codes of the
TIGER series, and through verification of internal consistency
for geometrical configurations for which such comparisons are
not possible. We shall do this by considering each of the eight
active body types (the cright elliptical cylinder has not yet
been implemented) separately. Recognizing the importance of
the variance reduction option for trapped electrons (see Section

3.4) which depends on the relatively complex analytic geometry



coding of subroutine ZONEC (see Section 4.5C), all comparisons
will be repeated using the trapping update with TSAVE = TIN.
The logic for spheres and ellipsoids, with and without the
trapping option, was verified through comparisons with predic-
tions of the SPHERE code.? To test the logic for ellipsoids, we
simply define the spherical bodies with degenerate ellipsoids-=-
vy = Vs in Section 2.2A. The geometry consists of a pair of
nested Al spheres with a common center. The inner and outer
spheres have radii of 5 cm and 9 cm, respectively. The two
input 2zones are defined as the inner sphere and the region be-
tween the spheres so that both the (+)} and {-) body logic will
be tested. An isotropic source of 10.0 MeV {TIN} electrons is
uniformly distributed over a third concentric spherical region
having a radius of 6 cm. The source radius was chosen to
thoroughly exercise the trapping logic when TSAVE = TIN. 1In
each case 1000 bhistories were followed with a cutoff energy of
1.0 MeV (TCUT). Results are shown in Table III which compares
the energy partition, charge deposition and run times. Agree-
ment between the ACCEPT and SPBERE codes is very good., The fact
that the ACCEPT/SPH and ACCEPT/ELL results are nct identical
when TSAVE = TIN is probably due to the use of a root finder
for the ellipsoidal body in ZOREC, as opposed to the use of an
analytic expression for the spherical body. It is also seen
that use of the trapping option shifts a2 small amount of energy
from deposition to escape since bremsstrahlung production is
not allowed for trapped electrons. Unless one is specifically

interested in the escape energy, the decrease in run time by
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Table IIT: Comparison of predictions of the ACCEPT code with
those of the SPHERE code. Numbers in parentheses are the esti-
mated one-sigma statistical uncertainties expressed as percents
of the given guantities.

Energy Partition Fractions Charge Deposition
Fractions
Inner Zone Outer Zone Energy Inner Outer Run~Time
Code TSAVE Deposition Deposition Escape Zone Zone {sec)
SPHERE TCUT «536(3) +423(3) .0445(6) .548(23) .452(4) 17.6
ACCEPT (SPH) TCUT .532(1) .421(2) .0474(5) .543(2) .452(2) 29.2
ACCEPT (ELL) TCUT " - * " " 31.3
SPHERE TIN .538(3) . 427(4) .0364(5) .517(4) »481(4) 9.47
ACCEPT (SPH) TIN «534(2) .430(3) .0365(6) .528(3) .469(4) 16.3
ACCEPT (ELL) TIN .552(2) .414(4) .0342(9) .551(4) +448(5) 18.6
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nearly a factor of two with the trapping vption is probably
more important than this small error. Furthermore, TSAVE = TIN
yields the maximum possible trapping; because of the logarithmic

‘ energy grid employed in condensed-history electron transport and
the strong energy dependence of bremsstrahlung production, a some-
what lower value of TSAVE would substantially improve the value
for energy escape with relatively little increase in run time.
Pinally, it is clear that run time increases with either an
increase in the complexity of the code or an increase in the
complexity of the body type.

In analogous fashion the logic for right circular cylinders
and truncated right angle cones, with and without the trapping
option, was verified through comparisons with predictions of the
CYLTRAN code.? 1o test the logic for truncated cones, we simply
define the cylindrical bodies with degenerate truncated cones~-
Ry = Ry in Section 2.2A. The geometry consists of a pair of
nested Al cylinders with a common center. The lengths of the
cylinders are equal to their diameters. The inner and outer
cylinders have diameters of 8 cm and 16 cm, respectively. The
two input zones are defined as the inner cylinder and the region
between cylinders. The 10.0-MeV isotropic source electrons are
now distributed over a third concentric cylindrical region having
both a diameter and length of 10 cm. Results are shown in Table
IV. Agreement between the ACCEPT and CYLTRAN codes is very

good. The above discussion of the results in Table fII applies

here also.
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Table Iv: Comparison of predictions of the ACCEPT code with those
of the CYLTRAN code, MNumbers in parentheses are the estimated one-~
sigma statiscical uncertainties expressed as percents of the given
guantities.

Energy Partition Fractions Charge Deposition
Fractions
Inner Zone Outer Zone Energy Inner Quter Run-Time
Code TSAVE Deposition Deposition Escape Zone Zone (sec)

CYLTRAN TCUT .481(3) .480(3) .038B8(8) «46B8(3) -530(3) 19.2
ACCEPT (RCC) TCUT -460(3) .489(3) .0448(4) .495(4) .539(3) 35.1
ACCEPT (TRC) TCUT " " " " " 35.2
CYLTRAN TIN -472(2) +491(3) .0359(8) J477(3) «519(4) 11.9
ACCEPT (RCC) TIN +464(2) .499(1) .0392(10) .448(2) +551(1) 20.4
ACCEPT (TRC) TIN e ” " " "

20.6




The logic for rectangular parallelepipeds, wedges, boxes and
acrbitrary polyhedrons, with and without the trapping option, has
been verified through cross comparisons among results obtained
from the ACCEPT code by using each of these bodies to describe
the same physical problem. Bach of these body types was used
to describe a pair of nested Al cubes with a common center.

The edges of the inner and outer cubes have lengths of 10 cm
and 18 cm, respectively. The two input 2zones are defined as
the inner cube und the region between the cubes. The 10.0-MeV
isotropic electron source is now uniformly distributed over a
third concentric cubical region having an edge length of 12 cm.
Results are shown in Table V. Agreement among the four body
types is very good. For a given choice of TSAVE, results are
identical for all body types except the wedge. The wedge
calculations required twice as many bodies as the others.
Furthermore, in order to maximize logical testing, the ramps
of the wedges defining the inner cube were perpendicular to

the ramps of the wedges defining the outer cube. Consequently,

the input zones were defined as unions* of intersections or

differences of wedges. This unnecessarily complex zone des-
cription made the trapping option less effective (smaller
reduction in run time) in the case of the wedge description.

Even had all of the wedge ramps been parallel (coincident},

*Recall that unions increase the number of code zones over the
number of input zones (see footnote in the discussion of sub~
routine ZOWEC in Section 4.5C). Only those calculations in
Table V using the wedge require unions in order to specify

the input zones.
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Table V: Comparison of predictions of the ACCEPT code for the same
problem using different body types. Numbers in parentheses are the
estimated one-sigma statistical uncertainties expressed as percents

of the given quantities.

Energy Partition

Charge Deposition

Fractions Fractions Run~Time

Body (sec)
Type TSAVE

Inner Zone Outer Zone Energy Inner Outer

Deposition Deposition Escape Zone Zone
RPP TCUT .539(3) .422(3) .0414(6) .540(4) .458(4) 32.8
BOX TCUT - * " - * 35.2
ARB TCuT “ * h - " 48.2
WED TCuT “ " «0491(6) - * 42.1
RPP TIN .549(3) .420(4) .0309(10) .560(3) +439(4) 16.9
BOX TIN ” - » " - 18.4
ARB TIN “ " i " " 24.6
WED TIN .553(2) -416(3} «0379(5) .568(3) <432(4) 28.2
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when the trapping option was employed, the additional boundar-
ies required in the wedge description alter the random number
sequence relative to that of calculations using the other body
types, leading to stochastically different results, On the
other hand, the calculations without trapping were expected to

yield identical results, independent of body type. 1Indeed the

random number sequences were identical. However, the different

escape energy in the case of the wedge calculation with TSAVE

TCUT is possibly due to slightly different numerical tolerances

for different body types in subroutine GG. The above discus-

sion of the results in Table III applies here also.
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