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0. SUMMARY

Let x],xz,...,xN be N nongegafive i.i.d. random variables. Let
Y, = X, with probability X /(X;+...+X), a = 1,2...N. This is referred
to“as‘the first realization when samp}ingﬂwitp‘Brobabi]ity proportional

to size."Next Y] is deleted from X]’XZ""’XN and anbther observation Y2
is made similarly. It is of interest to find the distributional properties
- of the sequence Y],YZ;...,Yn (n < N). These properties are used by |

E. Barouch and G. M. Kaufman in order to estimate recoverable oil resources.
Here we present the distributional properties of_(Y],Yz,...Yn), when Xa

has a general distribution, and sbeéia]ize when Xa has a gamma distribution.

We.also obtain the distributional properfies of angiven the immediate

past Ypo13 these results supplement the distributional properties of Yn

given yis¥ps--esy g



-2

1. INTRODUCTION

1.1 Preliminaries

A probabilistic model to determine the sizes of 0il (or gas) pools
yet to be discovered within a geologic zone was studied by Barouch and
Kaufman in a series of papers [1,2,3]. The order of discovery plays an
important role in this model. Such models could Be uéed to predict the
.dec11ne in the expected size of dfscovery as the resource'base is depleted.

The basic aSsumption in this probabilistic model is that the pool
sizes in the resource base are nonnegative, independent and identically
distributed random variables denoted by X], Xz; cees XN' Barouch and
Kaufman [1,2] mainly studied the model when the distribution of Xa:is
lognormal. Since mathematically closed forms are not easily obtainable
in this case, they used approximations and simqlations. In this paper
we derive the mathematical results in closed féfm; ﬁy direct'methods,’
when the distribution of Xa is give; by a gamma distribution. We then
present the general results when the distribution of Xa is arbitrary;

these agree with some of the general results obtained by different

approaches by Barouch and Kaufman in an unpublished paper [3]. Similar
results when the resources Xa have an exponential distribution were obtained

by Uppuluri and Patil [4].

1.2 Sampling Proportional to Random Size

The process of sampling proportional to random size involves two
stages of randomness. The finite population of pool sizes is itself a
random sample X1, X2,‘..;, XN from a superpopulation. From this finité :

set, we sample without replacement and refer to the observed sequence
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{Y]’YZ’ e Yn} as the firsf discoverle]; the second discovery Y2'

~and so on. Clearly, the first discovery Y] will equal one of the values
Xa of the finite set. In samb]ing proportional to random size, it is
assumed that the probability with which Y1 takes the value Xa is equal

to Xa/(X]+ ...+-XN). 'Since we are sampling without replacement, Y2 is

| not equal to Y1, and we aésume that the pfobabi]ity with which Y2 takes

a value XB is equal to XB/(X]+-...+-XN- Y]). This procedure of sampling
‘with the associated probabilities expressed as ratios of random variabies
. is referfed to as sampling proportional to random size. In the next

section, we derive the distributional properties of the.first n discoveries

in this scheme.

2. GAMMA DISTRIBUTED RESOQURCES

2.1." ‘Expected Value of the First Discovery v

oo X

Let X be N independent, identically distributed gamma

1> Koo Ay
variates each with probability density function equal to,

) =gay &7 e™ L x>0,8>0 . . (2.1.1)

These correspond to the ffnite set of N random boo]s obtained from a gamma
popu]ation. In the case of sampling without replacement proportional to random
sizes (from this population of N unfts), let Yj denote the size of the jth
discovery, for j = 1, 2,...;n. More eXp]icitly, the fandom'variab1e Y]'is

given by



X
1

(X with probability X,+...+X

1 1 N

. | Xp | '
Y] = 4)(2 with probabﬂity m . (2.].2)

- . Xn

XN with probabﬂ1ty m

.t \

We shall now obtain the expected value of YT and then develop general methods

to obtain the moments and the probability density function of the nth discovery

Y

n
We see that the expected value of Y1 is given by
2 2
X X
E(Y,) = E 1 N ]
CEATy +...+ (2.1.3)
[ Xyteo-*hy Kyt -4y
2
X
=N E [ ! }
X1+"‘+XN
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Interchanging the order of integration and integrating out Xos -
- T2 T\ ga-1l ™ Na(N-1) -
E(Y.) = N (.| <%e A%%x¢7 e A :
(Y9) "oJ 1 1 [“u] dx; du.
r(a)
_ e+ N
A(@aN+1)
2.2. Laplace Transform and p.d.f.of the First Discovery Y]
The Laplace-transform of Y] ié'given by
o,(t) = Ele 7]
th]
o X,e N a,a-1  -Ax
= N f..f " 1 ren it {x *a e dxa}
0 TN a=1 VT { )
-AX
oo -tx a a-1 1 -ux x 12(N-1)
1 ATX e AN B
= N [..{ x,e 1 e [A-+u] dxq dx,
0 r{a) A
aN = du
= NaaA f : -
oo @™ )t
Fron ¢](t); we can easily obtain the moments of Yj : for instance
do, (t)
'l _ I} _ a+1 1

and

.xN‘we get

(2.1.2)

(2.2.1)



o

0

du
(A+u

)aN+3

Lie il ews

Inverting the Laplace-transform of Y., we can obtain the probability density

function (pdf) of Y]

~to be -

-y, (Atu)
o 1
_ Na xaN J Yy €

W)= 1@y rE &

which can also be written as

- SRS L B
g(yq) = Ny, flyq) 0" H™ "(u) du

a a-]e—xy
T'(a

A

where f(y) = and

i) = [ e flya - {AiuJ

In this notation, ¢](t) can also be written as

y1flyq) e

ol -(utt)y,

dy]

(2.2.4).

| (2.2.5).

_(2.2.6)

(2.2.7)
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~ 7.3. Joint Laplace Transform and pdf of the First

n Discoveries Y., Y,, ... Y
1 2 n

‘Using the statistical independence and the equidistribution of the
finite set of N resource variables, we find the Laplace Transform of

Y], Y2,... Y" to be

’

(2.3.1)

0(tys tyr e t)) = Elexp (- It ¥ )]
. , o=1 ¢
n
. -y tx
_ N J Los1 F% N X2 *n
(N-n)! ‘ Xptoo Xy Xoto kX X Pty
mf(x.)
a=1
4 n n
N! —uZ]taxa me i5 (5t i J) i
ey o] e TR magrogderg fof [ ] eI
o=1 @
X1+ %n 0 2R Tt R
: N
n f(x.)
a=n+l
n n ( 1 )
- I tx T X u
| Z] aa i=1 1 3=t 3
-t | e I xyf ) [f e THC s u) IV
XJe e X o= TIPS i=1"
: 1 du
=1
n n
: =3 xo(tyt .Iqu.) n N-n
N! n . ( q=1 e j=l 5 I du
m—n)—'j { aIzl] XG. f(X )dX J J e [H(CX._] u )] o=1
S R Y Yn

where H(u) is the Laplace Transform of the pdf f(x).
By inverting the above Lap]ace transform, we obta1n the joint pdf of

y]--.yn to be g(y],yz,... n)



N (ﬁ] v Fly,) ij R e TR . du, . (2.3.2).

7 (N=n)1

From these geneka] formulas we specialize to the gamma distributed case and -

obtain

Na n yz e

< _ NI ,
g(y]a---yn) - (N—nj! H] ( ’ I‘(a) )
a:
' (2.3.3)
n [0
z I
@ o ofl ya(j=]”3) | N
J J (A + uy +u, + + u )(N-n)a a];['l duu'
1 2 n’
and the Laplace transform in this special case is given by
o (ty,t,...t ) -
T | (2.3.4)

du] du2 e dun

O onta" aNe f J : =) '
= i a(N-n +1 + +
(N-n)! . ()\+u]+u2+. . .+un) (t]+>\+u])a (t2+>\+u]+u2f. .(tn+>\+u]+. +u')a

2.4. Marginal Lép]ace Transform and pdf of the nth
Discovery Yn

From the joint Laplace transform of the first n discoveries, we can

thain the Laplace transform ¢n(tn) of the marginal distribution of the

We consider the special

n;h_d1scovery Yn’ by taking t] =ty = ..ot T 0.

case when Xa has a gamma distribution.

|
b=
—
o
v
o
-
O
-
+
—

0,(ty) = 0,(0,0,...,0,t )
o » : | | | (2.4.1)
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and nroting the order 0 < v]:s v2<< e

S v we have

- I(V ) dv
NI n .Na No
(bn(tn) = (N_n)l a A J ()&""t +V )a+]( )a( n)
0
where |
: dv] dv2'... dv -1
I(Vn) = I.-'[ (>\+V])a+]( 2)a +1 ()\+ ])a'*']
0 < vy <§v2 < ... <§vn
n-1
) T'(n) an~ ya(n- ]) [: A+v ]
Therefore,
| L (N-n+l)a a n-1 . :
_ NI a  a\hro G o
¢n(tn) - iN—ni!(n—])! Jo 11— {—A_'_vn) (th‘rivn)aﬂ‘ (Awn)aN"ﬁ
= N __a 2d Jm - H(v) ____ij_____
_(N—n)}(n—l)! 0 gy +v)a+]

(N-n§i(n-15T' J_ [1-H(W) 1™ W
0 _

where

D[]—H(v+tn)] =

(K+tn+v

_atdv

)a+1

N-
(

V) D[]-H(v;tn)]

(2.4.2)

dvh

(2.4.3)

+U .
n

3
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The property, ¢n(0) = 1, follows from the definition of the beta integral;
and 1-H(v) has the properties of a cumulative distribution function.
Using the inversion formula, we can now obtain the'probabilifyrdensity

function of the nth discovery as

n-1
] " (Nerr+1) - x 12 ] Coa -~y (a+v)
g,(y) = CEOH DL axtn a»J [;;'[A+VJ:} (A+V)a(N-n) . ?(é+7) v

0
. L (2.4.4)
- N! ” nip e Jv . (2.4.5)
= MN-n)T(n=1)1 y f(.Y) JO []‘H(V)J H(v) e dv . 4.
where
- |
fly) = F—?—Jya"]e')‘y

This result written in the general form (2.4.5) and its associated Laplace
transform written in the general form (2.4.3), can also be deduced from

the general formulae (2.3.2),(2.3.1) respectively, given in Section

(2.3).

2.5. Conditﬁona] Laplace Transform and the Conditional

Moments of the nth Discovery ﬁw given Y-

From the joint p.d.f. of the first n discoveries, given by (2.3.2),
one can obtain the joint pdf of nv1 and Y . Using this and the
pdf of Y _given by (2.4.5), one can obtain the conditional properties

-of ¥ given Y, ;.
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In this section, we shall obtain the distributional properties of
the nth discovery given the immediate past, nahe]j, the (n-])tn discovery.
The foT]owing formula gives the Laplace Transform of Yn giveh_ﬁhe (n-])th
discovery Yp-1*

-ty o
Ele  “ly,41 = (N-nt1)

N-n

-~ Yn-1Vn- n-2 - |
_ e [ 'H(Vn-1)] H(vn)Dvn[l— H(vn+t)] dvn_]dvn
0<v, 4 < Vp <@ v : .
n , ‘ (2.5.1)
® -y 4V N-n+1 : - - :
n-1"n-1 n-2
jo e [1 - Ko I"2 v p) dv,
where H(v). = J e VX £(x) dx. ~
0 - i
_ From this the conditional kth moment of’Y(n) given Ypo1 can be obtained as
E[Yk |y, 11 = (N-n+1)
n'Jn-1
“Yn-1Yn-1 n-2 NN (k1) |
[ e [1 - Hlv, I72 ) 0K -0 e, e,
0<v 1 <V <o '
n- n : ' (2.5.2)

® =y V. _» N-n+]
j e ™I pony. I"E v ) dv
0 ,

We now present the formula corresponding to (2.5.2) in the case of gamma

distributed resources. In this case
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f(x) = fi%S-xa xa'] e X , and H(v) = (>\/(>\+v))a and the conditional

th

k™" moment of Yn given Yn-1 is given by
k _ (N-n+1l)a(a+1)...(a+k) ' T
E[Yn Iyn-]] f a(N-n+1)+k . - _ (2.5.3)
0 ‘ (A+v '])a, (}+vn_1)a(N‘"+])+k n-1
J” e-yn_]vn_] - \e ]n_2 Aa(N—n+1) "
0 (v, ) ()30 ]

3. CONCLUSION

Barouch and Kaufman [3] obtained the formulae for the conditional
expectatfon of Y(n) given the whole past ¥], ¥2,v... Yoo1- They used
these results when the distribution of the resoufce variables is a log-
normal distribution. As mentioned earlier, they made some approximations
and used simulations. They also made some tests to see whether the
resource variables have a lTognormal distribution or a gémmaldiStribution
In view of this, it wou]d.be interesting to use thé forhulae of Section
(2.5) and compare with the work of Barouch and Kaufman [1]. This

is still an open problem.
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