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RSY SYSTEM DEvELOPMENT UNDER VAX/VMS COMPATIBILITY MODE*

The
bui
tro’
bnd

Mary A. Fuka
Los Alamos National Laboratory

Los Alamos, New Mexico

ABSTRACT

Control System for the Proton Storage Ping now being
t at Los Alamos will use a VAX-11/750 as its main con-
computer with several LSI-11/23 micropr,-cessors reading
controlling the hardware,

The VMS Cumpatibllity Mode makes it possible to use the VAX
as a development system for the LS1-11/23 microprocessors
running the RSX-llS (stand-alone) operatir,q system. Oigital
Equipment Corporation (OEC)-supplied software is used to
generate the RSX-llS operating system and DECNET-llS network
software. We use the VMS editors to create source files,
the Macro-n assembler and the POP-11 Fortran-77 compiler to
generdte object code, and the RSX Task Builder to link the
executable RSX task image. The RSX task then can bs tested
to some extent on the VAX before it is down-line loaded to
the LS1-11/23 far further testing.

Several areas ot difficulty and “inc&npatibility” exist in
thp vMS Compatibility Mode, Areas that can qive trouble
include file protection, orocess protection, privilege,
directory names, device names, anrl th~ Indirect Conwnand File
PrGcpssor. Understanding these differences between RSX and
VMS Cmnpatibility Modr facilitat~s our system and task
develnnment.

WHY USE VAX/VMS FOR RSX-IIS SYSTF.M I’EVE’,OPMENT?

The IISX-llS opera~inq systm is uspful for a
control-system envirunmellt where thp only
Input/Output (1/0) devic~s are tne interfaces to
thp actual equipment being controlled. At Los
Alamos National Laboratory wc are usinq several
LSI-11/73 microcomputws running RSX-llS and net-
wnrked to a VAX-11/7r3 to control tnfi Proton Stor-
dge Ring at the Clinton P. Anderson Meson Physics
Fdcllity (LAMPF). The LS1-11/73s dre in an rquip-
ment building about 100 m from the buildinq lhat.
houses the VAX and the control console. This
huildlnq dncs nnt provide dn envlronmmt sultahle
fnr disks, tape drives, or other mass-storaq~
media. HP also plhn to have no t,?rminals attached
tn LIle mlcrocnmputprs wh~n the Proton StoraqP Rinq
is op~ratinq normdlly, lh~ \tand-alone version of
RSX prr)vldc< IImemory-only syst~m that allows us tn
have rnultlpl? tasks running in each micrucanputer
at vdrious priorities and saves us th~ @ffnrt nf
writlnq nur own scheduling $oftwart?.

ThP stand-alrmr naturo of HSX-lIS dpmands thdt thp
RSX-IIS nptaratinq Systems and th? tasks runnintl nn
tlwm hr crcntpd on a hnst VAX/VMS, RSX-l IM, or
RSX-l IM+ system, I!rtause WP hdv~ alt-pady chosen
the VAX-11/75tl as thr crntral cnntrnl c~ut~ro it
~erms nntllral tn IISP It a% thp RSX-lIS hnst, Ihus
\avillq th~ cn.1 Of purchn<inql Setttnq up, nlld

maintdininq a Seps?ate RSX-lIM systpm, This deci-
sion also allows all softwdrp development to br
centralized on onp co~uter, and thr softwarp
developers find the VAX/VMS environment a pleasant
onp in which to work.

RSX/VMS DIFFERENCES THAT AFFECT PSX SYSTEM ANI) TASK
DEVELOPMENT

There are som~ important differ~nce. hctwern RSX
and VMS that must he kept in mlnrl when devPloDlng
RSX systems usinq VMS Canpatlhllity Mode. The VMS
Appllcatinns Miqration Ex@cutivr (AMF) is at MCH
LCVPI 3.7; whm?as RSX is at LPVPI 4,0, llFr prom-
ises that thp AME will he htouqht up tn IPVP1 4.0:
111thp moantim~ command fllp{ rl~$lqn~d to run undpr
RSK will not npcpssdr:ly run und~r VMS (“nmpatil~ll-
Ity Mode.

Another mdjor differpncr hPtu@Pn VMS and RSX is th~
wny thp two op~rmtlnq systems drflne find us~ prlvl-
I?qP. RSX sees a us~r as either pr~vil~qerl or
unprlvilwyd, dppmdl,,q nn thp llsPr Idrntificdtinll
rndr (LIIC) qrnup num4wv undrr which thfit. usrr
Inqqed in, ond assncintes thi!, privllpqr with ths!
user’s t~rminal. lJndPr VMS, n uwr 1< glvm n sot
nf pr’ivil~qrs frfxn th~ wido ranqo of speclflr priv-
llrqPs thdt VMS r~cnqnlle%, and thp $@t of privl-
l~q~s qlv~n a partlculm user ~t assoclat~d with
the I)rrco$s crfidtd wh~n thr uspr lnqs In, 11 i\



possible under VMS to tailor the set of privileges
given a particular user to the job he is doing.
It requires sw rather powe;ful VMS privllegas to
do RSX system development and task development
under VMS compatibility Mode. For example, to “SET
UIC [group,nwmber]” requires the CMKRNL (C, lnge
Mode to Kernel) privilege, which allows a user
access to the VMS operating system’s highly selsi-
tive and protected data structures!

VMS and RSX use similar file specifications. There
are differences, however, in the device and direc-
tory fields of the file spr?cification and the!-
differences must be kept in mind when working in
Compatibility Mode. VMS allows three formats for
dlrectcry names:

~~~e~,tnember ]

[name rename]
RSX uses only the [qroup,member] format in which
“qroup” and “member” represent qroup and member
numhprs .h?t make up the UIC for a particular user.
The otn?;’ two directory formats allow for names
made Up of cc.mbi,lations of letters and numbers,
which can be separated by periods to indicate suh-
file uirectorief of hiqher level directories. RSX
doe~ not allow subfile dir(’ctorles.

VMS uses device specifications in tl,e format
“ddcll:” where dd is a two-character d~vice mnemon-
ic, c is J onp-character (alphabetic) controller
de~ignatinn, and u is a unit number. RSX device
specifications are similar, hut RSX drms not use
the controller dpsiqnatloq character. 10 associate
an RSX de~!ice name with : specltic VMS device, one
ran use ~ith~r a Ioqical namr or ths? automatic map-
ping of RSX (favicr? namrs to VMS devlcr names In
which an RSX unit numlmr is converted to iIVMS con-
LrrillPr drsiqnatior, and Ilnit number. This mapping
if ~xplaine(l in Sec. ?.5,? of the vAX-11/RSX-llM
Ilspr’t Guide, Lnqicai nam~s are easier to IIStI,hut
srrmr RSX ta$ks, thr File Transfer Iltility (FLX)
fcr ~xaml)ip, drmand th~ usr of tho automatic f;,-
pinq, FLX also dnef nat undprstar,d directory spec-
ift(:ations tn an,ythtnq I)ut th~ [arnlmx,mrmh~rl for-
m,lt, althnuqh It cfin find a fil~ In a nam~d dir~c-
t,)ry or sul~fi)r di,’pctor,y if I: 1< thr rlpf~ult
dlrwtory,

RSX system: the RSX executive is not present in
VAX/VMS nor Is the PDP-11 1/0 page present. Task
images that must be mapped to th~ RSX executive or
to the 1/0 page can be task built on the VAX, but
must be tested on an RSX system. Care must be
taken to see that such task images ilre built using
the system libraries for the RSX-llS system.

RSX-llS SYSTEM-DEVELOPMENT TOOLS

Several RSX system development tools are available
with RSX-llS, DECNET-llS, VMS, and VMS DECNET.
. It is possible to do RSX SYSGENS on a VAX

using the standard RSX-llS distribution.
. Down-line loading and up-line dumping of

RSX-llS systems is provided with VMS OECNET.
. “he v~,rtual Monitor Console Routine (V14R)

wiJed with the RSX-llS distribution allows
unfiguring of RSX systems before they are

down-line loaded.
. The Virtual Network Processer (VNP) provided

with the OECNET-llS distribution allows the
network to be loaded into an RS% system image
on the VAX before it is down-line loaded.

. It is possible to save an RSX system imaqe on
selected media on tl,e YAX in bootable form
and then load it throuqh a load device on the
LSI-11/?3.

SYSGEN AND INITIALIZATION OF RSX SYSTEMS

The RSX-llS Version 4.0 SYSGEN works as distributed
on the VAY (at least with V~rsion 3.0 or later) and
the documentation provided is relatively easy to
follow. This was a pleasant change from our
earlier experience with the RSX-llS Version ?.7
(equival~nt to RSX-llM Version 3,/) distribution.
It is necessary to work from an account with thr
CMKRNL, LOGIO, SYSPRV, and VflLPRO privileges and to
be loqged in with MCR as thp Conxnancl Larrquaqo
lnt@rPreter (CLI=MCR) to do a SYSGEN, Setting Up ,1
special acro~nt with thr necr?ssary privlleqr< and
with the default Crnmnand Lanquaqp Interpreter set
to MCR ficilltntes RSk-llS systpm developmrmt, Thv
Lnqin.cmd Fili? for thi< account can assign loqlcal
narrw!sfnr thp VAX devices similar to thp Ioqlcal
naaps nn~ exp~cts On an Rs)f syst~~, for Pnample,
SY:, [,11:,Mll:, dnd can assiqn logical names to tho
Lfisk-lmnqe fllp; for tho RSX-lIM Task Iluildpr, VM17,
tsnd VNP. Examples of the User Authnrilatlrm Iilr
anri Lnqin.cm@ 111P for th~ KSX system-dwrlopmrnt
~ccnunt nn our systerr arp included ~t tho ~nd of
this pal~pr.



for an RSX-ll S system. (lne can also examine the
system after it Is initialized, using VMR comnands
DEV (ICES), LUNS, PAR (TITIONS), TAS (KLIST).
Finally, any tasks to be run when the system Is
booted or to be scheduled for sm~e later time can
be scheduled with the RUN conanand. This makes it
possible to set up a system that dces not require a
tetminal to run the software Installed in the sys-
tem. The system image can be savzd In bootable
form, using the VMQ SAV (E) ccnananci.

Ue have come across a few problems with the VMR
received with our RSX-llS distribution, After
doing REM and INS on the same task, the TAS com-
mand fails before displaying all the tasks in the
:ystem. If one exits from VMR and then enters It
aqain, the TAS cmmsand performs as expected. VMII
also apparently corrupts the file header of the
RSX-llS system image under some error conditions.
Uhen gtvinq it a ccmznand file that it cannot exe-
cute, it gives an errOr message as expectrd; then
on exiting VMR one finds that the system-image file
header has fixed-length records of less than 512
bytes. The system-image file itself seems to be In
order; it is the right size, and when compared to a
“gund” system-image file, no differences are found.
I{r)wever, the down-line-loading software refuses to
down-line load the system image with the bad head-
l?r. It is best to avoid makinq mistakes when using
vMR !

DECNET-IIS hETGENS

NETGENs on a VAX for DECNrT-llS were not support~ri
when Version 3.1 ~f DECNFT-ilS was first released.
The cormnanrlfiles for NETGEN wer? ?t MCR Level 4.0
and included conanands not implemented In MCR 3.?,
the present level of the VMS AME. I borrowed a
friend’s PIIP-11/6fI for the NETGEN and then trans-
ferred thn fi;e. to the VAX. Some time after I did
this, a workaround to allow DECN[”r-llS NETGENs on
the VAX became available, I havt? tried this work-
*round and It works. It includes the RSI-llM-PLUS
Indirect Command Processor d the file F4ETIISR,EXE
tn procws tht? GIN$ direct. ‘s, The only problem
Is the printlnq out of stran~e messfiqes, which tht?
workaround direction% assurp us ar~ harmless. When
th~ AME IS hrouqht up to Mf,R Level 4,0, the NETGEN
command files should work without sppcial work-
,1rounds,

NI”T(TN prorlll~ps a cnnanand filp that VMR can Usp to
install and flx in mpmnry the requfrej netwnrk
tasks and thosp ndwork tasks selected as options
,Iurinq th~ N~TGFN. Thl$ comnand file can he modl-
fled if d~slrpd; however it IS necessary that thp
Nrtwork Inltlalization Task (NTINIT) and the Net-
work Anclllhry Control Processor (NETACP) I)p
In$thllpd ~nd flx~d In mmory, The 5at@lltt@
lnadrr ($LD) is roaulr~d for down-line loading
tfisk-,and the N@twork Manaqoment Driver (NMDRv) is
rrqulrod ~f nrtwork mdnaqwnent pruqrams ar~
dv< 1rtui, It .hII hr handy to havr the Nrtwork Con-
trol Proqrnm (NCF) installorl and flxs?d In mwnory
If! n I’)L’CNFT-lIS <,ystrm, rvpn thnuqh it Is rdthpr
IimitPfl illfunctlnn,

subset of the DECNET-llM NCP conmands. One can SET
a circuit on or off, LOOP executor and node, SET
executor HOST, SET Logging Console on ,r off, ZERO
counters, and SHOW most relevant information with
NCP. However, one must use YNP to perform most of
the SET, CLEAR, and LOAD commands that DECNET-l IM
NCP allows. Also one can use either VNP or the
Configuration File Editor (CFE) to change networi
parimters set up du:ing the NETGEN. A sample
cc+mnand file to load the r,etwork is included at the
end of this paper.

VNP is also useful for examining the network com-
ponents in the RSX-llS systefi,-image file. One cau-
tion must be observed before using VNP: the RSX-llS
system imaqe should be backed UP. VNP can corruot
the system Image if it is aborted or exits in an
abnormal fashion. 1 use a cornnand file that copies
the virgin system-image file before using either
vMR Or VNP. A copy of this conm,and file is at the
end of this paper.

tlOWN-LINE LOAOING OF RSX-llS SYSTEMS

When it comes time to down-line load an RSX-llS
system frcm a VAX, one must stop reading the RSX
OECNET manuals and turn to the VMS DECNET Manager’s
Manual . Oown-llne lrading of RSX-llS systems is
built into VMS OECNET. Tile netwurk database on th~
VAX is configured to include th~ RSX-llS node,
using the OEFINE NLIDE or SET NCIOE cmnands of VMS
NCP. The secondary and L ‘tiary loaders for the
down-line loading are !n~).”md with VMS DECNET;
however, 1 found it ~ecessary ‘o uze the loaders
built uslnq DLLF)AT,CMTI on the hJX-llP system, or
OLLVMS.CMD incl,~d~d with tile workaround, because
the ones incluued with VMS did not work corrtctly.
Once the database is configured to !cclude ~he
RSX-lIS node (defining the cor;ect secondary and
tertiary loaders, the circuit ovur which the load
Is to take place, and the RSX-llS systm-im~qe
filp) the down-line Inad takes place when thr
RSX-llS system ts booted (Drovidcd the r~mote sys-
ttw is spl. to hont over the nptwork).

An up-line dump also IS possible for an RSX-IIS
system hosted hy h \AX, NETPAN.MAC must be
includ~d In thp IsSX-llS system, directions fcr
doinq so arp Included In Appendix FI of the RSX
DECN~”r Network Gt?neratlnn and Instdllatlon GUIdP,
Th@ othPr r~quirp~nt IS speclfyinq a dump filp
usinq the ‘;MS Nf,P OIF!NF NODE DUMP FILE c~and.
An up-line dump is generate{! only if thp remote
RSX-112 syctem cra$hes. An easy wdy to ~PneralP d
crash t t~st this feature Is to type ‘X” to the
XIIT prompt in an RSX-IIS syst~m hulll to trcludr
thp rx,~chtivp dphuqqtnq tonl.

sorrHARcrou~sFOR RSX TASK !NAGF iIFVELOPMrNT

VAX/VMS prttvides spvrrfil tools for development of
programs to run on !SSX systems or on th~ “Ax III
Cnmpatlbilit) Mod~. Amonq these are
. th~ MACRO-I: ass~mhlpr [MAC),
. tnp f.ompatll~ilfty MorlP Task Muildpr,
● the Ilnp t@xt @ditnr ([11[1,
, thr R!ix librarlnn,
. th~ P@rlph@ral Intprchanqv Proqram (I’ll’),
. th~ rile Transfer Htlllty,
. th~ File Petri, [Itlllty (/AP),
. tho FIIP Dump Iltllity ([)MP), nnd
, RMS-11 utllltlm~.



In addition, RSX-11 compilers can be installed and
run on the VAX, {i ‘he RSX-llM Task Builder can
be run in Cmpatibl Mode to create task Images
to be run on PDP-11 ,. LSI-11 machines.

The tools I use regular f for I?SX software develop-
ment are the assembler, the RSX Fortran-77 carl-
piler, and the Task Buil,ler. Occasionally I use
the RSX librarian, FLX and DMP. 1 have seldcvn used
PIP and never use EI)l, bicause I much prefer the
DEC standard editor, EOT. Generally, I use the VMS
Oigital Cotmnand Language (lJCL) when editing, assem-
bling and compiling and use a special account with
CLI-MCR and RSX-type synbols defined when task
building and installing a task for down-line load-
inq. It is important to note tkot calling MCR frw
DCL is not the same as logqincj in with CLI=MCR.
Callinq MCR from VMS OCL allows one to execute an
RSX task image, but does not invoke ‘he MCR cotmnand
language. Logqinq in with CLldlCR invokes the MCR
cnrmnand lanquaqe.

ASSEMBLING AND COMPILING RSX-llS PROGRAMS

1 have encountered no problems with the Compati-
bility Mode Macro-n assembler. It can be run in
several ways, from VMS DCL by typing MACRO/RSXll
filename, or MCR MAC with the usual RSX style
output ~ input strinq, or from MN by typinq MAC
with the standard output ■ input st,.inq. MAC
understands VMS directory specifications: thus, it
can be run from any directory or subdirectory.

I have us~d two PDP-11 FORTRAN compilers under VMS:
the VMS/PDP-11 FORTRAN-IV cross compiler and the
RSX-11 FORTRAN-77 compiler. Th~ FORTRAN-IV cross
compiler is a supported VMS product, the RSX-11
FORTRAN-77 compiler 1s not. (It is support~rl to
run undpr HSX hut not under VMS,) However, we have
fo’.lndhnth compllprs easy to install and Jse. The
F(!RTUAN-lV cross compiler understands VMS file
specifications; the RSX 11 FORTRAN-77 compiler can
t,~ installed to operate in the same fashion. To do
so, sppcify the Compatibility Mode SYSLIII as the
dpfault systpm librar’~ when ta<k huildinq the com-
pil~r. I find It convenient to ~r?Pp a Cmnpatihil -
Ity Mode FORTRAN-77 Iihrary, which I created hy
cnp.yin~ thr Cnmpatihillt,y Mnd~ S’fSLIR and ins~rtinq
thp rflRTRAN-77 modulrs into it, LhPn r~naminq it,
Ta$ks built with t,hls Ilhrary unrl,rstfind the VM$
f~lr sppclflcatlons.

I do most of my NSX $nft,warr dcvelo~mpnt in num-
hrred directorlos rfithcr than nam~d dir~ctorles
hrcau?r othrr nec~~<nry tools, VMR and VNP for
~lxample, dn not understand VMS fil~ speclficatinns.
10 Pn$ure that the dlrortory $peclficatlon!i and
UICS mntch for tlwsm RSX prr)qrams, I nrPd to SET
111( 10 thr samo [qroup, mrmllprl h% t.h~ dlrw.tnry
when settinq a nnw drfault. As this r~qulr~s ttw
CMKRNL privilrqp and I do not carp to work from n
hlqhl,y prlvil~qtvl proc~s$ wllpn wliting @nd compil-
ing, I work from an account with JIw SFWRV privi-
IWIP aori usc c.onrnandfilr$ to qivfI thr prnc~ss the
CMI(RNI.prlvllnqr, s~t, thr now rirfault and IIIc, thpn
inko awny tho prlvllpqe,

F77:==$USEROISK:[1,54]F77.EXE .

The dollar sign before the file specification is
important; it signals VMS that the file to which
the symbol is assigned is an executable Image and
allows parameters to follow the conmrand. If the
symbol is assigned without the dollar sign, it will
not allow the output ■ Input file string to follow
the comnand, aqd It will be necessary to wait for
the F77> prmnpt to enter output ■ input. When
working In MCR, assign a logical name to the cchn-
piler using

ASN IlRl:[l,54]F77.CXE=F77/GBL .

This also allows the output ■ input string to fol-
low the F77 command. The /GBL switch puts the sym-
bol in the system logical name table if tne user
has the SYSNAM privilege, If the symbol is to be
made availdble to all users, it should be in the
system Loq-in Cormnand File.

TASK BUILOING RSX-llS PROGRAPiS

After assembling or compiling a program, I log in,
under che same account used for RSX-llS system
development, to task build and prepare a task for
down-line loading. The default Conwnand Lanquage
Ir,:erpreter is MCR; the Log-in CorrfnandFile assigns
the synhol 1“K13to the Task Builder that comes with
the RSY-llS distribution, VMR to the Vil’tual Moni-
tor Routine, and VNP to the Virtual Network Program
and also assigns RSX system symbols to VAX d~vices.

Although the Cc+npatlhility Mode Tdsk Builder can be
uspri for linkinq many RSX progr(lms that will run
under RSX-IIS systems, I usually u$e the TdsK
Builder di$trihuted with the RSX-llS system, whirt
gives tasks tht’ .tsk extension and expects an ;;SX
type envlrnnment; the system librdries must b~ in
directory [1,11 on the disk tn which the symbol LY:
is d%slqnrrl, and any tdsks built to be inst?l led
Ir,conmmn partitiol:s alsn must have .tsk dnd .sth
file< in 11,11 on this SV: device, It understand
nnly directory specifications in [qroup,memlwll
format. As lonq n% this Task 13uilder i% qivcn aII

RSX-t,ypc environment, It performs well,

lMIUN-LINE LOADIN(IOF FSX-ll!i TASKS

After Task Buildinq, any task image$ to be run on
thr RSX-llS s,ystom mutt h~ Installprt in thp RSY-115
systmn lmaq~ usinq VMP. If thert) are old vrrsinn$
of th~ ta$ks Installrvl In thi{ Image, first thvy
must hc rrmovert. It helps to hav~ a system dirPc-
tory in which copies of the RSX-lIS syst~m, thr
s,ystrm symhril tahlo, tlnd tho system ~nt-1nptwnrk
ta~ks are kppt, Thm \ET Illf to this dlroct.nry
tmfcrr~ us!nq VMR, lhr tnsk\ trl I}p (il)W1l-lil)l~
Ioadorl can ho in mry numbrrprl dlrwtnry. Aftrr
usinq the conmnds NFM and INS to removu, tll(~ll

reinstall ttip rir?sirrritask%, I copy this S,ystmll
imaqe t[) thr VAX/VMT, SYS$SYSrEM dlrcctoryo WIMII.11
thp s,ystpm Imqr to IN dowu-linp load[pd is kopl,
and dolotr nny nld vrrslnn~. nf tills f{l~~. Ii l\
nnt nocr~shry to down-line Inad thr NSX-il!i <y%trm
Pvrry tlmo a tnsh Is rrmov~d find rrlnstdlll,d unlp%i
t,hr ta~k If fixwl In mmnnry: Jllst hr , ,m tlw
Intrst rnpy of tho fystmn Imoqr with thr cllrrvl:l,
tasks if,~lallrd i< In i,hp fllo spoclflmi a~ lhl,
nnlic Iomi fllr,



If a task grows larger when a new version Is
created, the size of the task In the Task Control
Block in the RSX-llS system Image that has been
previously down-line loaded may not be large
enough. The message that HLD writes In the the
HLD.L06 says that the task Is too large for the
partition. If one is using a large system parti-
tion, this Mssage Is confusing, because It Is
really the task size and not the partition size
that IL the problem. There are two ways to solve
this problem: either down-line load the latest
version of the RSX-llS system image or use the GPE
comnand on the remote RSX-llS systm to alter the
task size In the Task Control Block. I prefer the
latter so;utlon because it is siwler and quicker.
If a task partition !s being used and It really Is
too small for the task, then V~ will give an error
message and it Hill be necessary to repartition the
system with VMR and dwn-line load the new system.

EdCh task to be down-line loaded must also have an
entry in the Host Loader Mapping TJble. Under VMS,
all that Is required is to enter each task’s name
ano task-image file specification in the file
HL9.DAT in the SYSISYSTEM directory. This iS
easier to do under VMS thaflunder RSX-llM because
the Host Loader Happing table does not have to be
~ssemhled and linked. It is not necessary to
change this table when a new l’erslonof a task
image is created unless the fll~ specification
changes (version numbers do not matter). We have
found It helpful to have the tasks to be down-line
loaded have the same UIC as the nonprlvileqed net-
work rectory and the HLD.EXE imaqe file. HLO.DAT
also must have this UIC or hav~ protection allowlnq
UORLD to read and ex?cute.

rllNCLllSIONS

II, qeneral, we halve found the tools provld?d hy
IIEC for RSX-llS system and task d~v~lopmmt undt=r
VAX/VMS to he uSf!fUl, dlthnuqh it has takpn nwre
@ffn*t than we cnred to rxtvt tn use thete tonls
Pfflci@fItly dtId ●ffpctively. Thr tools have
improved qr~atly since th~ first RSX-IIS distrlbu-
tlnn for installation under VAX!VMS, hut wc hotw
for t’urtherImprovement: in particular we hope thdt
thp AME will bp brnught IIp to RSX Lavcl 4.0, that
the huq in rMR will he fixed, and thmt the RSX
utilitles and Systwn mbnaqement toolz will dll
understmd VM5 devic~ and file speclflcatlons, It
shnulrlh~ po%sihl~ also to SET UIC witk smne I?ss@r
privileqp than C~RhL, In thrmrantlme, tt is con-
vmlmt to hfiv~ all of our software dnd systm
dlw?elop!m?nton the V~X, and it is possibl~ to
drvrloIJr!rtnndsnf working, usinq sppclnl nccounts
find camnand fil~% thdt makp thts rrasonflllly
Pfftcirnt.

EXMPIFS(IF fXH#flNDFILFS

Racklngyp-~ %y%trm Imag-ph~forr u%lng \Mllnr VNP....-. - . ... . .. .-. ...... .....---.--?.

rilr: lIS.CMIl

11[1RSXIIS.SYS:7
[’01’NSKIIS.SVS:Ilt$xlls.sYs:7
pll$ysv~{,~M[)

Partitioning, Loading Drivers, Installing and
Ixlng Tasks, hen lsplaylng Saw Information

Bout the system Image.

VMR PSYSVW

File: SYSVNR.CFID

RSX1lS.
SET”
SET
SET
LOA
SET
SET
SET
SET
SET
SET
SET
1NS
1NS
FIx
1NS

/POOL=ll?O
/MAlN=cExPAR:*:60:crx4
f~AIN=TTPAR:%164 :TASK

/~IN=SYSPAR:*:137:TASK
/llAINd4cRPAR:*:140:TAsK
/MA1N=RSDVlH:*:4m:TASK
/UAlN=DBASE:*:?OD:CCN4
/MAIN=GEN:*:*:SYS
/HAIN=BIRADv:7600:200:DEv
/POOL
[l,l]BIRADV
[7,64]TKN
TKTN
r 7.64lBASMCR

FIX fiCi..:
0[35!3,64]1tiSNET.ChO
INS [350,64]RSDV1H
FIx RSDVIH
lNs (309,1151MPLE/pAR=GEN
FIx SIMPLE
INS [300,1]D13ASE
IN5 [300,1~TRt~5A/PAR=GEN

[1
INS 3011,1lSINIT/PAR=GEN
INS 300,1 CATY/PAR=GEh

1{INS ‘300;l-LAWDD/PAR=GEN
INS 300,1 PRVTSK/PAR=GEN

11

INS 300,11DLLTRY/Pl,R=GTN
INS 300,1 REA1’lER/PAR=GEN
INS 300,1 URITDB/PAR~GENtPRl”60.
SET /TERM=TTO:VTIOfl
SET /TERM~TTl:VTIOfl
RIIN MrR... 5S
RUN RFAIIER lfIS
DE V
PAR

lnstallin~th~ Network Tasks——.- - ..————

File: INSNET.CMD

SET /NETUlC~rJ50,641
INS r350,641NTlNIT
FIx NTINIT
INS [350,641NCP/TASK~NCP/CKP~NO
FIX NC?
LOA NM:
INS [350,641NETACP
FIX NETAfP
INS r350,641MlR/CKll=NII
Flk MlR,.,
INS [350,641SLD
[;; :IJRm.m

Loading thp Nrtwork- ...-,.....-..—- “.

VNI’PISSVNP

ril~: lSSVNP.f.Ni}

nsxllf
srr sYsrErnAil rc~ln
SET EXF STATt ON



Copying the System Image to the SYS$SYSTEM
irectory

File: NEUVERS.CMD

SET UIC [1,4]
SET DEF SYS$SYSTEM
DELETE ISS1lS.SYS;*
COPY USEROISK:[350,64]RSX11S.SYS ISS1lS.SYS
SET PROTECTION=(PORLO:RE) ISS1lS.SYS
DIR/FU ISS1lS.SYS
SET UIC [300,1]
SET DEF USERDISK

Setting UIC From an Account With the SETPRV
Prlvlleqe

File: S101.COM

$ SET PROCESS/PR IV=CMKRNL
$ SETOEF [300,101
$ SET UIC[3OO,1O1 1
~ SET P,70CESS/PR IV=NOCMKRNL

USEFUL MANUALS

VAX-llIRSX-llM User’s Guide

vAX-11/RSX-llM Programmer’s Reference Manual

OECNET-VAX S.ystem Manager’s Guide

RSX-llM/M-PLUS System Man~gement Guide

RSX-llM System Generation and Installation Guide

RS1-llS System Generation and Installation Guide

PDP-11 FORTRAN-77 Installation Guide/Release Notes

RSX OECNET Network Generation ?nd Installation
Guide


