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Deconvolution Using a Neural Network*

S. K. Lehman

University of California
Lawrence Livermore National Laboratory

Livermore, CA 94550

November 15, 1990
o

,Abstract-- Viewing one dimensional deconvolution as a matrix inversion problem, we compare a
• neural network backpropagatlon matrix inverse with LMS, and pseudo-inverse. This is largely an

exercise in unders_andlng how our neural network code works.

[ INTRODUCTION

HE NOISE free convolution of two one-dimensional signals is defined as:
M-I

g(n) = Z f(m)h(n- m) (1)
rn" O

where f(m), the input signal; h(k), the kernel; and g(n), the result_ are defined on

0< m <M-I

0< k <K-1m

0< n <M+K-1-N

In matrix form:
g- Hf (2)

where H is the matrix that transforms f to g:

h(0) 0 0 ... 0 0
h(1) h(0) 0 .,. 0 0
h(2) h(1) h(0) ,.. 0 0

' ' ' ''' 0 '

h(K-2) h(g-3) h(K-4) ...

H= h(K-1) h(K - 2) h(K - 3) h(1) h(0)
0 h(Z- 1) h(K- 2) h(2) h(1) (3)
0 0 h(K- 1) h(3) h(2)

0 0 h(K-1) h(g-2) h(K-3)
0 0 0 h(K-1) h(K-2)
0 0 ... 0 0 h(K- 1)

*Work pel{ormc.4 under the atmpices of the U. S. Department of Energy by the Lawrence Livermore National Laboratory
under contract number W-7405-ENG-48.
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The problem is to find A such that

f= Ag (4)

We are also interested in the convolution problem. That is finding H such that

g = Hf (5)

We compare three methods for determining either H given A; or A given H; or H and A given an
appropriate set of fs and gs. The methods are:

1. Pseudo-inverse;

2. Neural network ;

3. LMS.

• II PSEUDO-INVERSE

Given H, A is determined by:
a

HTg = HTHf

(HTH)-IH "rg = f

.Ag = f

Where

A = (HTH)-IH T (6)

Similarly, given A:
H = (ATA)-IA T (7)

III NEURAL NETWORK

To determineH, we usea one layernetworkwithM inputsand M + K --1outputsand trainon a setof

impulsesand theirresponses.There are2M elementsirlthesetsincewe haveto trainon negativeas well
as thepositiveimpulses.(When trainedusingonlythe positiveimpulses,thenetw_rt(convergesbut not

correctly.)
Once converged,theweightsmake up H. Becausethisisa linearproblemthe biasesareallzero

To determineA, we use a networkwithM + K - 1 inputsand M outputs.We use thesai_etraining
' setasaboveexcepttheimpulseresponsesaretheinputsand impulsesarethetargets.

Note inbothnetworkswe do not usethresholdfunctions.

IV LMS

Givena setof input{li}and output{gi}datadetermineH.
' For the derivation of the LMS solution we temporarily drop the vector index i since we use tensor notation

and do not want to confuse the it with the vector element index.

The goal is to minimize:

_c2 = (g_Hf)T(g_Hf)

= (gr _ f'rHT)(g_ Hf)

= g'rg_ 2g'rHf+ fTHTHf

In tensor notation:

£2 = gig_ - 2g_Hijf_ + fiHjiHjkfk (8)

Where & is the ith component of the vector g and not the ith vector in the set {gi}.



0_2 = -2g¢ OHij - 0[ltjiHik]f k
_,,.,._I-_-fi + f' OHm. 'OH,,,,,

= -2gi6im6.inf.i + fi [6jm6inHjk + 6jm6nkHji]ft

= -2gmfn + fi [6inltr_k + 6nkH.,i] fk

= -2gmf._ + fnHmtfk + fiHmif.

= - 2gin f. + fn Hint ft + fn Hmi f

= --2gmfr_ + 2fnHmtft

Back to matrix notation:
• . OE2

- 2gf T + 2Hfr T (9)OH

Summing over the data set, {fi} and {gi}, and equating to zero:
.

o-g- (lO)
LT J• i i

]:=_H = gift f/fT (II)

In a similar manner we may determine A:

A = flgi gig_" (12)

V I_,IBSULTS

For a detailed transcript of the computer results see the appendices. They present a session training the
neural network to deconvolve, a session training it to convolve, and a Mathematica TM [1] session used to
verify the results.

As our test case we use:

• M = 5

K = 3

N = 7
)

h(k) = { 1 -1 1 } (13)

1 0 0 0 0
-1 1 0 0 0

1 -1 1 0 0

_H= 0 1 -1 1 0 (14)
0 0 1 -1 1
0 0 0 1 -1
0 0 0 0 1



The set of impulses and their responses used in training are:

ro• = [ 1 o o o o ]
g = [ o 1 o o o ]
g=[ o o 1 o oi
g = [ o o o 1 o ]
g = [ 0 0 o 0 1 ] (15)
r[ = [ -1 o o o o ]
g = [ o -1 o o o ]
fr-r=[ 0 0-1 0 0 ]

f_ = [ 0 0 0 -1 0 ]
f_ = [ o 0 o 0 -1 ]

go• = [ 1 -1 1 o o o 0 ]
. gT = [ o 1 -1 '1 o o o ]

g_ = [ o o 1 -1 1 o o ]
g_ = [ o o o 1 -1 1 o ]
gr [ 0 0 i o i -_ i ] (I0)
g_ = [ -I i -i o o o o l
g_ = [ o -1 1 -1 o o o ]
g_ = [ o o -1 1 -1 o o ]
g_ = [ o o o -1 1 -1 o ]
g_ = [ o o o o -1 1 -1 ]

go_ullO = [ 1 1 0-1-1 0 1 ] (17)gnulll 0 - I - 1 0 I i 0

Using MathematicaTM ,we used (6)to compute A from (14).We then verifiedAmath "H = I and

Amathgi= li.Thisisthepseudo-inversesolutionfrom MathematicaTM:

3/4 -1/8 1/8 1/4 1/8 -1/8 -1/4
5/8 9/16 -1/16 3/8 7/16 1/16 -3/8

A,nath = 0 1/2 1/2 0 1/2 1/2 0 (18)
-3/8 1/16 7/16 3/8-1/16 9/16 5/8
-1/4-1/8 1/8 1/41/8 -1/8 3/4

T
When we applied (7) to (18) to get H back again, we got a M_thematica TM error saying Ar,,,,thAmath

was singular.
The neural network we trained to convolve yielded (14) exactly. However, the network we trained to

. deconvolve, found a different A than the pseudo-inverse method'

0.4049 -0.2637 0.3314 0.5951 0.2637 -0.3314 -0.5951
0.5227 0.6245 0.1018 0.4773 0.3755 -0.1018 -0.4773

Ann = 0.1600 0.4017 0.2417 -0.1600 0.5983 0.7583 0.1600 (19)
-0.1343 0.0583 0.1926 0.1343 -0.0583 0.8074 0.8657
-0.2143 -0.2585 -0.0442 0.2143 0.2585 0.0442 0.7857

We verified Ann ' H = I _nd Anngi = Ii. We entered (19) into Mathematica TM and applied (6) to it but got
the singular matrix error.

We applied (11) in Mathematica TM to the data set, {fl} and {gi}, we presented to the neural network. It
computed tt exactly. However (12) resulted in a singular matrix error when Mathematica TM tried to invert

_'_'_ig_gir' This is because half of the {gi} are linearly dependent.
The {f_} span an M-space. The {g_} span an M-dimensional subspace of an N-dimensional space. Recall

M<N.

I0
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H maps an M-space to an N-space. Since we have M (=5) linearly independent {li}, we can use (11)
to find H. However in finding the mapping, A, from a 7-space to a 5-space, we have only 5 independent
{gi}, thus (12)will not work. It needs more information. The neural network somehow "guesses" at the
additional information in order to find the inverse.

The solution the neural network finds is not the minimum norm solution. Equation (18) is the minimum
norm solution since the pseudo-inverse is the LMS solution. The solution, Ann, the neural network finds
can be written as:

Arm = Ali + Aa. (20)

where All(= Ama_h) is parallel to the 5-subspace spanned by {g_} and Aj. is perpendicular to it. The
minimum norm solution is All. By subtracting (18) from (19), Ann - A,'nath, we obtained an A.L. We
verified in Mathematica TM that Al.gi = 0.

We used Mathematica TM to find the null-space vectors of Amath, equation (17), and included them with
the set of vectors used in training the neural network to deconvolve. The resulting weights were (18) exactly.

Note Ali is the best solution for noise elimination since the noise would span the full 7-space.

VI CONCLUSIONS

A feed forward, backpropagation trained, one layer neural network with no thresholding functions can be
trained to convolve and deconvolve noise free data.

When given identical vectors set, the neural network was able to find the convolution matrix whereas the
LMS method was not.
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A DECONVOLVINGNETWORK

This is the shell script used in training the network to deconvolve. The case presented includes the two
null-space vectors, thus the A found is that of the LMS solution.

. First the training code, learn, is called, followed by apply, the testing code and then disect which
"disects" the network to examine the weights.

For a detailed description on code operation contact the author.

#t/bin/sh

Train=dtrainO-null
Test=dtest

Range=l.Oe12
Err=1.e-lO

if( test-z "$1" ) then Me_hod=1 ; else Method=SI ; fi

set '.c -I STrain STest'

Eleml=$1

Elemt=$3
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echo time\

learn -re SErf -m $Method -F 2 deconvolve deconSHethod $Eleml < STrain ....

time leazm -ve $Err -m SMethod -F 2 deconvolve deconSHethod SEleml < STrain

echo

echo apply -v -a "_8.2f" deconSMethod $Elemt < STes_

apply -v -a "_8.2f" deconSMethod $Elemt < $Test

echo

echo disec_ -a "7,10.8f" deconvolve deconSMethod << TheEnd

disect -a "_,I0.8f" deconvolve deconSMethod << TheEnd

1 0

1 1

12
• I 3

14

TheEnd
I

This isa typescriptofthe executionof the above shellscript.

roadrunner [101] decon

time lea1"n -ve 1.e-10 -m I -F 2 deconvolve deconl 12 < dtrainO-null

Ret,ork file: deconvoive

Weight file: deconl

Dimension of input: 1
Dimension O: 7

Inputs : 7

Hidden layers: 0

Outputs: 5

No. of layers: 2

Layers : 7 5

No. of weights: 40

Optimization method: Polak - Ribiere (1)
Maximum linesearch evaluations: 20

Convergence parameter sigma: O.I
Maximum restarts : 5

Maximum system error: le-10
Maximum number of function evaluations: 5000

Random number seed: i

Neuron output function: Linear - USE WITH CARE (2)

Total number of input patterns: 12

-Inputs-
1-110000

0 1 -1 1 0 0 0

O0 1 -1 1 O0

000 1-1 10

00001-1_

-1 1 -1 0 0 0 0

I , t '

,r..,_. _I_,.i,, " 'n'" ' 'PIPI
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0 -11 -1000
00-11-100
000-11-10

0000 -11 -1

110-1-101

0-1-10110

-T_ge_s-
10000

01000

00100

00010
00001

-10000

0-1000

00-100

000-10

0000-1

00000

00000

Error at st_t: 0.91579, gnorm = 1.08015

Iteration 1, error = 0.277851, gno_ = 0.375408

Iteratlon 2, error = 0.13769, gnorm = 0.273439

Iteratzon 3, error = 0.0555376, gnorm = 0.178131

Iteration 4, error = 0.0246831, gnorm = 0.109281

Iteration 8, _rror = 0.0060042, gnorm = 0.0578176

Iteration 6, error = 0.0015934, gnorm = 0.0214331

Iteration 7, error = 0.000140781, gnorm = 0.00_10252

,, Iteration 8, error = 4.20221e-28, gnorm = 3.22214e-14

To_al number of iterations is 8

Total number of function evaluations is 18

Normalized system error is 4.20221e-28

. Nob of the gradient is 3.22214e-14

Maximum pattern error is 9.08972e-28

real 0.3

user 0.0

sys 0.0

apply -v -a _8.2f deconl 6 < dtest

Net,ork file: deconvolve

Weight file: deconl

Dimension _f input: I
Dimension 0:7

Inputs: 7

Hidden layers: 0

Outputs: 5

go. of layers: 2
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Layers: 7 6

lo. of,eetght_: 40

-Input s-
01 -101 -10

1011101
01123-14

0110110
1 -2 3 "3 3 -21

. 5 -10 15-15 18 -10 5

-Output s-
. I) 0.00 1.00 0.00 -I.00 0.00

2) 1.O0 I.O0 I.O0 I.O0 i.O0

3) 0.00 1.00 2.00 3.00 4.00
4) O.O0 I.O0 2.O0 i.O0 O.O0

0

5) 1. O0 -1.0 0 r 1. 0 0 --1. O0 1. O0

6) 5. O0 -5. O0 5. O0 -5. O0 5. O0

disect -a _.10.5f deconvolve deconl << TheEnd

Network file: deconvolve

Weight file: deconl

Dimension of input: 1
Dimension O: 7

Inputs : 7

Hidden layers: 0

Outputs: 5
No. of layers: 2

Layers: 7 5

No. of .eights: 40

Enter disection layer _ neuron ('D to quit):
" Dimension of sample: 1

, Dimension O: 7

Layer: I

Neuron: 0
Bias: 1.89735e-16

. 0.75000 -0.12500 0.12500 0.25000 0.12500 -0.12500 -0.25000

Layer • neuron (*D to quit):,
• Dimension of sample: 1

Dimension O: 7

Layer: I
Neuron: 1

Bias: 5.88234e-15

0.62800 0.56250 -0.06250 0.37500 0.43750 0.06250 -0.37500



Layer t neuron ('D to quit):
Dimension o_ sample: 1 '
Dimension O: 7

Layer: 1
|euron: 2

' Bias: 8.44377e-15

O. 00000 O. 50000 O. 50000 O. 00000 , O. 50000 O. 50000 O. 00000

Layer k neuro_ ('D to quit):
Dimension of sample: ,I
Dimension O: 7

Layer: 1
Neuron: 3
Bias: 3.40288e-15

t

-0.37500 0.06280 0.43750 0.37500 -0.06250 0.58250 0.62500

' Layer k neuron ('D to quit):

Dimension of sample: 1

Dimension O: 7

Layer: 1
,,' Neuron: 4

Bias: -1.0031e-15

-0.25000 -0.12500 0.12500 0.25000 0.12500 -0.12500 0.75000'

Layer /tneuron ('D to quit):
roadrunner [102]

B CONVOLVING NETWORK

This isthe shellscriptused intraininga network to convolve, ltisidenticalinform to the deconvolution

shellscript.

#!/bin/sh

Train=ctrainO

Test=crest

. Rsnge=lel2
Err:l. e-lO

if( test -z "$1" ) then Method=l ; else Method=SI ; fi

set 'wc -1 STrain STest'

Eleml=$1

' 'Elemt=$3

echo time learn -ve $Err -m $Method -F2 convolve conSMethod $Eleml \< STrain

time learn -re SErr -m $Method -F2 convolve conSMethod SEleml < STrain

echo

echo apply-v -a "7.8.2f" con$Method SElemt \< STest

apply -v -a 'o_8.2f" conSMethod $Elemt < $Test



)

echo

echo disect -a "_9.4f" convolve conSMethod \<\< TheEnd
disect -a "_9.4f" convolve conSMethod << TheEnd

10 o

1 1
12

13
14

1 8
16

• TheEnd
+_

This is a typescript of the execution of the above shcll script:
+ .,,

' roadrunner ElOl'] con

time learn -ve l.e-lO -m I -F2 convolve conl I0 < ctrainO

' Network file: convolve

Weight file: conl

Dimension of input: I
Dimension O: 8

Inputs: 8

Hidden layers: 0

Outputs: 7

No. of layers: 2
Layer.: 5 7

No. of weights: 42

Optimization method: Polak- Ribiere (1)
Maximum linesearch evaluations: 20

Convergence parameter sigma: O.i
Maximum restarts: 5 '

Maximum system error: le-t0
Maximum number of function evaluations: 5000

Random number seed: 1

. Neuron output function: Linear - USE WITH CARE (2)

Total number of input patterns: i0

-Inputs-
10000

01000

'00100

00010

00001

-10000
0-1000

00-I00 _,

000-10

0000-I

-Targets-,
1-110000
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01-1 1000

001-1100

0001-110
_\

00001 -1 1

-11 -1 0 0 0 0 1

0 -1 1_-1 0 0 0

0 0 -1 1 -1 0 0
0 0 0 -1 1 "-10

0 0 0 0 -1 1 -1

Error at staz_: 2.46993, gnora : 1.27743

Iteration 1, error = 1.09327, gnoz_ = 0.855856

Itara_,_orn 2, error = 1.10771e-31, gnoz_ = 4.23388e-16

I

Total number o'f iterations is

Total nuuber of _unction evaluations is 6

• |or_lized system Qrror is 1.10771e-31

]IoTa of the gradient is 4.23388e-16

Max_ua pattern error is 1.72274e-31

real O. 2
user O. 0

sys O. 0

apply -v -a _.8.2f con1 8 < crest

=

_etwork file: convolve

Weight file: con1

D_aension of input: 1
D_enaion O: 5

Inputs : 8
Hidden lay'era : 0

Outputs : 7
!o. of layers: 2

Layers: 5 7

. |o. of eeights: 42

-Inputs-
010-10

11111

01234

01210

1 -1 1 -1 1

5 -5 5 -5 5

-Outputs-
1) 0.00 1.00 -1.00 0.00 1.00 -1.00 0.00

2) 1.O0 O.O0 1.O0 1.O0 1.O0 O.O0 1.O0
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3) 0.00 l.O0 1.00 2.00 3.0,0 -1.00 4,010
4) O. O0 1. O0 1. O0 O. O0 l. O0 1. O0 O. O0

5) I. O0 -2. O0 3. O0 -3. O0 3. O0 -2. O0 %.O0
6) 5.00 -I0.00 15.00 -15.00 15.00 -10.00 5.00

disect -a 19.4f convolve con! << TheEnd

|eteork file: convolve

Weight file: conl
Diaeneion of input : 1
Dinonsion O: 5

Inputs : 5

Hidden layers: 0

Outputs: 7
• lo, of layers: 2

Layers: 5 7

|o. of eeights: 42

Enter disection layer • neuron ('D to quit),:

Dinension of sample: I
Dinension O: 5

Layer : I
|euron: 0
Bias: -2.22045e-16

1. 0000 O. 0000 O. 0000 O. 0000 O. 0000

Layer • neuron ('D to quit):
Dimension of sample: I
Dimension O: 5

Layer : 1
Neuron: 1
Bias: -6.41848'o-17

-I.0000 1.0000 0.0000 0.0000 0.0000

Layer = neuron ('D to quit):

Dimension of =anple: I
' Diuension O: 5

Layer: 1
|euron: 2
Bi_s: -1.66533e-16

1.0000 -1.0000 1.0000 0.0000 0.0000

Layer & neuron ('D to quit):

Dinension of sample: I
Dimension O: 5

Layer : l
|euron: 3

Bias: 2.77556e-16
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O.0000 I.0000 -I.0000 I.0000 O.0000

Layer • neuron ('D to quit):
Dimension of sample: 1

Dimension O: 8

Layer: I
huron: 4

Bias: -5.85112o-17

0.0000 0.0000 I.0000 -I. 0000 1.0000

. Layer • neuron ('D to quit):

Dimension of sample: l

Dimension O: 5

, Layer: I
e

huron: 5

Bias: 1.11022e-16

0.0000 0.0000 0,0000 1.0000 -I.0000

Layer • neuron ('D to quit):

Dimension of sample: I

Dimension O: 5

L..yer: 1
huron: 6

Bias : 0

O.0000 O.0000 O.0000 O.0000 I,0000

Layer • neuron ('D to quit):

roadrunner [102]

C ]V[ATHEMATICA RESULTS

This isthe MathernaticaTM scriptused in computing the variousresults:

. (,

H : The convolution kernel ;

Imath : The pseudo-inverse solution ;

, Ann : The inverse solution obtained from the weights of

the trained neural network ;

lperp : The perpendicular part of Ann ;
llms : The LMS solution for A ;

Hlms : The LMS solution for H ;

fin] : Positive • negative impulses ;

• g[n] : Responses to positive k negative impulses ;

8nullO , gnulll : The null space vectors of Amain.
*)

s/: H := {.[I,o, o, o, o}, {-I, t, o, o, o}, _i,-i, i, o_ o},
{o,i,-I,I,o},{o,o, i,-I, i},{o,o, o,i, -I),{o,o, o, o,I}}

Jmath/: kmath := Inverse[ Transpose[HI . H ] . Transpose[HI
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Ann/: _ := {

40.4049, -0.2637 , 0.3314 , 0.5951 , 0.2637 ,-0.3314, -0.5951},
40.5227, 0.6245 , 0.1018 , 0.4773 , 0.3755 ,-0.1018, -0.4773},

40.1600, 0.4017 , 0.2417 ,'0.1600 , 0.5983 , 0.7583, 0.1600},
{-0.1343, 0.0583, 0.1926, 0.1343, -0.0583, 0.8074, 0.8657},

{-0.2143 ,-0.2585, -0.0442, 0.2143, 0.2585, 0.0442, 0.7857}}

Aperp/: Aperp := Ann - Amath

f/: fen_] := Iri n<=4 , Table[If[i == n, 1, 0], {i, 0 ,4}] ,

Table[If[i == n , "I, 0], {i,8,9 }]]

g/: gEn_] := e._Cn]

. gnullO/" gnullO := NullSpace [Amain] [[I]]

gnu111/: gnu111 := LllSpace[Amath] [[2]]

' fgd/: fst[n_] := Outer[Times,llnl,gin]]

gft/: gft[n_] := Outer[Times,g[n],f[n]]

ggt/: Kt[n_] := Outer[Times,g[n],g[n]]

fft/: fft[n_] := Outer[Times,fEn]jr[nii

_d/: ggd [n_] := g [ni.g [ni

ffd/: ffd[n_] := f[n].f[n]

Alms/: Alms:= Sium[fgt[n],{n,0,11>] .Inverse[Sum[gEt[ni ,{n,0,11>]3

Blms/: Hlms:= sum[gft[n],Cn,O,ll}].Inverse[Sum[fftEn],Cn,0,11>]]

This is a typescript showing the Mathematica TM results:

In[li := << decon.m

In[2] := Amain

3 1 1 1 1 1 1 6 9 1 3 7 1 3

Out[2]= {{,-, -C-), -, -, -, -C-), -C-):_, {-, --, -(--), -, --, --, -(-):_,
4 8 8 4 8 8 4 8 16 16 8 16 16 8

I I 1 1 3 1 7 3 1 9 5

• > _:o, -, -, o, -, -, o:_, G-C-), --, --, -, -(--), --, -:_,
2 2 2 2 8 18 16 8 16 16 8

1 1 1 1 1 1 3

> _:-C-), -C-), -, -, -, -C-), -:_:_
4 8 8 _ 8 8 4

In[3] := Ains
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Inverse::sing: Matrix {{2, -2, 2, O, O, O, 0}, {-2, 4, -4, 2, O, O, 0},
{2, -4, 6, -4, 2, O, 0}, {0, 2, -4, 6, -4, 2, 0].,
{0, o, 2, -¢, 6,-4, 2}, {0, o, o, 2, -¢, ¢, -2},
{0, o, o, o, 2, _2, _.}}
is , ±ngular.

Out[3;.l= {{2, -2, 2, o, o, o, o}, {o, 2,-2, 2, o, o, o},

> {o, o, 2, -2, 2, o, o}, {o, o, o, 2,-2, 2, o},

, > {0, o, o, o, 2, -2, 2}}\

> . Inverse[{{2, -2, 2, o, o, o, o}, {-2, .4, -4, 2, O, O, 0},
i

' > {2, -4, 6, -4, 2, o, 0}, {0, 2, -¢, 6, -¢, 2, 0},

> {0, o, 2, -4, 6, -4, 2}, {0, o, o, 2, -4, 4, -2},t

> {0, o, o, o, 2, -2, 2}}]
J

In[4] := Hlms

Out[C]: {{t, o, o, o, o}, {-1, I, o, o, o}, {1,-1, I, o, o},

> {o, 1, -1, 1, o}, {o, o, 1, -1, 1}, {o, o, o, 1, -1}, {o, o, o, o, 1}}

In[8]:= gnu110

Ou_[S]= {1, 1, o, -1, -1, oo I}

In[6]:= gnulll

Out[e]= {o, -1, -1, o, 1, 1, o}

In[T]:=Amath . H
i

Out[7]= {{1, o, o, o, o}, {o, 1, o, o, o}, {o, o, 1, o, o}, {o, o, o, _,, o},

' > {o, o, o, o, 1].].

zn[8]:=A_ . H

OutC8]= {{t., o., o., o., o.]., {o., 1., o., o., o.},

• -16 -17
> {0., 0., I., -I.1102210 , 8.32667I0 },

-18

> {0., 0., -6. 93889 10 , 1., 0.].,

-17 -17
> {1.38778 10 , 0., 0., -1.38778 10 , 1.}}
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In[9]:= Amath . g[2]

OutS,9]-{o,o, I,o, o}

In[10]:= Ann . g[2]

-18

Out [10]= '[0., 0., 1., -e.93889 10 , 0.}

In[11]:= quit

t

4



I j




