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1. INTRODUCTION 

TteUAles^tecunuitvseanlAigeimsa^chsia^ 
netic field. The Centre) Detector (CD) surrounded by electromagnetic and badronic 
calorimeters, mucra chambers and forward detectors is described extensively else­
where.1 The full detector has about 20,000 channels generating 1.6M bytes of raw 
data for each event. For the CD which produces most of this, sero suppression and 
data compaction yield an average of. 3SK bytes which must be recorded on tape. There 
is no data reduction for electromagnetic and badranic calorimeters which have s-JK 
channels producing 8K bytes per event. The 5K moos drift tubes prodnceonly a few 
hundred bytes for a typical event. A distribution of event sins from a December IMS 
run is shown in Fig. 1. 

All front end digitizer and trigger electronics is located in a Mobile Electronic 
Control room (MEC) close to the detector. Data is collected and concentrated using 
the CERN Romulus/Remus CAMAC branch system.2 As shown is Fig. 2, five Reams 
branch transmit calorimeter, tnuon, forward detector and CD data from the MEC 
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to Ibn main control room - a distance cT 100 meters. The primary computing system 
at UAE is based on two Norsk Data 100/500 machines referred to as NORD-A and 
NORD-B. Usually NORD-A is the master running a CERN DaU Acquisition System 
(DAS) and the Remus routers ID Fig. 2 are set to allow NORD-B to spy oo the data 
transfer. An event trigger generates an interrupt to DAS running on NORD-A which 
then sends "Prepare and Go" commands to the five Remus branch drivers (KWBD) in 
the NORD-A CAMAC system crate. Data transfer from MEC to main control room 
then proceeds in parallel at an average rate of 2.5 (is per lfr-bit word on each branch. 
Remus buffer memory can bold a single event while NORD-A reads the branches 
sequentially. A complete description of this UAl data acquisition has been presented 
elsewhere.3 
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ijWJtfcatf cllttd^'linncbes tb ere U ft beam-beam crossing every 3.8 fis. At the design 
luminc^y l i H o ^ e m - 2 s" 1 thia should yield an interaction rate of 50K Hz while tbo 
maximum rate Tor recording production data on magnetic tape is about 5 Hz. There 
are 4 levels in UAl trigger logic. The Oth level vises a ±20 ns coincidence between 
hodoscopes in the p and p detector arms to select bunch-bunch crossings whicb hare 
an interaction. This decision, made with NIM logic, provides a minimum bias trigger 
with rejection of background sucb as beam gas interactions. This is followed by 1st 
level calorir.cter and muon triggers. A fast arithmetic processor groups and adds 
calorimeter FADC measurements providing total and transverse energy triggers in 2-3 
/is. Another set of muon hardware processors searches for track candidates whicb point 
to within 100 miad ot the interaction vertex. A muon track is required to have three 
hits within a cote passing through a set of four parallel planes in one muon projection. 
This decision takes about 1 ft$ and uses only muon drift tube numbers - drift time la 
not available at this level. There is no dead time for the Oth and 1st level decisions 
which are completed between bunch crossings, but after * ^pod 1st level trigger there 
b a dead time of 3-10 ms for CD data reduction. A muon 2nd level trigger using the 
FAMP4 system is available during these few ms. ft uses drift time to reconstruct moon 
tracks with 10 mi ad accuracy. When an interaction produces a good 1st or 2nd level 
trigger, NORD-A initiates read-out on the 5 Remus branches and this transfer cannot 
be interrupted. All hardware for trigger levels 0, 1 and 2 is located in the MEC. The 
188/E processors5 in the main control room provide a 3rd level trigger. 

As collider luminosity increases towards design value, the current 1st level trigger 
rate would soon exceed NORD capacity. Increasing the trigger rate by a factor of S 
over December 1082 rate of 0.7 Hz would require writing Q 6250 bpi magnetic tape 
every 3-4 minutes and off-line processing costs probably prohibit running at this NORD 
limit. Under such saturated conditions another level of on-line filtering which reduced 
the NOKD rate by only a factor of 2 would deserve consideration since it would double 
the eflective luminosity lor the experiment. 

Several options for using 168/^ processors were considered and in Fall 1081 a single 
processor was installed with 128K bytes of data memory and CAMFAST0 interface as 
shown in Fig. 3. This system was similar to tLe SLAC Hybrid Facility 16S/JJ trigger.7 

The CAMFAST module can spy on NORD CAMAC I/O and transfer data to & 168/J5 
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wilt no additional dead lime. Since this interlace is quite passive, considerable on­
line development and testing was done while the experiment was in progress.8 For 
in algorithm using only one Remus branch and with execution time limited to 25 ms, 
tbe system shown in Fig. 3 could at best achieve a factor of two improvement iu data 
rate. 
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Fig. 3. 108/£ with CAMFAST interface. 

Much stronger improvement in performance can t e obtained with a 3rd level trigger 
which provides event buffering and parallel processing. CAMAtJ memory buffers were 
considered but using 168/£ processor memory a3 the event buffer gives the algorithm 
access to an entire event and is less expensive than Remus buffer memory. A 168/iJ 
software filter at this level provides easy implementation of new ideas as one acquires 
experience with the UAl detector. Algorithms written in IBM FORTRAN can be 
fully tested on any IBM compatible machin* and incorporated into DAS with minimal 
overhead for on-line tests. A new 3rd level trigger using the lB8/£has been developed 
with the following objectives: 

o support algorithms using cnlormeter, muott and CD data, 

« improve petfomaact usinj evenV buBeting and parallel processing, 
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• maintain compatibility with- Remus branch structure and transfer data from 
MEC to 3rd level processors at the optimum Remus rate, 

• minimize oveine&d on the NORD-A heat computer, 

» process 20 triggers per second for an algorithm with rejection rate of .75 and 
execution time of 50-100 ms, i.e. a factor of 4 in effective luminosity for a 
saturated system. 

In order to achieve these objectives, a new PAX-GREYHOUND interface to the 168/E 
bos been developed. 

2. NEW HARDWARE FOR THE 169/E AT UAl 

2.1 PAX 

The lG8/£ interface developed for UAl employs a CAMAC module called PAX 
which provides both autonomous read-out of Remus branches and all 183/£ control 
functions for the host computer. Only four of the PAX CAMAC functions defined in 
Tabic 1 are required for the host computer to load a 108/E program, start execution, 
check processor status and read results from 168/£ data memory. For example, the 
basic sequence or PAX functions to load and execute a program is as follows: 

(a) F16 A2 - load PAX control register with target CPU# and select program 
memory, 

(b) Fie A4 - load PAX address register with start address in 188/E program 

memory, 

(c) F10 A6- write to 16$/E program memory, 

(A) repeat steps (&Hc) to load 188/£ data memory, 
(e) Fl8 A2 - load PAX control register with target CPU# and program control 

bits set, 

(f) F10 A6 - write 168/£ program counter and start execution. * 

Six of the functions in Table 1 refer to the sequencer and address file which are the 
key logic for PAX operation as an auxiliary controller. A block diagram of sequencer 

* Tbis step is described in the Greyhound interface section. 
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logic b shown ia Fig. 4 SeqiMMaiiMiiMirpiondesailkaxtllHBiof 18S IMA untree-
CODS. Ait&own iaT4ble2,fle$ttScer issttiKSaHBflie^ 
by bits 16-16 in sequencer memory. A Sequencer-External instruction can read any 
CAMAC modala in the same crate with the PAX and transfer a lo-blt word to 108/£ 
memory » one CAMAC cycle. Seatteneet-Injteiiial instructions provide uteres! PAX 
control, transfer eddress file data to 108/j? memory «** •*•* *•* procmor. Loops 
within sequencer memray and testa lot end of a CAMAC read aeonence are obtained 
with Sequencer-Branch tsstructtoiia. l b s ratber complet Seq-Brsnefa fautructioD baa 
six types of branch and test operations. Tfanms and physical cowtwtata on PAX de­
sign forced some complexity in sequencer instructions • there were only two free dote 
in the main NORD-A system crate when PAX design was initiated. The Write-Bbck 
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Table 2. Sequencer Instructions 

I n s t r u c t i o n 1 1 1 m l 

Etttfcrnal 

i n t e r n a l 

(ranch 

6S1321D98Tf iSd}f1 

tlDHHHN'UAAdrrrrt-

D c i l n l I Ion 

L L CAtMC l u n c t l o n 

CIMAC lubaddraia 

CiniC s t a t i o n • 

O K U M X 

lomS address r e g l i t a r 
La*4 uord ?«iinl 1HC) 

Writs UC to address i l i a 
Write address 11 la t o 1«a/E 

Star t l e a s e 
1 — H a l t sequencer 
—Jsse 'Current l O l r t n 19 /1) 

Address I l i a index 10-31) 

IOHHIIHHTTHUAJUA 

L 

U r l t o Block 

Branch address 

aooao — UncondiItonal branch 
10100 — Start 2 lit uait cycle 
tlDOO — Test for end of uait cycle 

II 
01 - Branch i l LArtCH) > 0 
10 — Branch i 1 0 • 0 
11 — Branch ii PAX end condition talaa 

Bita fi-9 define the branch typo. For branch 
type 01 Hilt 10-tU deiine trio .tillon t. 
For branch lype 00 bits (0-12 define the 
type of uait operation and till 13-14 art 
not used. »i \t 1-1 contain the sequencer 
branch address (0-127 decinal.l 

11XXXXXXXXXXXXXX Enable block Irmilir 

instruction enables a block transfer from 168/£ memory to CAMAC highway. Ones 
executed, it freezes the data path from 108/£ memory in read mode allowing external 
write instructions to direct data to any CAMAC module. 

ID order tor the sequencer to read Remus branches in parallel, the PAX must 
maintain a set of tar jet addresses in lB8/£ memory. For each CAMAC station, the 
address file in Fig. 4 has a Base Address (BA) and Current Address (CA) in 168/£ 
memory (a total of 64 18-bit addresses.) The PAX EXEC register holds the function, 
station and subaddress for CAMAC I/O and points to the corresponding address file 
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entry. The lS-bit address register in Fig. 4 holds the target address in lfl8/£memory. \ 
Seq-External loads this register with CA far station N, loads the word counter with j 
the same CA, increments the address and stores the result back in the file if O = 1. 

i 
An 8-bit sequence counter selects the next instruction for execution. It increments i 

i 

after external or internal operations and is sot/cleared by a Seq-Branch instruction. 
A 7-bit control register holds the target CPU# (maximum of 8 processors) and Grey­
hound interface control Hccs. During NORD CAMAC I/O u> a 1 6 8 / E the sequencer 
and address file operate in a transparent mode. For example, when the NORD loads j 
PAX adthess register (Fid A4> the 18-bit address is transferred through the address ' 
file in unused address space - sequencer instructions access 64 out of 128 words in this I 
file. Similarly, F16 A5 can execute any sequencer instruction immediately. j 

A flowchart of a PAX sequence to read UA1 Remus branches b shown in Fig. 5. \ 
Before entering a CAMAC read loop, the PAX executes Ssq-Internais which copy BA ! 
to corresponding CA for each CAMAC station. The CAMAC read loop executes five ( 
Seq-Externals, one per Remus branch. A Seq-Branch instruction tests a 2.0 (ia wait 
cycle to guarantee a minimum delay between successive read cycles on the same RWBD 
as required by Remus specifications. IT this wait cycle is n.jt complete, the sequencer I 
pauses and reexecutes this wait test every 125 ns. At UA1 the end of an event transfer • 
has been defined by the logical AND of a LAM majk in the PAX control register (F16 
A2 in Table 1) and Remus End LAM's for the five branch .. The station numbers 
for each bit in this mask are set by jumpers in the PAX. When the end condition ! 
is true signalling completion or transfer on all branches, Seq-Intcrnals copy BA and 
CA for each branch to 163/£ memory. The 168/£ algorithm needs these addresses ' 
to calculate word countt for each branch. Finally Seq-Interna) instructions start the ' 
processor and halt the PAX sequencer. Such a sequence to read 5 VA\ branches takes 
4-t instructions and the sequence to start the Remus transfer is 16 instructions. The 
mean transfer time, fixed by the largest branch, is 44 ms for the distribution in Fig.l. 

The PAX sequencer executes with an internal cycle of 125 ns. If the external 
CAMAC cycle is 0.5 /is there are four PAX internal cycles for each CAMAC cycle. 
Only '»((.• Cr=l internal cycle is required to initiate an external CAMAC operation. A 
maximjm of 3 Seq-Branch instructions immediately following a Seq-External ean be 
executed while the PAX-CAMAC cycle is in progress. Consequently a sequence read 
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loop Him tbtt shown in Fig. S tut easily be oiguiced with no overhead for branch 
operations. Seq-foteroal requites all 4 internal PAX cycles. 
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2.2 THE GREYHOUND INTERFACE 

The 18S/£ processors at UA1 need an interconnection that allows the PAX to 
transfer data over a distance of wo metal at SOO n» per 16-bit word. Tie interface on 
each processor mast allow either of two such buses access to 108/£memoiy and control 
facetious. Without this feature there wndd be a dead timeof A*1O0 ua whenever an 
accepted went is read from MeV£ memory. Ik* two bases do not needsnuvJtnneoea 
aecesa to 168/fi memory. However, the 1 W / E O > B ^ State R e t ^ { C $ & ) needs a 
true dual port read fatotjoa so «aeh PAX and Che conespondme; sapport tasks on the 
host computer can obtain 168/£retate* mdependently. 

The wrfy Fastbw interface « » teadeojuate aiid a nM*w paidM structure caned 
theGnyhmmdltobaabaeadeMlepedforlJAl. TswGreytraond bus beamed over 
two 50 way twisted pair tot cables - two cables for each PAX. As described ia Tabb 
3, there are 18 address Bus* for the half megabyte Vt&fE data memory spate and i e 
date lines. The wordiiw for Remus data transfers at UA1 is always 19 bits. Tea LSB 
of tho address field set to 0 (1) selects the upper (lower) halfword in 168/Ememory. 

There u no protocol on lbs Greyhound bos. To the PAX the 168/fl 's appear u 
elements in its memory map as accessed through Greyhound address and control lines. 
The interface in a 168/£• crate DC-follows the PAX which has asserted mastership and 
write operation* ate triggered by the Greyhound SI signal. Since there is so protocol, 
the host computer and 168/£ programs are responsible for checking data transfer 
integrity. 

A block diagram of Greyhound dual put structure ia shown m Fig. & Botb PAX 
porta have access to program or data memory sod to the <SL The CSR described m 
Table A provides all control and states fanetiosareqoiiedtoc^erateatOS/fprocessor. 
The host computer selects Greyhound control apace by loading PAX control Kgtster 
bits S-6 with "Control" and "Program" options as defined in Tabic 1, When control 
apace is selected any even address win aeeesa the CSR and odd addresses access the 
lower 10 bits of the 168/£ program counter. The boat eompnter can start a 1N/&T 
program with the folbwiog operations: 
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Table 3. Greyhound Bus 

• • " " ' » • " 

DO-IS 

BVU 
D/C 

•tCSEL 

SI 

•eser 
MALT 

• Clgbtcen f6o/t addr«ea U n c i . 
31«t«en bi-dirtctloflel data Una*. 

* Centre! l ine Indicating read or itrtte cjrcle. 
* Control l ine Indicating control or data 

ataoa avceaa. 
• Central Una indicating •rvjraBj or data 

apaeu aco*»»-
* Pulae jfenarated In tha PMC by rett ing PAS. 

CR ready to urlta Into oroceaaer data t p i c t . 
The puloe trlggara the eeleeted 16SVE into a 
•od« in wtltch I t alone w i l l respond to 
FIX opcrationa. 

• Tining signal ured in urite operation!, SI i* 
trua JSP as altar validation ol the addraia 
lines and I«ta lor ?S0 na. Thera ie no lining 
during. «yele»- Tha intellect *BC—iviloaa* the 
eddreee lines until CTCVAL la negated. 

* Miliar Clenr. 
Wired 'OR' at all loOSC M U Interrupts, 
Thii oet* T%x status rcsiatar bit II and ia 
available on the fix front pinel. 

* Encoded procctsor select. 
* * pulse of not less than 100ns on this line 

will start tha selected proeailDr. Tha User 
nuit emur* that the required PC value la net 
before enabling this eetion. It it only 
generated hy the PAX imucnetr. 

L * *> unidirectional 

(a) load an odd address in the PAX address register, 

(b) use ¥W A6 to write too to the 168/£ program counter. This function 
increments the PAX address register so the next write wiQ access the CSR. 

(c) Write 5 (D) to start the processor with bait interrupts disabled (enabled). 

Logic for 168/£ clock signals on the Greyhound interface is identical to the Fsstbus 
interface. 

While the CSR can be read simultaneously from both ports, a PAX must secure 
mastership of a processor before any other I/O. This is accomplished with the following 
sequence of PAX functions: 
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(a) F16 A2 • load PAX control register with target CPU# and all other b'ts 
set to zero, 

(b) Fid A2 • toad PAX control register with same CPU# and bits 4-6 set to 
write- data-memory, 

This sequence generates a PRESELECT? pulse on the Greyhound bos. If both PAX'S 
do this simultaneously, then OONFLICT bit 0 is set in the Greyhound CSR. This 
indicate a potentially fatal enror in the control task on the host computer which must 
be programmed to avoid such contention. The clear bit in the PAX control register 
will reset all processors on the bus and clear the conflict condition. 

Each Greyhound has three lemo outputs with the following positive true TTL 
signals: 

» t 

..KD 1 Jr ,„,, 

Fig, 6. Greyhound interface block diagram. 
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Lomolts CPU Halted 

LemoZc-CPU Halt AND DMO 

L O T W 3 » CPU Halt- ANP'DMl 

CSR bit 4 true enable* them hrcb when the processor holla and deariag tab bit resets 
the femo oatpata. Lemo ovtpato W ran be wed n* trigger flag* set by an algorithm 
write to Data Memory tamediatdy baton* the program bate. An additional l a m 
ontpvt provide* a TIL "RUN* rigaa) which b the envelope between processor start 
and halt. 

2.3 A MODIFIED RWBD 

The PAX can generato external CAMAC cycles of 0.5 or I JO as with control register 
bit lfl get to l or 0. A 0.6 jj» cycle allows PAX to access each of the five UAl branches 
ciery 2.5 pa which is the average Remus data. late at the LSSa control room, la this 
preferred mode of operation the CAMAC 5] pulse Is 800 u and there b so 82 generated 
by the PAX. The RWBD Remus branch drivers* used with the PAX can opsrate with 
cither CAMAC cycle selected by a hardware switch at the rear of the module. For a 
0.5 fis cycle eacb RWBD generates its own St internally. In this con>CAMAC utandard 
mode of operation tLe See,<Branch "wait cycle" can be used to guarantee that successive 
accesses to the psme RWBD do not exceed Remus specifications. 

The PAX sequencer can Issue the "Prepare and do" commend to initiate branch 
read-out trat Remus specifications require a minimum delay of 0 ps before the Brat 
BWBD read instractkHj. The boat computer must meet this requirement or the ae-
auencer can be programmed to ynwlde the "̂ ffiifa""" delay «rftb wait cycles. AS 
RWBD'3 n9ed with the PAX generafe an ^ n d LAM* detaedssLAM^ 1 attheend 
of a transfer. » » Seo/SxteraaP read is fqUowed by Sea/Branch with test on q," the 
two instructions must be separated by 3 (2) NOP*e for a cycle of O.S (10) pa. The 
NOP (an uncoodttiooaJ branch to next aeqaeneer instnetioa) attowa snfficietnl time 
ft* the RWBD to respond u d eat Q on fbe UAHAC baa. A Seo^Btancb inuneouiterj 
after a Seq-Grteroai is executed before the external Si- Them have been no prohkura 
lor RWBD operation with the M gu FAX-GAMAO ayefe. 
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%A KS/E MEMORY 

The HJ8/£ processors at UAl use a memory board developed at DPHE, Saclay10 

which allows each processor to bo loaded with a complete event. Each 168/# has S 
boaida with a, (ull data memory space of 5UK bytes. Program memory is loaded 
OD two cf tbe 8 board* so 1&8/E '» at UAl have the original design limit of 32K 
microinstructions • sufficient for a practical real-time algorithm. Expanding data 
memory by a factor of four required S mare bits in memory address logic on the 188/E 
integer CPU board. Tbe data memory address adder was increased from 16 to 18 bits 
demanding a second level in the carry look-ahead, but with the 55 ns access time of 
tbe 1NMOS IMS MOO this was accomplished without difficulty. 

The original 168/JJ memory test ^'eloped at SLAC checked foi unsatisfactory 
address transitions between every pan of addresses in the memory t«.i interval. This 
is a strong test bat execution time tOCN2 where N is the number of test words and 
with 64K byte memory boards a single card idku 2 hours and a full processor s»128 
hours, A Random MEMory test (RMEMVO) was developed using a simple algorithm 
to select random addresses and check a contiguous region as follows: 

(A) write complement of a fullword pattern to a random test address, 

(fa) write exclusive OR of pattern and address to memory above and below the 
test address, 

(c) read entire test interval using non-zero displacements to exercise address 
calculation. 

RMEMV6 also has a burst write test for worst case conditions •n successive memory 
accesses. This diagnostic was essential in tracing an early problem with thelNMOS IC. 
Before installation at LSS& each processor was required to pass all CPU and memory 
tests at 4.8-5,2 volts and execute the random memory test for «15 hours. After 
installation the only memory failure observed was a hard error an & single INMOS IC 
• as error easily detected by less sophisticated diagnostics. 

17 



•?*^***» ™ .- . 4. * 

3. NORD DAS WITH THE 168/£ 

The CAMAC and Greyhound configuration for the rnulti-projessor system with 
PAX interface to NORD-A b shown in Fig. 7. The original system in Fig. 2 has been 
modified to include an additional set of Remus routers to & CAMAC crate with five 
RWBD's and PAX-A. The original RWBD'B remain in the prima.? NORD-A system 
crate with PAX-o avowing DAS to bypass 1ZB/E processors. The PAX-A crate resides 
on a branch from a second system crate which can be accessed by both NORD-A and 
NORD-B. For DAS using 1&B/£ 's the routers are configured with RWBD's in the PAX-
A crate as masters. The host computer transfers a new event to ft preselected 188/E 
by executing a sequence in PAX-A. AD accepted event is read from 16$/E memory 
using PA ;:-3 and recorded on tape by ZREAD, the main DAS task. The transition 
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Fit;. 7 - NORD configuration with PAX and 168/£. 
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between data acquisition without and with l88/£ "B b accomplished in software from 
menus available at the NORD-A console. 

For DAS without 168/£ *a the only related CAMAC interrupt to NORD-A is the 
lst/2nd level trigger. To operate a 3rd level trigger the system must also handle 
interrupts generated by PAX sequencer and 168/.E hafts- The system responds to 
these three interrupts as follows: 

1. Hardware •'• agger 

• disable hardware trigger and find next free 168/E < 

• start PAX-A executing a small RWBD "Prepare and Go" sequence, 

• preselect target 163/jj, set PC=G and set CSR with bait interrupt enabled, 

• set PAX-A control register for write-data-memory, 

• enable PAX-A LAM, 

• start main PAX-A sequence reading branches 1-5. 

9. PAX-A Halt 

• disable PAX-A LAM, 

• check PAX-A status register for an abnormal sequencer condition, 

« read 168/£ GSR and check for Greyhound conflict, 

• enable hardware trigger if another processor is free, 

3. 168/£Halt 

• read CAMAC status register to determine which CPU baited, 

• read CAMAC status register with accept/reject flag, 

o ignore rejected events and aH-l 168/ E to lis* of Tree processor.., 

e instruct ZREAJJ to record accepted events on tape. 

If PAX control reptoter has bit 9 set to enable time-out, sequencer execution stops 
alter an elapsed time of about 500 ms. Similarly, with the overflow bit set the sequencer 
stops if a 168/£ address CA(N) overflows when incremented after reading station N. If 
the PAX continued to read station N under this condition it would overwrite algorithm 
local constants. Either of these conditions can produce a CAMAC interrupt. A direct 
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task called GEPAX running at NORD level 6 was developed to handle all interrupts 
associated with DAS using PAX-A (interrupt response time AdOO jra). In the cose of 
an abnormal PAX termination or Greyhound conflict, GEPAX was coded to ignore 
the event, update a run summary table and continue after resetting the PAX and/or 
168/E for another trigger. After & 168/jJ halt, GEPAX reads CAMAC status registers 
which provide the CPU# and algorithm accept/reject flag. Note that this information 
is available whenever & processor halts even if both PAX modules are busy. The 
most recent version of GEPAX ignored events rejected by the filter algorithm. The 
processors provide a 3rd level trigger but the host computer can still make the final 
decision concerning which events are recorded on tape. For example, DAS could easily 
be programmed to record a random sample of rejected events for off-lice analysis. 

For accepted events GEPAX generates on interrupt to direct task 2READ running 
at level 8. ZREAD uses PAX-B to read a small algorithm summary, PAX-A address 
file data written to 188/£ memory and input from the five Remus branches. Since 
PAX-i3 is in a NORD system crate, this transfer proceeds at the maximum CAMAC 
rate of 1.7 ps per 10-bit word for DMA. All control operations performed by GEPAX 
are done with programmed f/O since the number of PAX-A instructions required is 
small. The sequencer in PAX-3 is not used in this configuration but the modules arc 
identical. 

The host computer loads PAX-A sequencer memory and address file once at run 
initialization. The host must also maintain a table with the status of each processor 
and a free 168/£ is found by searching this table. In Fig. 7 all the processors v e 
functionally eij-jal. If a 168/£ failed DAS could disable the processor in the status 
table and continue acquisition with tho remaining pair of processors. This equality 
can be a powerful diagnostic tool for checks on algorithm plus data validity. PAX-
Greyhound design allows simultaneous transfer of the same event to any pair of 
processors. The host computer can then read and compare algorithm results checking 
Tor consistency or against some standard. 
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4. 16e/£AICOBlTHMS 

A FORTRAN algorithm can accer, datt from a. *y of the Remus branches using 
labelled f&tsmm blocks defied in Table S. Aways for each branch a1 e dimensioned 
somewhat forger than the maximum branch site for normal operation. The 108/£data 
memory addresses in Table S locate Remus input common blocks in high memory and 
algorithm locn) constants and commons in low memory. Tils protects the algorithm 
•gainst a Reams data transfer «nw «nee PAX addresses increment for each word 
transferred and tbe sfonenaw hnhs ff as address ovetAotta. Absolute addresses for sH 
algorithm common bfeeis tae 5w» by locate* data, cards profiled to the traastalor 
ntogratn, Clearly the FAX address file most be loaded with tbe same Remus branch 
target addresses as used for algorithm translation to lW/£ microcode. However, tbc 
sapport tsslc for accepted events need only know the address of COMMON /RESULT/ 
in Tabic 5. 

Table 5, Algorithm Data Memory 

iA(Jutuu.> canasitt "'•""•"" ••-

esnilanti and cnaiin tlstiltf-

200QO />tsuLr/HUtso<i») ?»* tddreaa I l l s and t l t c m i i n 
i c tu l t f . 

HOP" /OFRlHc>rDtl>09») rORTK* debus print but I or, 
fsose not u«t>*. 
tftWQ / B B W H U I »22M» Branch t • ca) i>r lb«Ut * Wh»m 
) » 0 . a / • • ? / H W t H M » l Branch 2 * Icruard d«t*c l»r 
Ja«Vi /»»lrm>tiif>$2t Srnneli 1 - * * n l r * l v t t t s tO f 
iOODD /»*<tsHUI«im> Branch 1 • centra l dcttolor 
fiSOOd /Bis/HU(qsiS2) Branch S " cantra l 4 * l *« t« r 

«U >> H i l l Hard) rw -> f u l l Word 
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The main routine in a UAl algorithm has the fallowing basic structure: 

catlKDHSREStttTStAftC (2, S> »I BEfcft, IRYES, I At K1061, IPBCt tt S> 
i»1?&t**£ iMftJt.tmStlAU 

C 
C IA&C * BA and tA for branches 1-S loaded by algoMthB. 
t xotkR a algorithm branch data error flag, 
C IdVES a atgorfttta eeeept/reieet flag* 
C IALe a alnerttta) result?, 
C 1PM s DA en*. CA for branches l-S loaded a m i . 
C 

CALL CVPMe 
CALL ALA 
irttRYcs.Eq.il t«i 
tHI0r.Rft.flt.tl 1>3 
JAMS a I 
stap 
wo 

White addresses in array H*BC ate 32-bit words, only the least significant 18 bits are 
defined by the PAX. Subroutine EVFROC masks off the upper W bits of each address, 
copiei :h«m to array lABC sod seta flag IBERR it there is as obvious trausfer error, 
t.g, BA > CA or overlapping data windows. The algorithm and/or NORD-A also 
check integrity of Remus branch structure for each event. If there arc no errors in 
addi «ss data, the Bltci algorithm is executed and a short summary of results for output 
to tape i» saved in array IALG. 

Immediately before it halts the algorithm executes an instruction (IAN&sf) which 
accesses 198/g data memory and sets bits 0-1 as follows: 

am i»iiQ >*f taition 
0 0 Undefined => fsul*, 
0 ! Event accepted* 
1 9 Event rejected. 
1 1 Error in Kenroa data. 

For accepted events NORD-A tends COMMON /RESULT/ to obtain 168/£ addresses 
for each R*mw buffer and algorithm remits for onipvt to tape. Branch common* 
must be read from PAX-B in Ave DMA transfew since sections with data from &•< 
last event are not contiguous. Ordinarily the 168/E Remus commons are not cleared 
between successive events since this would take about 8& ma for th*» Mock of 352K 
bytes. 
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A UAl filter algorithm is developed and tested off-fine, translated to lB8/£ mi­
crocode, treosteited o m CERNET to disk at LSS5 control room and downloaded to 
cub proeeuor at the start of a run sequence. After a program is loaded the host 
computer always reads back 188/£ memory and compares with the disk file - no er­
rors wen observed daring Fall 1982 runs. The user developing as IBM FORTRAN 
algorithm need only adhere to the basic structure described above for input data and 
results. Absolute addresses in Table 5 are seldon? changed and the translation step is 
% standard procedure requiring very little user input for this type of program. 

The 6rst algorithm tested at LSS5 searched tor high momentum charged track 
candidates near 90° to the beam axis in the vertical (bending) plane. The algorithm 
searches four CD drift volumes above and four below the horizontal beam plane. The 
search is limited to a single drift volume at a time, selecting eight wires in each volume 
with e uniform 8 cm separation. An essential feature of this and any algorithm using 
CD dnu L< fast selective decoding of a few wires with minimal unpacking - in this 
ease only the drift time. Execution time foi accepted and rejected events b shown in 
Fig. 8a-b. An event b accepted as soon as a track candidate is found in any of the S 
volumes. COMequently rejected events are more time consuming which seems to be a 
general characteristic of 168/E trigger algorithms. Comparison with the name events 
run on IBM shows the 168/JJis 2.6 times slower than a 370/168 far this program8. 

Another FORTRAN algorithm searches for muon track candidates using a proce­
dure logically equivalent to that of the 2nd level trigger which is written ID M68000 
assembly language.'1 This subroutine searches all 20 muon modules on the top, front 
and sides of the UAl detector and the 10 bottom modules. EacL projection of each 
module is searched as follows: 

(a) prepare a table of cone candidates from hits in the two planes closest to 
the beam line, 

(b) prepare a table of drift times • raw data is not sorted, 

(c) for each plane use lookup tables to construct the logical OR of patterns 
consistent with a cone from the interaction region, 

(d) require a track candidate to have at least 3 hits in the 4 planes intersecting 
the cone. 
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Equivalent 138/f execution time measured on IBM is shown in Fig, 8c. The distribu­
tion for all events peaks at 3 ins and most events above S ms have one or more trftckl. 
A--out V™ of this execution time is required to prepare tabtes of cone candidates and 
drift times for each module to be searched. 

An algorithm using a more refined estimate of energy deposited in the central 
electromagnetic colorimeter (Gondolas) has aim been tested. A rauon or calorimeter 
algorithm could be executed 9rst to define dynamically a region of the control detector 
to be searched. During December 1982 the PAX-168/£ system was used with a variety 
of test algorithms recording 2SK events on tape. An additional 8400 events I N N 
accumulated using a prototype physics algorithm (muon + CD +• calorimeter) With 
results included on tape, From this sample 6000 events were later cheeked u d found 
to be in complete agreement with the same algorithm run on IBM. 
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Fig. 8. 168/B algorithm execution time. 
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The end of the 1932 collider schedule was followed by » few days of centra! del ̂ ctor 
calibration runs using cosmic ray data. la only a few hours a very simple algorithm 
was coded, tested on IBM and transferred to ths 168/J£. In addition to requesting a 
minimum caergy deposit in the forward and backward sections of the calorimeter, it 
required a minimum signal in the central detector. Without the PAX-IBS/# trigger 
it would not have been possible to make such correlations between data from parallel 
Remus branches. 

5, NEW DEVELOPMENTS 

As discussed in the Introduction, it takes several milliseconds to complete the CD 
read-out and a 2nd level ration trigger is available during this time. After CD data 
is transferred to Remus buffer memories, a single event cannot be cleared. However, 
the Rcad-Out Processor (ROP) itt e».:h CD crate bos a IK 10-bit buffer and it takes 
about & ms to SU this buffer. Data from a CD selective read-out could be transferred 
to a 1Q8/E providing another 2nd level trigger, For example, i»adtag only drift time 
alter zero suppression for two wires in each CTD module (12 wires per module) should 
yield about IK bytes per event. Although the quantity of CD data and transfer time 
to 188/£ is small for this scenario, a CD algorithm would probably still require access 
to muon or calorimeter results to scan a selected region of the central detector in this 
2nd level time interval. 

A ifinjoi improvement to the 3rd level trigger system is already in progress and 
expected fo be operational at the start of the next collider cycle. The layout in Fig. 
7 has been modified to include two more processors, a 3rd PAX, color graphics and 
Super CAVIAR.12 As howo in Fig. 9-, the Super CAVIAR labelled DACQ runs the 
"<3EPAX" task supervising read-out by PAX-A and coatrcllmg processors 1-4. This 
reduces <iie number of interrupts which must be processed by NORD-A. A sample 
of events sre transferred simultaneously to 108/p #0 and cne of the four trigger 
processors. Using PAX-C, the Super CAVIAR labelled DISP can display algorithm 
Kaulls on the MATROX or transfer a full event from processor 0 to NORD-B Tor 
analysis by monitoring programs [previously NORD-B could only spy on one branch). 

When aa event display algorithm runs on 163/£ #0, the processor prepares a 
buffer with pl*el coordinates and color for each image, e.g. CD tracks or points. The 
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buffer is transferred by FAX-C in block mode via a CAMAC module to the MATROX 
512*512 color display. Optionally the same results can go to NORD-B. The display 
algorithm sko maintains statistics which may be output to the MATROX display or 
NORD-E. The DACQ CAVIAR monitors the complete acquisition system with colcr 
displays shewing status of PAX aed 168/jJ activity, algorithm results, ttata errors, 
PAX read-out and l&S/E processing time, etc. 
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Super CAVIAR Srmware has bees ext«aded to iachtds resident routines that par-
form the following tastes: 

(a) load and verify a 168/& program from any CAVIAR peripheral, 

(b) read-write-dtsplay IBg/j? program and data memory in several formats in­
cluding a transparent two way conversion between IBM and CAVIAR Boat­
ing point repMseatatisii, 

(c) control loading and «xecnticn of PAX sequences, and 

(d) tesWetag a complete PAX-168/jE Byatcm. 

En addition an interactive monitor has been developed which allows 168/£data memory 
to be described in terms of symbols representing variables or arrays of any type, e.g. a 
FORTRAN program COMMONS statement. The IQSfE memory can be set/displayed 
via these symbols. A simple protocol for KS/E subroutine call with parameter passing 
has also been implemented, and the parameters may be modified, routines executed, 
and results retrieved via the CAVIAR. This development could be used for CPU bound 
problems with limited data I/O, e.g. vector rotation and function minimization. 

a. CONCLUSION 

The 168/£ processors have been intigrated into the UAl data acquisition system 
with an interface supporting optimum Remus event transfer rates. The PAX sequencer 
and Greyhound dual port structure are reliable and versatile. Sophisticated Algorithm:} 
with access to a complete event can now be written in n high level language, giving 
the possibility of triggers which correlate data from parallel branches and improve 
effective luminosity by n significant factor. At the some time, the event monitoring 
and display capabilities of the system have been improved. 
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