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ABSTRACT

Event sizes and data rates at the CERN p p collider compoze o {ormidable environ-
mept for & high-lovel trigges. A system using three 168/ F processors for experimeat
UA! real-time ovent selection ia described. With 188/ dats memory expanded to
512K bytes, each processor holds s completo event allowing a FORTRAN trigger al-
goritbm aecess Lo data from the entire detector. A smoart CAMAG interface reads five
Remus branches in parallel traniferring one word to the target processor every 0.5 ps.
‘The NORD hLost computer can simultageously read an accepted eveat from another

processor.
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1. INTRODUCTION

The UAL experiment usen o lorge image chamnber ceptral detector in a dipole mag-
netic feld. The Central Deteetor (CD) suttounded by sleciromagnetic and badsonic
ealorimeters, muon chambers and forward detectors is deseribed extensively else-
where.! The full detector has about 20,000 channsls generating 1.6M bytes of raw
dsta for each event. For the CD which produces most of this, zero suppreasion and
data compaction yield an average of 38K bytes which must be recorded on tzpe. There
is np data reduction for electramegnetic and badzonic calorimeters which bave ~K
channels producing 8K bytez per event. The 5K muon dtift tubes produce only a few
bundred bytes for a {ypical event, A distribution of event slses from & December 1082
run is shown in Fig. 1.

All Tront end digitizer and trigger electronics s lovated in & Mobile Electronic
Control room (MEC) close to the detector. Data is colleeted and concentrsted using
the CERN Romulus/Remus CAMAC branch systern.? As shown in Fig. 2, Gve Remus
branchos transmit cslorimeter, muon, forward detector snd CD dsts from the MEC
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to the main control room ~ s distante of 100 meters. The primary computing system
at UAL is based on two Norsk Dats 100/500 machines referred to 3 NORD-A and
NORD-B. Usually NORD-A is the master running s CERN Dats Acguisition System
(DAS) and the Remus routers in Fig. 2 are set to allow NORD-B to spy ou the data
transfer. An cvent trigger gencrates an interrupt to DAS running on NORD-A which
then sends “Prepare and Go” commands to the five Remus branch drivers (RWBD) in
the NORD-A CAMAC system erate. {ata transler from MEC to maie contral room
then proceeds in parallei at an average rale of 2.5 ps per 16-bit word on each branch.
Remus buffer memory can hold o single event while NORD-A reads the branches
sequeptinlly. A complete description of this UAL data acquisition has been presentad
elsewbere.?
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Fig. 2. NORD Remus aystem without 168/ .
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Q,Ma‘f_ﬂsé c@ll&df !!qncha there is & beam-beam crossing every 3.8 us. At the design
Iutgiﬁlos’hy‘g!‘ﬁow em—2 a1 this shovtd yield an interaction rate of 50K Hz while the
maximumn rate for recording produetion data oz magnetic tapo is about 5 Hz. There
are 4 levels in UAL trigger logic. The Oth lavel Gies & +20 ns coincidence between
bodoscopes in the p sad P detector arms to select bunch-bunch crossings which have
an interaction. This decision, made with NIM logic, provides a minimum bias trigger
with rejection of bacl ground such as beam gas interactions. This is followed by 1st
leve) calorip.eter and muon triggera. A fast arithmetic processor groups and adds
calorimeter FADC messurements providing total and transverse energy triggers in 2-3
#s. Another set of muon hardware processors searches for track candidates which poiat
o within 100 mrad of the interaction vertex. A muon track is required to have three
hits within a core passing through a set of four parallel planes in ore muocn projection.
This decision takes about 1 ys and uses only muon drift tube numbers - drift time ia
not available at this level. There is po dead time for the Oth and tat level decisions
which are completed between bunch crossings, but after » good st level trigger there
is & dead time of 3-10 ms for CD data reduction. A muon 2nd level trigger using the
FAMP* system is available during these few ms. It uses drift time to reconstruct muon
tracks with 10 mead sccuracy. When an interaction produces a good 1st or 2nd level
ttigger, NORD-A initiztes read-out on the 5 Remus brauches and this transfer cannot
be interrupted. Al) hardware for trigger levels 0, 1 and 2 is located in the MEC, The
168/ L processors® in the main control room provide a 3rd level trigger.

As collider luminosily incresses towards design value, the current st level trigger
eate would soon exceed NORD capacity. Increasing the trigger rate by a factor of 5
over December 1982 rate of 0.7 Hz would require writing o 6250 bpi magnetic tape
every 3-4 minutes and off-line proeessing costs probably prohibit running at this NORD
limit. Under such saturated conditions another level of on-line filtering which reduced
the NORD rate by only a [actor of 2 would deserve consideration since it would double
the eflective Yuminesity Jor the experiment,

Several options for using 168/ E processors were considered and jn Fall 1081 a single
processor was installed with 128K bytes of data memory and CAMFAST® interface a3
shown in Fig. 3. This systern was similar to the SLAC Hybrid Facility 168/E triggiar.'r
The CAMFAST module can spy on NORD CAMAC 1/0 and transfer data to a 168/E




wilk no additional dead time. Since this interface is quite passive, considerable on-
line development and testing wss done while the experiment was in progress.® For
an slgorithm uging only one Remus branch and with execution time limited to 25 ms,
the system shown in Fig. 3 could at best achieve a factor of two imprevement in data
rate.
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Fig. 3. 183/ with CAMFAST icterlace.

Much stronger improvement in performance ean be obtained with a 3rd level trigger
which provides event buffering nnd psralle! processing. CAMAG memory buffers were
considered but using 168/ F processor memory as the event buffer gives the slgorithm
access (o an entire event and is less expensive thon Remus buffer memory. A 168/p
software filter at this level provides easy implementation of new idens as one acquires
experience with the UAl detector. Algorithms written in IBM FORTRAN can be
fully tested on any IBM compatible machine and incorporated into DAS with micimal
overhead for on-line tesis. A new 3rd level trigger using the 188/ has been developed
with the following objectives:

o gupport algorithms using colorimeter, muon and CD dats,

o improve pesformance using event bufleting snd paralvel processing,
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e mointain compatibility with. Remus branch structure and transfer data from
MEC to 3rd lavel processors at the optimum Remus rate,

o minimize ovethead on the NORD-A heat computer,

® Drocess 20 triggers per second for on slgorithm with rejection rate of .75 apd
execution time of 50-100 ms, i.e. a factor of 4 in effective luminosity for a
saturated system.

[u order to achieve these objectives, 3 new PAX-GREYHOUND interface to the 168/
has been developed.

2. NEW HARDWARE FOR THE 168/ AT UA1l

2.1 PAX

The 168/ E interface developed for UAL employs a CAMAC modale ealled PAX
which provides both autonomous read-out of Remus branches and all 188/ E control
functions for the host computer. Only four of the PAX CAMAC functions defined in
Table 1 are required for the host computer to load a 168/ program, start execution,
check processor status and read results from 188/ g data memory. For example, the
basic sequence of PAX functions to load and execute a program is as follows:

(a) F18 A2 - load PAX contro} register with target CPU# and select program
memory,

{b) F16 Ad - load PAX address register with start address in 168/E program
memory,

(¢} F16 A6 - write Lo 168/ E program inemory,
{d) repeot steps (a}{c) to load 188/ £ data memory,

fe) FI16 A2- lozd PAX control regiater with target CPU# and program conirol
bils set,

if) F16 A6 - write 168/ £ program counter and start execution. ®

Six of the functions in Table 1 refer to the sequencer and address file which are the
key logic for PAX operation as an auxiliary controller. A block diagrom of sequencer

* This step is described in the Greyhound isterface section.
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Table I. PAX CAMAC Functions
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Togic is shown in Fig. 4. Sequencer memaory provides s maximum of 128 16-bit instrue-
tioms. As shown in Table 2, sequencer instructions are divided into four classes deflned
by bits 16-16 in sequencer memory. A Sequencer-Extoraal instruction can read any
CAMAC module in the same ¢tate with the PAX and transfer a 18-bit word to 168/
memory in one CAMAC cycle. Sequeacer-Internal iustructions provide internal PAX
conirn), transler pddress file data 4o 108/E mentory snd start the processor. Loops
within sequencer memary and tests for ead of 2 CAMAC read sequenco are chiained
with Sequencer-Branch instructions. The rather complex Seq-Branch indruction has
six types of branch and test operations. Timing and physicel constraints on PAX de-
sign forced some complexity in sequencer instructions - there were anly two free slots
in the main NORD-A system ¢tate whea PAX design was initiated. The Write-Blnck
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Table 2. Sequencer lnsiructions

bits
fneptruction 111111 Definition
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" |
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Bits B-9 delfine the branch type. For bdranch
type 01 hits 10~1y deline the station &.

For branch lype 00 blis $0-1Z define tha
type of uail operation and Bits 13-14 ars
not used. Bits 1-7 contwin the sequencar
branch addcesw (0-127 decimal.l

Write Block | 1IXXXKKXNARZXXKX

Enpble block tranafer,

instruction enables a block transler (rom 188/ £ memory to CAMAC highway. Ones
exccuted, it freezes the dala path from 168/ F memory in read mode allowing external
write instructions to direct data to any CAMAC module.

In order for the sequencer to read Remus bsanches in paralie], the PAX must
maintain a set of target addresses in 188/F memory. For each CAMAC station, the
address file in Fig. 4 has a Base Address (BA) and Current Address (CA) in 168/
memory (2 tolal of B4 18-bit addresses.] The PAX EXEC regicter holds the function,
station and subaddress for CAMAC I/Q and points to the carresponding address file
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entry. The 18-bit address register in Fig. 4 holds the target address in 188/ g memory.
Seq-External loads this register witk CA for station N, loads the word counter with
the same CA, increments the address and stores the result back in the file it Q = 1.

An 8-bit sequence counter selects the next instruction for execution. K increments
after external or internal operations and is set/cleared by a Seq-Branch instruction.
A 7-bit control register holds the target CPU# (maximum of 8 processors) and Grey-
hound interface control linss. During NORD CAMAC 1/0 (o a 168/F the sequencer
and address file operate in a transparent mode. For example, when the NORD loads
PAX ad«1 ess register (F16 A4) the 18-bit address is tronsferred through the address
file in unused address space - sequencer instrietions access 84 out of 128 worda in this
file. Similarly, F16 A5 can execute agy sequencer instruction immediately.

A fowchari of 8 PAX sequence to read UA1 Remus branches is shown in Fig. 5.
Before entering a CAMAC read loop, the PAX executes Sxq-Internals which copy BA
to corresponding CA for each CAMAQC station. The CAMAC read loop executes five
Seq-Externals, one per Remus branch. A Seq-Braoch instruction tests a 2.0 us wait
cycle to guarantee a minimum delay between successive read cycles on the same RWBD
as required by Remus specifications. II this wait eyele is not complete, the sequencer
pauses and reexecuies this wait test every 126 ns. At UAQ the end of an cvent transfer
has been defined by the logical AND of a LAM mask in the PAX conirol register (F16
A2 in Table 1} and Remus End LAM’s for the fve branch i. The station numbers
for each bit in this mask are set by jumpers in the PAX. When the end condition
is true signalling completion of traonsfer on all branches, Seq-Iuternals capy BA and
CA for each branch to i68/E memory. The 108/ algorithm needs these addresses
to calenlate word count: for each branch. Finally Seq-Interna) ipstructions start the
processor and hall the PAX sequencer. Such a sequence to read 5 UA1 branches Lakes
43 instructions and the sequence to start the Remus transfer is 16 instructicas. The
mean transfer time, fixed by the largest branch, is 44 ms for the distribution in Fig.1.

‘The PAX seguencer executes with an internal ¢ycle of 125 ns. If the external
CAMAC cycle is 0.5 g3 there are four PAX ioternsl cycles for each CAMAC cycle.
Only e Grzt internal cycle is required to initiate an external CAMAC operation. A
maximam of 3 Seq-Branch instructions immediately following a Seq-External can be
executed while the PAX-CAMAC cycle i2 in progress. Consequently a sequence read
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bop Hko that shown in Fig. § ear easily be crganised with no oveshead for branch
operations. SeqrInternsl requires all 4 internal PAX eyeles.
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2.2 THE GREYHOUND INTERFACE

The 168/E procimsors at UAL need an interconacction that allows the PAX to
tronsfer data over & distance of mub meters at S00 ns per 18-bit word. The interface on
each processor must allow either of two such buses access to 188/ pmemory and control
fanctions. Without ¢this feature there wanld be a desd time of <200 ws whenever an
nccepted event is read from 168/F memory. The two bases do wot need simultaneous
access to 168/ E memory. However, the 168/ F Control Status Register {O5R) weeds s
true dual pott read function 5o ¢ach PAX and the corresponding support tasks on the
Lost computer can obtain 1068/ status indepeadently.

The varly Fostbus interfore was inadequate and & more paxslled styuctuye called
the Greyhound Bus has been developed for UAL. The Greybound buy b carried over
two 50 way twisted pair flst cables - two esbles for each PAX. As described ia Table
3, there ure 18 address Hnes for the half megabyte 168/ E dsta memary space and 18
data lines, The wordsize for Remus dats transfers at UAL is always 10 bils, The LSB
of the address field set to 0 (1) selects the upper (lower) halfword in 168/ E memory.

There is uo protocol on the Greyhound bus. To the PAX the 188/2's appear as
elements in its memory map aa sceeased through Greyhound sddreas and control lines.
The interface in & 168/ E crate DC-follows the PAX which has asserted muatership and
write operations ate triggored by the Greyhound Si signal. Since there is no protoco),
the host computer and 168/ programs are responsible for checking data transfer
integrity,

A block disgrain of Greyhound dual pozt etructure is shown in Fig. 8. Both PAX
ports have access to program of dats memory and to the GER. The CSR deacribed in
Table 4 provides all contyol and states funetions required to operate s 168/ E processor.
The host computer seleets Greyhound control space by loading PAX coptrol register
bits 56 with “Control” and ‘Program” opticns as defined in Tabl> 1. When control
space is selected any even addrese will aceess the CSR snd odd sddresses accers the
lower 16 bits of the 168/F program ecuntes. The bost computer can start a 188/E
program with the following cperations:

13
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Table 3. Greyhound Bus

et s W T
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S({xteen bi-dicectionsl data lines.
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2pA0R EGCORE.
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will start the selactad procassor. The ussr
must ensute Lhat the required FC value iy pat
boforo onsbling this wetion., It is only
peneratad by the PAX sequencer.

> ynidirectional

(a) lozd ap odd addvess in the PAX address regirter,

(b) use Fi8 AB to wrile zero to the 108/ E program counter. This function
incremnents the PAX address register so the next write will access the CSR.

{e) Write 5 (D)) to start the processor with halt interrupts disabled (enabled).
Logic for 188/ £ clotk signals on the Greyhound interface is identical to the Fastbus

jnterface.

While the CSR can be read simulianeously from both ports, a PAX must secure
mastership of & processor before apy other I/0. This iz accomplished with the following

sequence of PAX functicas:



(a) F16 A2 - load PAX control register with target CPU# and all other bits

set to zero,

{b) F18 A2 - load PAX conirol register with same CPU# sad bits 4-6 set to

write-data-memory.

This sequence generates a PRESELECT pulse an the Greyhouad bus, If both PAX's
do this simultaneously, then CONFLICT bit 9 is set in the Greyhound CSR. This
indicate: a potentiolly fata) error in the control task on the hest computer which must
be programmed to avoid such contention. The clear bit in the PAX control registes

will reset all processors on the bug and clear the conflict condition.

Each Greyhound has three lemo outputs with the following positive true TTL

signals:
168/€ 168/€
Program Ig?,ff Date
Mamary Memary
Address
csh e I
Intertupld
CSRIRC  WUX ]
>7—D 4 :G—«
Geeyhound Greyhound
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Part | Multiplexer Part 2
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Fig. 8. Greybound interface block disgram.
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Table ¢. Greyhound Status/Control Reglater
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Lamo] = CPU Halted
Lemo2 = CPU Halt - AND - DM0
Lemo3 = CPU Halt - AND - DM)

CSR bit 4 true ensbles these levels whon tha proeessor hialla and cleating this bit rescts
the lemo outpnts. Lemo cetpuls 2-3 cap be wsed oy trigger Dags set by an slgorithm
write to Data Memory immedistely before the program halls. An siditionsl lano
outpwt provides 8 TTL "RUN" signal which is the envelope between processor start
and halt

2.3 A Mopiried RWBD

The PAX cau generate externs! CAMAC eycles of 0.5 or 1.0 us with cottrol cegister
bit 19 set to 1 or 0. A 0.5 u» oycle allows PAX to access cach of the five UAL branches
overy 2.5 ps which is the average Remus data rate at the LESS control room. In this
preferred mode of operation the CAMAQ S pulss is 200 ns and thers Is no 53 generated
by the PAX. The RWBD Remus branch drivers? used with the PAX can opsrate with
either CAMAC cyele selested by a hardwars switch at the rear of the module. For a
0.5 s cycle each RWBD genorates its own S5 internally. In this con-CAMAC standard
mcde of operation tise See-Braneh “wait eycle® can be used to guarantee that successiva
accesses to the pame RWED do got excesd Renius speciications.

The PAX sequencer ¢an issue the “Prepare and Go" cummand to iniliste branch
sead-out but Remus specifications require a minimum delsy of 0 ps before the fist
RWBED read instruction. The bost computer must teet this requirement or the ae-
quencer car be progranvared to grovide the mininwum dolay with wait cydes. AN
HAWBD's uaed with the PAX generate an “Eod LAM® deflacd 29 LAM = 1 of the end
of a tramsfer. % 3 Seq-External resd is follawed by Seq-Braach with “test on O, the
two instructiony must be separated by 3 {2) NOP's for a cyels of 0.5 (10) o The
NOP (sn wnecouditions] branch to next sequencer instruction) aliows snificiest time
for the RWED to sespond and set Q on the UAMAC bus. A Seq-Branch immediately
sfter o Seq-Eixternai is oxecuted before the external 51. Thero have beeh no problems
for RWBD operstion with the 0.5 gs PAX-CAMAQ cyele.




2.4 188/E MEMORY

The 188/ £ processors at UA] use 3 memcry board developed at DPHE, Saclayl0
which allows each processor to be loaded with a complete event. Each 188/ has §
hoasds with s full dats memory space of 512K bytes. Program memery 1 Yoaded
on two of the 8 boards so 168/K s st UAL have the original design timit of 32K
micro-instructions - sufficient for a practical real-time algorithm. Expanding data
memory by a facter of four requized £ more bits in memory address logie on the 168/ 5
integer CPU board. The datn memory nddress adder was increased from 16 to 18 bits
demanding a second level in the earry look-shead, but with the 5% ns access time of
the INMOS IMS1400 this was accomplivhed without difficulty.

The originsl 168/5 memory test r.veloped at SLAC checked Toy unsatisfactory
address tronsitions between every pais of addresses in the memory tei interval. This
is 2 strong test but exccution time fx N2 where N is the number of test words and
with 84K byte memory boards a single card tgkes 2 hours and a full processor =128
kours. A Random MEMory test (RMEMVG} was developed using a simple algorithm
to seleet random addresses and check a contiguous region 2s follows:

{8) write complement of & [ullword pattera to o random test address,

{b) write exclusive OR of pattern and address to memory above and below the
test sddress,

{¢) read crlire test interval using non-zerc displacements lo exercise address
calculation.

RMEMYVS also has » burst write test or worst case conditions .u successive memory
acceszes. This disgnostic was essentia! in tracing an early problem with the INMOS IC.
Before installation at LSS5 each processor was required to pass all CPU and memory
tests at 4.8-5.2 volls and execyte the random memory test for ~~15 hours. After
installation the only memory failure ohserved was a hard error on s single INMOS IC
- an error cosily detected by less sophisticated dizgnaostics,
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3. NORD DAS WITH THE 168/F

The CAMAC and Greyhound configuration for the multi-prosessor system with
PAX iuterfoce to NORD-A is shown in Fig. 7. The original system in Fig. £ has been
mudified to inchude an additiona) set of Remus routers to a CAMAC erate with five
RWBD's and PAX-A. The original RWBD's remaia in the prima-y NORI-A gystem
crate with PAX-b allowing DAS to bypasy 168/ £ processors, The PAX-A crate resides
on a branch from a second system ¢rate which can be accessed by both NORD-A and
NORD-B. For DAS using 18s/E's the routers are configured with RWBD's in the PAX-
A crate as masters. The host computer translers a new event to & preselected 168/E
by executing a sequence in PAX-A. An accepted event is vesd Irom 168/F memory
using PA}:-D and recorded on tape by ZREAD, the main PAS task. Tha transition
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.
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Fig. 7. NORD conflguration witk PAX and 188/£ .
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between data acquisition without and with 188/ 's is accomplished in software from
menus available gt the NORD-A console.

For DAS without 168/F 's the oply related CAMAC interrupt to NORD-A is the
1st/20d Tevel brigger. To operate a 3rd level trigger the systewn must also handle
interrupts generated by PAX sequencer and 168/% halts. The system responds to

these three

interrupts as follows:

1. Hardware - .igger

disable hardware trigger and find next free 168/,

start PAX-A executing a small RWBD “Prepare and Go” sequence,
preselect target 168/ £, set PC=0 and set CSR with halt interrupt ecabled,
set PAX-A control register for write-data-memory,

engble PAX-A LAM,

start main PAX-A sequcnce reading branches 1-5.

2. PAX-A Helt

disable PAX-A LAM,
check PAX-A status register for an abnormal sequencer condition,
read 168/ E CSR and check for Giybound confliet,

enable hardware trigger if snother processor is free,

3. 168/ Halt

resd CAMAC status register to determine which CPU halted,

» read CAMAC status register with acceptfreject flag,

<]

ignore rejected events and add 188/ F to list of [ree processor,

¢ instruct ZREAD to record accepted events on tape,

It PAX

control reginter has bit 9 set to enable time-oyt, sequencer execution stops

after on elapsed time of about 500 ms, Similarly, with the overflow bit set the sequencer
stops if 2 168/ & address CA{N) overflows when incremented after reading station N. If

the PAX ¢co

ntinued to read station N under this condition it would overwrite algorithm

Jocnl constants. Either of these conditions ean produce a CAMAC interrupl. A direct

—
o e+ bt .
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task called GEPAX running at NORD level 8 was doveloped to handle all interrupts
associated with DAS using PAX-A (interrupt response time 22100 ps). In the caze of
an abnormal PAX termination or Greyhound conflict, GEPA was coded to ignore
the event, update a run summary table and continue after resetting the PAX andfor
168/ F; for another irigger. After a 168/ F halt, GEPAX reads CAMAC status registers
which provide the CPU# and zlgorithm accept/reject lag. Note that this information
is available whepever a processor halts even il both PAX modules are bugy. The
most recent version of GEPAX ignored events rejected by the filter cigorithm. The
processors provide a 2rd level trigger but the host computer can still make the fnal
decision eoncerning which events are recorded on tape. For example, DAS could easily
be programmed to record a random sampie of rejected events for off-line analysis,

For sccepted events GEPAX generates an interrnpt to direct task ZREAD renning
at level 8. ZREAD uses PAX-B to read a small algorithm summnary, PAX-A address
fite data written to 188/ £ memory and input from the five Remus branches. Since
PAX-1 is in o NORD systemn crate, this transfer proceeds at the maximum CAMAC
rate of 1.7 us per 16-bit word for DMA. All control operations performed by GEPAX
are done with programmed I/O since the number of PAX-A instructions required is
small. The sequencer in PAX-3 is not used in this configuration but the modules are
identicai.

The host computer loads PAX-A sequencer memory and nddreas file once at run
initialization. The bost must also maintain a table with the status of each processor
snd o free 168/ is found by searchicg this table. In Fig. 7 all the processora »re
functionally egral. If a 168/F foiled DAS counld disable the processor in the status
table and contisue acquisition with the remaicing pair of processors. This equality
can be a powerful diagnostic tool for checks on algorithm plus data validity, PAX-
Greybound design allows simultaneous transfer of the same event to any pair of
processors. The hoat computer can then read and compare algorithm results checking
for consistency or against some standard.
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A FORTRAN algorithm cap sccer. dats from ary of the Remus branches usiog
lahelled common blocks defined in Tuble 5. Arrays for each broueb a e ditpensioncd
somewhat [arger thau the maximum brauch size for narmal operasion. The 168/£ data
memory addresses in Table 5 locate Remus input. common blocks in bigh memory and
algorithm Joeal constants and commoys in Jow memory. This protects the algorithm
sguinst 3 Hemus duts transfer oror sinee PAX addvessss increment for each word
transferred and the sequencer holts if aw address overfiows. Abasclute addresses for a8
algorithm common bloeXs ave Sxed by “locate” data cards provided to the transiator
progeam, Clearly the FAX address file must be londed with the same Remus bronch
torget addreszes aa used for algorithm translation io 188/ £ microcode. However, the
sapport task for accepted events need only know the address of COMMON /RESULT/

in Table 5.

L aaaly S AR RNE RIS A

4. 163/E AL GORITHMS

Table §, Algorithie Data Memory

25000

TAOTY
b1
wun
30090
$84000

AATkytey?

confion

000D FSESULTAHME 2048)

21000 ¢OPRIHC/TRELODS)

IBRIZHNL V2 2D8)Y
SRR LEME 163840
ZARYIAPLNG 52D
ZRRMSHURNT ISR
ZRRS7 M9 152)

Gunienia

FORTRAN nlgorithm loval
conslants and commen blesha.

¥AX sddrezm iilo and a)porithe
sesully.

FORTRA. debug print hutflap.
not use:

traach § = caleringte: + wuon
sranch 2 = forward detechor
Sranch 3 = enntz2al delactor
Pranch ¥ = central deteotor
Branch 5 &= central detector

HU => Half Woed; M =>» Full Hogd

: ._v*Hr?ﬁ%mﬁlq
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‘The msiu routine in & UA} algorithm has the fallowing basie structure:

COMMDN/RESULT/TADE (24 53, IBERR, JRVES, TIALGC 106, 1PBC(2, 5)
INIESERER TOERR, IRYES, 1ALG

4
¢ IARC = BA and A for branches 1-5 loaded by algorithm,
¢ IBERR = algeriibm branch data ervor flng,
£ IRYVES = zlgoritha sgceptrreject fiap,
£ IALE = alporithe resuity, -
: 1PBRE = BA wnet CA for branches 1-5 londed b PAX,
CALL tYPROC
CALL ALG

IFLIRYES.EQ. 1) st
1IFCIRYES.£Q.00 -2
IFCIDERR K. V) 1w]
1AHS =

Stap

Eno

While addresses in srray IPBC ate 32-bit words, only the least sixuificant 18 bils are
defined by the PAX. Subroutine EVPROC masks off the upper 1 bita of each nddress,
copies them to array IABC and sets flag IBERR if thore is an obvious trausfer error,
eg. BA » CA or overlappiog dats windows. The algorithin and/or NORD-A alwo
check integrity of Remus braoeh structure for each event. If there are no errors in
addiess data, the Blicr algerithmn Is executed and a short summary of results for output
to tape i saved in array IALG.

Immadiately before it helts the slgorithm executes an inastruction (IANS=f} which
aceosses 188/ F dala memory and sets bits 0-1 as Soliows:

oy o  Ogfieivion .
] 1] Undefined =) faul®,
H Evant eccepted,

[ ] Event rejected.

] frror in Remus daota.

- . O

For accepted events NORD-A reads COMMON /RESULT/ to obtsin 168/ 5 addresses
for each Remus buffer and algorithm results for output to tape. Branch commons
must be resd from PAX-H in Gve DMA tzansfers since soetions with dats from b
fast event are pot contiguous. Ordinarily the 168/F Remus commons are oot clexred
betwesn succeasive events sinee this would vake about 80 ms for thi= bock of 352K
byles.
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A UAI filter algorithm is developed and tested off-fine, translated to 168/ £ mi-
trocode, transleryed over CERNET to disk at 1885 control room and downloaded to
esch processor st the start of a run sequence, After a program is loaded the host
computer always reads back 188/£ memory and compares with the disk file - no er-
tors were observed during Fall 1982 runs. The user developing an IBM FORTRAN
sigorithm ueed only adhers to the basic structure described sbove for input data and
results. Absolute addresses in Table 5 are seldosr changed and the transhation step is
s standard procedure reguiring very little nser input for this type of program.

The first slgorithm tested at LSS5 searched ior high momentum charged track
caadidates near 902 to the beam axis in the vertical (bexding) plsne. The algorithm
searches four CD drift volumes above and four below the horizontal beam plaue. The
search s limited to a single drift volume st a time, selecting eight wires in each volume
with & unif~em 8 ¢m separation. An essentis! feature of this and any algorithm using
CD doin 1. fast selective decoding of & fuw wires with minimal unpacking - in this
ease obly the drift time. Execution time for sccepted and rejected events is shown in
Fig. 8a-b. An evenl is sccepted as soou as a troek candidate i found in any of the 8
volumes. Consequently rejected events are moze time consuming which scems to be a
general eharacteristic of 168/ E trigger algrvithms, Comparison with the same events
run on IBM shows the 168/ is 2.6 times slower than o 370/168 for this program®.

Anaother FORTRAN algorithm searches for muon track ceudidates using a proce-
dure logieally aquivalent to that of the 2nd level trigger which i3 written in M6800O
assambly language.)? This subroutine searches all 20 muon modutes on the top, front

and sides of the UAL detector and the 10 bottom modules. Enacii projection of cach
module is seazched as follows:

(s} prepare a toble of cone candidates from hits in the two plaues closest to
tha beam line,

(b) prepare a table of drift times - raw data is not sorted,

(¢) for each plane use lookup tables to construct the logical OR of patterns
consistent with a cone fram the intersetion region,

(d) require a track candidate to have at least 3 hits in the 4 planes intersecting
the cone.
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Equivalent 1387 & execution time measures on IBM is shown in Fig, 8o, The distribu-
tion for all events pesks at 3 ms and most events above 5 me have one or mote tracks.
AZout % of this sxecution time is required to prepare tables of cone candidates and
drift times for each module to be searched.

An elgorithm using a wmore refined estimate of energy deposited iu the ceatral
electromaguetic calorimeter (Gondolas) has also been tested. A muon or calorimeter
algorithm could be executed first to define dynamically a region of the central detector
to be searched. During December 1082 the PAX-168/ £ system was used with a variety
of test algorithms recording 28K evenis on tape. An sdditional 8400 events were
acenmulated using a prototype physics algozithm {muon + CD + calorimetear) with
results included on tape, From this sample 8000 events were later checked and found
to be in complete agreement with the same slgorithm run on IBM,

[ 1 1 L] -

120 - {0} Certrel Dtacine

Rejected Events

B (bl Centrol Delectar -

10 -_J_I'L_U_LIHAmpud Events
0 H H 1 1

o I & 30 40 50 &0

i I 1 1 1

(¢] ituon Dateclor

30 | .
o O Tracks Foung
=
W 20
Lat

10

0 &

o 5 ) 15

e I66/E EXECUTION TIME {mal

Fig. 8. 168/F algorithm execution time.
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The end of the 1982 collider schedule was followed by a few days of central def setor
calibration runs using cosmic ray dats. In only a fow hours a very simple algorithm
was coded, tested on IBM and transferred to the 188/, In addition to requesting a
minimum energy deposit in the forward and backward aections of the calorimeter, it
required A minimum signal in the central detector. Without the PAX-188/ & trigger
it would not have been possible to make such correlations between dats from parallel
Remus branches,

& NEW DEVELOPMENTS

Az diseussed o the Introduction, it takes several milliseconds to complete the CD
readeput and 5 2nd lovel muon trigger s available during this time. Afier CD daia
is transferred to Remus buffer memories, a tingle event caniot bo cleared. However,
the Read-Out Processor (ROP) in ench CD crate bas a 1K 16-bit buffer and it takes
sbout 8 ms to fili this buffer. Data from a CD selective read-out could be transferred
to a 108/ E providing another 2nd level trigger. For example, r=ading only drift time
alter zero suppression for two wires in each CTD module (12 wires per module) should
yield shout 1K bytes per event. Although the quaptity of CD data and transfer time
to 168/ is small for this scenario, a CD algorithm would probably still reguire access
to muen or ealorimeter results to scan a selected region of the central detector in this
2ad Iovel time interval,

A majos immprovement to the Red level brigger system is already in propress and
expected to be operational at the start of the next collider cyele. The layout in Fig.
7 has been modified to include two more processors, o 3rd PAX, color graphics and
Super CAVIAR! As ‘hown in Fig. 9, the Super CAVIAR labelied DACQ runs the
“GEPAX™ task supervising read-out by PAX-A and controlling processors 1-4. This
reduces tae number of interrupts which must be processed by NORD-A. A sample
of events sre transferred simulionecusly io 108/E #0 and coe of the four trigger
processars.  Using PAX-C, the Super CAVIAR labelled DISP can display algorithm
results on the MATROX or transfer a tull event from processar 8 to NORD-B for
analysis by monitoring programs {previously NORD-B could only spy on one braneh).

When an event display algorithm runs on 103/ E #0, the pracessor prepares
hufter with pixel coordinates and color for each image. e.q. CD tracks or points. The
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bufler is transferred by PAX-C in block mode vis 2 CAMAC mudule to the MATROX
5124512 color display. Optionslly the same resulis can go to NORD-B. The display
slgorithm also maintains statisties which may be output to the MATROX display of
NORD-b. The DACQ CAVIAR monitors the complete nequisition system with coler
displays shewing status of PAX acd 168/ F sctivity, algosithm resulis, data errors,
PAX read-out and 168/ F processing time, ete.
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Fig. 9. PAX-188/F with Supes CAVIAR.
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Super CAVIAR firmware has been extended to include resident routines that per-
form the following tesks:

(s) 1load and verily s 168/f program from any CAVIAR peripheral,

(b) read-write-display 183/F prograr and data memory in saveral formats in-
cluding a transparent two way copversion between IBM and CAVIAR foat-
ing point representatisn,

{c) control loading and executicn of PAX sequences, and
(d) test-debng a complete PAX-168/ £ system.

In addition an intersctive menitor has been develaped which allows 168/ & dats memary
to be deseribed in terts of symbols representing variables or arrays of any type, e.3. a
FORTRAN program COMMON statement, The 168/F memory can be setf/displayed
via these symbols. A simplr protocol for 168/ E subrontine call with parameter passing
has also been implemented, and the parameters may be modified, routines executed,
and resalts retrieved vis the CAVIAR. This development could be used for CPU bound
problems with limited data 1/O, e.g. vector rotstion aud function minimization.

#, CONCLUSBION

The 188/ E processors have been intgrated into the UA) data acquisition system
with an interface supporting optimum Remus event transfer eates. The PAX sequencer
and Greyhound dual port structure are relinble and versatile, Sophisticated algorithms
with access to a complete event can now be wriiten in a high level language, giving
the possibility of triggers which correlate data from parsilel branches and improve
effective luminosity by a signilicant factor. At the same time, the event monitoting
ebd display capabilities of the system have been improved.
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