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Sy ABSTRACT
& A new, general purpese, programmable FASTBUS! module,

the SLAC Scanner Processor (85P), is introduced. Both hard-
ware and software elements of SSP operation are discussed. The
role of the SSP within the upgraded Mark Il Detector at SLAC
is described.

1. INTRODUCTION

‘The SLAC Scanner Processor (or SSP) is a geperal-purpone,
high-speed, programmaple FASTBUS master. It has been de-
signed {or crate-level readout and processing ¢f data from TDC
and FADC modules which instrument a new 6000-wire central
drift chamber for the upgraded Mark ¥ Getector.? The SSP,
however, provides a genera! snd power{u! means of ruoving and
processing data in a FASTBUS system. Therefore, it han alsc
been adopted by the Mork [T for use at the system-level an a
cable-segment master and hyfer module.

2. FASTBUS SYSTEM OVERVIEW

The Mark II detector at SLAC is being upgraded to study
2" production and decay aloug with other naw phenomena as’
the new 100 GeV e*e~ SLAC Linear Collider (8LC).} Cosmic
ray data runs will begin iz April 1985, with fest runs at PEP
following Jater in the year. Physics runs at the SLC are ex-
pected to begin in early 1087, Among the major components of
this detector? is = pew 600D wire drift charaber® with botb time
{TDC) aud pulse beight (FADC) digitisation, Readout of the
drift chamber data will be accompliahed via 2 uew FASTBUS!
sysiem. FASTBUS was selected to perform thias task for sev-
eral reasons, among the most jmportant being the high channe!
densities possible, the fast rexdont time, and the capability for
providing significant amounts of preprocessiug of the data before
it reachea the VAX bost. A partial system allowing for the read-
out of all TDC channels, and approximately ote-tixth of the
FADC chaanels ia being prepared for the ic ray running,
and is shown schematically in Fig. 1, (Not shown ja the existing
CAMAC system to re«d in data from the remaining detector
elements).

58Pe perform two distinct roles in the data acquisition sys-
tem. The primary use, as a ‘crate 8SP', i

is to provide <ontrol,
buffering, and preprocessing for sach of the TDC and FADC
crales. The readout of all ¢rate SSPs on a single FASTBUS
cable segment is controlled by a ‘system SSP". S§Fs also partic-
ipate io a number of other functions, Including system initializa-
tion, FASTBUS :egment verificotlon, module Initialization and
verification, and detector ealibration.

2.1 CRATE SSPs

Crate 85Ps reside in PASTBUS crates of data acquisition
meodules, consisting of LeCroy 1879 TDCo or SLAC-built FADCa.
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During event acquisition crate S5Ps are exterpally triggered by
special trigger electrenics, then read dala (abont 360 words/crate
of TDC, 400 words/crate of FADC informaticn for an average
event) inlo 3 buffe:. Data in this iaput buffer is then processed
internafly and placed into an cutput buffer. Preprocessing func-
tiona depend upon the medule being read ovt., For TDC mod-
vles, thia preprocessing will include:

() pedestal correction for each channel;

{i1} translating TDC chanuel bers into wire bers;
(i49) associating leading edge tirmes with trailing edge times;
(sv) reformaiting the structure of each datum;

{v) sorting of the data into ibe final output buffer ormat.

Fioally, 2 message is sent to the controlling sy-tem SSP that
processing is complete.
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Figure 1. Preliminary Mark IT FASTBUS System (by March _
1985), '
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2.2 SYSTEM SSDPs

The system SSPs reside in a FASTBUS crate between the
VAX bost computer and the data acqulsition crates. During
event acquisition each system SSP is responsible for directing
the flow of data between crate SSPs (0D & eable segment) and
ihe ot or a 3081 /e on-line processor.® This function includes
resciting and readying crate SSPs for a new event, reading out
and buffering jirocessed daia from the dala aquisition crates,
aud signaling (interrupting) the host when a new event is ready.

3, SSP HARDWARE OVERVIEW

A simplified block diagram showiog the logical components
of the SSF is shown in Fig. 2. The SSP occupies two FAST-
BLS boards. The control board (~ 400 chips) contains 1/0 cir-
cuitry (and conpections to the twe FASTBUS segments), pcod
PROM:, and the program memory, The CPU board
(~ 200 chips) containe the CPU, additional ycode PROMSs, aad
the dat memory. These boards are pictured in Fig 3. Internal
logic levels are TTL, employing standard chips. Conversion Lo
ECL ig provided for the FASTBUS connections. Together, these
buards dissipate approximately 100 Watts.
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or DK-to-DS response time of approximately 00 ns.

Masters on sitber segment may address the SSP as o glave
if the CPU is not running or if the interrupt maak bit ls set. As
a slave, the SSP reaponda {o geographical and broadcast (cases
1,2.4, and 5) address cycles. Recognined data cycles include ran.
dom, secondary address, and handshake block Aransfer modes.
Once attached as b slave, \he CPU is idle and does not partic.
ipate io the exchange. Ouly ope /0O port at a time may be
attached and actively engaging in data cycles.

A3 2 master, the SSP supports 2 wide range of FASTBUS
protocols. For example, the mode select bits (MS0 and MSI)
durivg an addresa cycle are inetruction parameters which sup-.
port all cusvent addremsing miodes. Pipelined wriie [SSP-to-
wlave) block tranafers are supporied in addition to random, sec-
vndary address and block trapefer data cycle modes. During
FASTBUS master sperations the I/O logic maintaine a Program
Statue Word (PSW)] When apn unexvected 53 code or timeout
i3 egcountered, the 170 logic dumps the PSW to data memary
aund causes a program trap

FASTBUS Crote Segment
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Figure 2. SSP Simplifed Block Diagram

Conneclion to the FASTBUS ¢rate segmeat is made through
the normal backplane conpector on the comtrol board, while
Lhe cable segment altaches to the {ronl of the module on the
first prototypes. Internal logic and data are transferred between
boards via 3 strap on the auxilliary backplage connectors, and a
small cable near the front of the boarde. Certain features of the
prototype SSPs will be modified 1o embrace more of the spirit of
the FASTBUS philosophy, such as atlaching the cable segment
to tbe auxiliiary backplane connector. A front panel displays
the statua of current FASTBUS aud CPU activity.

4. B3P PASTBUS CHARACTERISTICS

The SSP containe two IO porte, one to a FASTBUS crate
segment and the other to 3 FASTBUS cable segment. The pri-
mary fubctions of these poria include external controf of the
85P and the trapsfer of large blocks of data. FASTBUS re-
spoose times of the SSP {with the exception of block traaefers)
are limited by tbe clock cycle. During block brausfers, the inter-
pal clock period is narrowed resulting ia a measur J DS-to-DK

6. SSP CPU CHARACTERISTICS

CPU power in the S5P js provided by e¢ight AMD2D01C
it slice processor chips configured in a 32-bit architecture. In.
structiens from a 3-level pipeline are decoded by thirtesn 8-bit
PROMs to coatrel data movement and CPU functions. Sep-
arating program and dala memories sigoificantly improves th.
performance of thie device. In addition, a dedicaled shifter is
utilised both for optimizing byte shift operations and accommo-
dating other half-word and byte instructions. The basie cycle
time of 120 os (8.3 MHAs) is narrowed to 80 ns (12.5 MHa) far
certaio wulliple-cycle aperations such as multiply, divide, shift,
and FASTBUS 1/0 block trausfers. Other features of the de-
sign jnclude dedicated address calculation logic, branch logic asd
word count logic,
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Figure 3. 8SP Central (top) and CPU (bottom) boards

5.1 SSP INSTRUCTION SET

Microcode PROMSs in the SSP provide a rich instructi
sel, facilitating the integer arithmelic, control, and FASTBUS
1/O tasks required by the Mark Il applications. lnstructions
are stored in the program memory in the IBM System/370 in-
structioa format? prier to being decoded by the PROMs. Many
instructions complete within one or two clock cycles. Notable
exceptions include the mulliply, divide, load fetare multiple, an-
shift iostructions as well aa FASTBUS 1/0 block transfem.

In the event of an ervor or interrupt (if enabled), a bard-
ware trap forces program execution to continue from lncation 0
where an error-handling routine resides. Errors include CPU ex-
cepticne (unsupporied opcode, division by sero, and (if enabled)
overflow), and FASTBUS J/O ervors (timeont, and upexpected
slave atatux response).

The SSP's instruction set may be subdivided into four cat-
egories.

1. IBM Irdeger Insiruction Set- The lollowing 62 IBM Sys-
tem/370 jpstructions’ are eomlated exactly by ihe SSP.
‘These justructions include:

A, AH, AL, ALR, AR, BAL, BALR, BC, BCR, BCT,

BCTR, BXH, BXLE, C, CH, CL, CLI, CLR, CR, D, DR,

IC,L, LA, LCR, LH, LM, LNR, LPR, LR, LTR, M, MH,

MR, MV1, N, NI, NR, O, 0], OR, 5, SH, 5L, SLA, SLDA,

SLDL,SLL, SLR, SR, SRA, SRDA, SRDL, SRL, ST, STC,

STH, 8TM, TM, X, XI, and XR.

Optimized IBM instructions - This set of five inatructions

utilices the power of ke dedicated sbilt ¢ircuitry, enabling

shifts of one byte per machive cycle a0d four bytes per
machine cycle.

SLLB  Shift Left Logical by Bytes

SLAB Shift Left Arithmetic by Bytes

SRLB  Shift Right Logical by Bytes

SRAB Shift Right Arithmelic by Bytes

SR32 Shift Right Double Arithmetic by 32 bits

(used in preparaticn for iteger divides)

3. Miscell Instructions - The first tbree miscellancous
instructions approximate Lhe functions of the correspond-
ing IBM codes, while the remaining two support FAST-
BUS operalions.

5PM Set SSP Mrogram Mask (overflow mask)
SSM Set SSP System Mask (interrupt mask)
LPSW  Load 8SP PSW

WCSRO Write to CSRO

RCSR0 Read from CSRO

FASTBUS 1/0 Instruchions - A set of 24 1/O instructi~ns
provides the SSP programmer with access to FASTBU'S.
Performiog a FASTBLIS action requires the executics of
one or more of the instructions listed below. Thie set of
instructions allows for both primitive and complex acticzs.
All primary addre.s instructions imply a bus arbitration
cyrle if bus mustership was £ot schieved o muantaned
by the previous instructice. Executionp of a noe-1°0 :2-
struction results in the relense of any existing AS/AK l-ck
initiated by the SSP.

FASTBUS Primitive Instructions

FPA Primary Address
FPRNTA Secondary Address, read
FPWNTA Secondary Address, write

-

FPR Random read
FPW Random write
FPWI] Rardom write immediate

FPRBC Block tranefer rend, end op count

FPRB2 Block transfer read, end on $§=2

FPRB2C  Block transfer read, end oo §8=2 or count
(whichever occurs first)

FPWBC  Block tranefer write, end on count

FPWBP  Block transfzr write, pipelined, end on count




FASTBUS Macro Instructiona
FRD FPA+FPWNTA+FPR
FRDBC FPA+FPWNTA+FPRBC
FRDB2 FPA+FPWNTA+FPRB2
FRDB2C FPA+FPWNTA+FPRB2C
FWDI FPA+FPWNTA+FPWI
FWDBC FPA+FPWNTA+FPWBC
SHD FPWNTA+FPR
SRDBC FPWNTA+FPRBC
SRDD2 FPWNTA+FPRB2
SRDB2C FPWNTA+FPRD2C
SWD FPWNTA +FPW
SWDI FPWNTA+FPWI
SWDBC FPWNMTA+FPWDBCI

3. Alleviates a particular register contention praoblem arising
from the SSP instruction pipeline.

4. Optimizes certain sequences of code (e.g. shift operatione).

5. Links together subroutines, relocales program and data
memoriea, and loads an error handling routine.

6. Generates symbolic information tables for use with a de-
bugger.

7. Produces an output file in one of several formats suitable
for downloading to a VAX or other host computer.
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5.2 SSP MEMORY ORGALIZATION

The memory layout of the SSP is indicated ia Fig. 4. CSRo
contains processor coatral biis, uroadcast class, and access to
the Service Request {SP) and Reset Bus (RB) lines. CSR8 con-
tains the single arbit ation level used on both crate and cable
segments, Current CSR registers and their bit assignments will
Le rearranged and new cegisters added to conform to the cur-
rent FASTB!'S standard in the production SSP. The 4K words
of program memory reside withis Program CSR space. The 32K
words of data memory are accessible both through Data Space
or through Parameter CSR Space, a feature designed to give
an external master access 10 CSRO and data memory without
dropping the AS/AK lock.
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Figure 4. SSP Memory Organization

6. Software Support

Operation of the SSP requires 3 certain amount of software
support. Equipped with this support, application programs can
be wrilles it 3 bigh-level language. The ateps necessary 1o exe-
eute o program on the SSP jo the Mark I enviromment are dia-
grammed in Fig. 5. Soft may be written in IBM assembler
language or FORTRAN, keeping in mind the restrictiops inher-
ent ip the instruction set {¢.¢. Do foating point aperatiabs).
The IBM assembler or FORTRAN compiler next processes the
program. A SLAC-wrillen tragslator/linker program then per-
forms a variety of necessary functions;

1. Warns of illegal op codes.
2. Separates program 2 datz memories.

Y
Intergstivg FORTRAN-zQI 2o @
Ceveloperer'/Oebugg:ng Service Roobres
Peogeom
SSP
S R

Figure 5. Steps to Executing 3 Program on the SSP

SSP load modules are then transferred to a VAX 11/780 over
a BITNET network link. Once on the VAX, the user has Iwo
choices for program execution. An interactive program called
SNOOPY provides many services suitable for SSF soltware de-
velopment, such as downloadiag an SSP with a load module,
starting the processor, reading/writing common blocks, dump-
ing memory, and examine/deposit functioos {0 individual mem.
ory localiona. Comparable services are also available as a aed of
FORTRAN-caltable aybroutinea auitable for use in a prodn-tion
environment.

A growing body of software exists at SLAC to support the
SS9, One collection of programs perform diagnostic testing of
the SSP and its memory. A set of FORTRAA-callable subrou-
iinea are available fo perform FASTBUS operations from the




SSP. Work is in progrese to write SSP sofiware emnlating cer.
tain segment interconnect functions. These funchions eliminate
the need for Sls ia every data acquisition crate; furthermore, the
SSP is currently the ouly device al SI AC capable of communi-
cating with independent crate and cable segmenta.

7. CURRENT STATUS AND FUTURE PLANS

There are currently three debugged and operating SSPs at
SLAC ig wire-wrap furm, An additional five wire-wrapped S5Ps
will be delivered by the end of 1984, Work is progressing oo a
printed circuit version of the SSP with an initial delivery of eight
units scheduled for April 1985. Thke remaining complement of
19 additicna) S5Ps for the Mark II is expected by Fal) 1985 in
time for data taking at PEP.

8. SUMMARY

A pew high speed, general-purpose, programmable FAST.
BUS module has been designed at SLAC providing both ai-
tonamous CPU power and data transfer capabilily on separate
crale and cable segments, Prototypee have been built and thor-
oughly tested. Deliveries of the preduction version SSPs on PC
boards are expected by Spring 1985, It is expectad that 25 units
will be iu service at the Mark 11 detector by this time next year.
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