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Abstract

The development of the stuck-at fault (SAP) model is
reviewed with emphasis on its relationship to CMOS
integrated circuit (IC) technologies. The ability of the
SAF model to represent common physical defects in
CMOS ICs is evaluated. A test strategy for defect
detection, which includes IDDQ testing, is presented.

Introduction

This paper reviews the origin and use of the stuck-at fault
model, the detection of physical defects, the use of
quiescent power supply current (IDDQ) monitoring, and
proposed test methodologies for improving the quality
and reliability of CMOS integrated circuits. The present
urgency to follow methods that lead to zero defects in
production should drive CMOS IC test philosophies
toward defect detection strategies and away from
strategies based upon the SAF model. The SAF model
originated with current-switching technologies and
evolved into the primary test metric for bipolar ICs and
subsequently for CMOS ICs. The adequacy of the SAF
model as the test quality metric for CMOS ICs is
reviewed. A test strategy which includes IDDQ testing for
quantitative defect coverage is discussed.

Development of the Stuck-At Fault Model

In 1959 Eldred devised structural tests for the detection
of faulty components in logic circuits [1]. These tests
were based on the physical connectivity of diode and
vacuum tube components for logic functions. Eldred
defined four logic conditions that were used to generate
test patterns to evaluate the correct logic behavior of
combinational logic gates. These conditions for test
pattern generation utilized the path sensitization concept
to test for stuck-at faults on the logic gate nodes.
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Although Eldred did not refer to these as stuck-at faults,
he clearly was evaluating single stuck-at faults. He
demonstrated this test pattern generation method for a
data processor circuit.

In the early 1960s the single stuck-at fault model was
formalized and Boolean algebra was used to analyze the
effects of these faults in combinational logic. Poage
discussed stuck faults in 1963 [2]. Galey et al restricted
their work to the subset of failures which they found to
be "the universal choice of diagnosticians" [3]. They
assumed that any "line" of the circuit might be stuck and
gave a simplified example of transistors that always had
a logic output of 0 or 1. In 1966 Armstrong similarly
restricted his investigation to failures that caused any
"wire” to be (or appear logically to be) stuck at logic 0 or
| [4], He also defined that all "cut" (open-circuited)
combinational gate inputs were logically equivalent to
having that input stuck at 0 (OR and NOR gates) or |
(AND and NAND gates).

The stuck-at fault model therefore originated from the
observed electrical behavior of common physical defects
and provided a convenient logical abstraction suitable for
modeling with a digital computer. Physical defects,
breakdown mechanisms, and assembly flaws in tubes,
circuit boards, discrete transistors, and passive
components often caused either short circuit connections
to the circuit's power supply nodes or open circuits. The
defects producing power supply short circuits caused the
"physical" stuck-at fault.  Defects producing open
circuits caused "logical" stuck-at behavior due to the
nature of the current-switching logic used, such as
discrete diode logic and integrated circuit DTL and TTL
logic [5]. Since current-switching logic requires current
drive to produce follow-on logic transitions, an
open-circuit path causes a node to behave the same as a
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The presumed dominance of physical and logical stuck-at
behavior over the vast majority of effects produced by
these common defects profoundly influenced the
development of test philosophy and practice. Diagnosis
of circuit failures typically began with the assumption
that a stuck node existed somewhere in the circuit. Test
strategies were developed that assumed a complete test
was one in which all "detectable" stuck-at faults would
be detected [4], As a result, the "classical" SAF model
became widely accepted as 1bs model for logic faults,
ie., single, permanent, stuck-at-zero (SAG) and
stuck-at-one (SA1) faults.

The physical basis for the SAF model was appropriate
but not perfect for DTL and TTL IC technologies in the
1960s and into the 1970s. The relation between TTL
defects and the SAF model was reported by Beh et al [6].
They found that "hard" shorts and even opens caused
SAF behavior in a TTL gate. They also found certain
types of TTL defects whose detection would not be
guaranteed by a SAF test set. Their study concluded that
the SAF test set would detect many TTL defects but a
second test strategy was needed for delay defects not
detected by SAF tests.

As mentioned, Armstrong stated that open-circuited logic
gate inputs behaved as SAFs [4]. Fig. | (a) shows a
2-NAND gate with an open-circuited input and Fig. | (b)
shows simplified 2-NAND circuitry for TTL technology.
The open-circuit defect interrupts the current path of the
emitter input. Absence of sinking current forces the
affected input to behave as though it was permanently
stuck in the non-controlling logic | state for NAND or
AND gates. An open circuit in a TTL NOR or OR gate
input would similarly cause it to behave as though it was
permanently stuck in the non-controlling logic 0 state.

The natural fit of the SAF model to computer modeling
allowed tremendous progress to be made in both the
simulation of SAF behavior and the algorithmic
generation of "complete” test sets that would find all
detectable SAFs. Unfortunately, the strengths of the SAF
model also tended to encourage people to look for ways
to express every new defect behavior in terms of the
SAF. Further developments and time thus tended to
obscure the original intent and assumptions made by the
SAF model. For instance, Armstrong stated, in his
procedure for finding more nearly minimal SAF tests for
combinational logic circuits, "when detecting 'all faults'
is spoken of, it will mean 'all detectable faults" [4], The
issue of the various ways that a defect could be detected
was not directly considered; rather, the SAF model was
strictly and exclusively used.  This assumption of
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Fig. 1. (a) 2-NAND with open circuit in input B, and
(b) TTL 2-NAND with open circuit in input.

detectability has carried on into present practice even
where logically "undetectable" faults can clearly produce
significant problems [7,8].

A large volume of literature developed around the
stuck-at fault model in the 1960s due to the rapidly
increasing use of ICs in products such as computers.
This trend continued and even accelerated on into the
1970s. These issues paved the way for the common
perception that the stuck-at fault model provides the
following advantages: (1) SAFs can be modeled at the
logic level and are "independent of technology", (2)
SAFs can be analyzed by "known" methods, and (3) SAF
coverage has been "proven” to be an effective measure of
test quality [9],

In the late 1970s and the 1980s, researchers began
addressing the issue of whether the SAF model was
appropriate for CMOS ICs. Some authors felt that the
SAF model was still appropriate for CMOS ICs [9-13].
Other investigators began to discuss certain CMOS IC
failure modes that could not be accurately modeled as
stuck-at faults [14-17], Some of these defects and fault
conditions include stuck-open faults [18-20], floating
transistor gates [8,21,22], leakage [23,24], gate shorts
[7], and delay faults [25].
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As a result, it is now common to find publications on
CMOS IC testing that seem to present an inconsistent,
two-sided approach. On one hand the inability of the
stuck-at fault model to represent the effects of common
physical defects and failure mechanisms in CMOS ICs is
mentioned, but then the stuck-at fault model is used for
test generation and test quality measurement. Relatively
few papers even attempt to quantify test coverage against
any metric other than SAF coverage. Exceptions include
the work of Teixeira et al who evaluated test coverage in
terms of fault types closely linked to defects [26].

CMOS IC physical defects and the SAF Model

SAF coverage is the most widely recognized metric for
test quality in industry. The recently released RADC
MIL-I-38535 military specification for Qualified
Manufacturer Listing (QML) requires a design-for-
testability (DFT) methodology that can provide > 99%
SAF coverage [27].

When the "classical" SAF model is applied to CMOS
ICs, the relationship of stuck-at faults to physical defects
and failure mechanisms is treated in various ways. The
following method has often been used [18,19]. The
number of SAFs for an n-input combinational logic gate
is reduced from the full 2n+2 faults (one SAO and SAl
fault for each input and for the one output) to n+2
"distinct" faults (one SAF for each input and both SAFs
for the output). The one SAF eliminated for each input is
the "dominant" state (0 for AND/NAND gates and | for
OR/NOR gates) which is defined to be logically
indistinguishable from one of the output SAF states. The
output SAO and SA1 faults, which now include the effect
of the dominant SAF for each input, are said to
correspond to low impedance short circuits to or VA,
respectively.  The »n non-dominant input SAFs are
sometimes called "input open from" (IOF) faults, which
are defined as open inputs to the logic gate. Note that
these are logic gate open circuits; i.e., the gate input is
open-circuited to both the p-channel and the n-channel
transistor in the gate. This "classical" approach therefore
defines a CMOS OR/NOR gate open input as a SAO and
a CMOS AND/NAND gate open input as a SA1, in the
same manner as previously discussed for bipolar logic.

Sandia National Laboratories has designed, fabricated,
and tested high reliability CMOS ICs for over 15 years
for military and space applications. Because of this,
Sandia developed a uniquely thorough and sophisticated
IC failure analysis capability. It has been observed that
very few CMOS IC failures are caused by defects or
failure mechanisms whose electrical effects are

accurately represented by the stuck-at fault model [8,28].
Specifically, only a few failures have occurred due to
logic element inputs or outputs which were permanently
SAO or SAL Most failures have nonlinear characteristics
not well modeled even by analog simulators like SPICE.
Therefore fault modeling based on "SPICE-like"
simulation is clearly questionable for many defects.

This apparent lack of correlation between typical CMOS
IC defect behavior and the SAF model clearly brings into
question the third perceived advantage of the SAF model,
its "proven" effectiveness as a measure of test quality.
For example, CMOS circuits with open inputs act
differently than previously shown for the TTL 2-NAND
in Fig. 1 (b). Fig. 2 shows a CMOS 2-NAND gate with
input B open-circuited due to a defect. The input of a
CMOS gate is voltage sensitive not current sensitive. It
has been reported that this type of defect does not behave
as a stuck-at fault in most situations but instead behaves
more as a delay fault [8,21,22], This is contrary to the
"classical" input SAF assumption for open circuits.

SAF? NO!

Fig. 2. CMOS 2-NAND with open circuit in input B.

ICs with open-circuited CMOS gates have been observed
to operate at MHz frequencies [8,21,22,29]. Some
open-circuit defects in CMOS circuits analyzed at Sandia
have exhibited the effect of DC clamping to one of the
power rails, but most often there is significant AC signal
coupling that dominates any DC influence on such a
gate.

In addition, open circuits in the source or drain
interconnections of the individual p-channel or n-channel
transistors have been widely acknowledged to produce
electrical behavior not consistent with the SAF model
[18-20], These '"nonclassical" effects include the
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temporary retention of the previous logic state due to
transistor source or drain open circuits, which is a
behavior represented by the stuck-open fault model.

This experience and information leads to the conclusion
that only CMOS IC defects and failure mechanisms
whose electrical effect is a permanent, low impedance
conducting path from a circuit node to (V") can be
modeled accurately as a SAO (SA1) fault. This is shown
in Fig. 3. The shunt path can be due to several types of
defects, including metallization bridges to the power
supply or parasitic transistors. To produce a SAF, the
effective resistance of this shunt path must be low
enough to overcome the lowest "on" resistance of the
"on" p-channel or n-channel network. The shunt path
shown in the figure implies that the responsible defects in
effect "add" new circuitry. Circuit malfunctions that
cause the "off network to stay on, such as transistors
which do not turn off ("stuck-on" faults), would not
necessarily produce SAFs. They would produce output
voltage levels dependent upon the drive strengths of the
competing transistors, similar to bridged-node circuits
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Fig. 3. CMOS circuit with SAO or SA1 fault.

The significance of these open-circuit properties for
CMOS inputs is that automatic test pattern generation
adds no measurable detection value by attempting to
generate SAF tests for individual branch lines of fanout

networks. Ifa defect is assumed to cause an input to a
logic gate to be open (not driven), then the test strategy
must target open-circuit behavior, not SAF behavior.
The appropriate test strategy to detect a floating node on
a CMOS gate input may be to treat it as a delay fault. A
SAF test may detect an open circuit defect, but it is not a
guaranteed or quantified test strategy. In some design
and topological situations, the open circuit input defect
also can be detected by an IDDQ test, but detection with
IDDQ tests cannot be guaranteed for every case [20].

The perception that SAFs can be used independent of
technology to provide good defect detection has been
clearly shown not to be the case for CMOS technologies
[8]. Even so, significant reluctance to move on to better
fault methodologies exists. Arguments for retaining the
SAF model range from acceptance of SAF coverage as
the only "universal" test metric to the desire to retain the
use of SAF-based tools that companies have spent
millions of dollars and uncountable man-years
developing.

The prior investment in SAF-based tools is not
necessarily lost An issue with computer-modeling is the
ability of the tool to summarize accurately the behavior
of defect types such that detection can be assured.
SAF-based tools may still be of significant benefit if they
can be shown to provide useful defect detection
information. For example, a sequential automatic test
pattern generation program was slightly modified, to
provide more efficient test pattern generation for defect
detection [30], Also, for many common defects, the
requirement for fault simulation can be reduced to
"good" circuit logic simulation.

While the IDDQ test has been shown to be a very sensitive
detection method for CMOS IC defects, it is also very
efficient for detecting CMOS SAFs in those situations
where customers demand this test metric [30,31]. Data
show that the number of IDDQ test vectors required for
100% SAF detection can be reduced by factors up to 100
or more compared to conventional SAF test sets with
comparable SAF coverage [24,30].

Fault Models. Defects, and Quality Levels

Williams developed a relation (Eqn. (1)) for the test
escape percentage of defective ICs as a function of
process yield (Y) and test coverage (T) [32], He used the
stuck-at fault as the measure of test coverage and
labelled the percentage of defective ICs escaping to the
customer as defect level (DL). This simple relation has
had a large influence in establishing SAF coverage as 1h£
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test metric and has led to demand for near-100% SAF
coverage by customers including RADC and others [33].
Some companies are putting significant resources into
raising SAF coverage above 99%. There are features of
this model that should be reviewed regarding its
application to CMOS circuits. Equation (1) predicts
unacceptable defect levels if test coverage is not close to
100%.

DL=1- (1)

A fundamental improvement in the model occurs if SAF
test coverage is not linked to the word "defect level."
Data presented by many papers and a major point of this
paper is that very few physical defects produce SAF
behavior, so resources being applied to raising SAF
coverage would be better applied to improving physical
defect coverage. A production test set on a CMOS IC
could have 100% SAF coverage but still pass significant
defects on to customers. Gate oxide shorts,
open-circuits, and bridged nodes are just three examples
of defects whose detection by SAF test patterns is
accidental [8]. An improvement in defect level modeling
occurs if we do not assume a one-to-one mapping
between SAFs and physical defects (an implicit
assumption in past usage of the model). A 100% SAF
coverage test guarantees only that the tested ICs have
zero "detectable" SAFs, not zero physical defects.

The model retains much of its original intent if we
redefine test coverage to be the true physical defect
coverage. Teixeira et al provide an example of defining
test coverage in terms of fault types that are closely
linked to physical defects (see Fig. 5 in [26]). Fig. 4
shows how we should view the model.

The assumptions under which (1) was derived still have
some validity if test coverage now means defect
coverage. The basic assumption is that if defects are
random and test coverage is incomplete, then a non-zero
defect level has to exist. That basic assumption is as true
for defects as it is for faults.

An improvement in the accuracy of the model was
derived by R. Williams and Hawkins where tester error
that fails good parts was taken into account [34], This
tester error is called a-error or Type I error and (1) is
modified in the denominator to

DL=(1-Y (IT)/( | - exY <I-T>) )

where a is the probability that a tester will erroneously
fail a good part. For small values of a, (2) reverts to (1).

Y = 0.01

70-

60 - -

10 20 30 90 100
DEFECT COVERAGE (%)

Fig. 4. Defect coverage versus defect escape level.

It has also been observed that defects often occur in
clusters and therefore do not fit the assumption of
random defect occurrence.

What is the impact of these factors on the fault model?
The use of SAFs instead of real defect coverage for the
"T" parameter means that the true defect level is higher
than that predicted by SAF coverage. The inclusion of
the tester a-error also would raise the true defect level
higher than that predicted by (1). The tendency of
defects to cluster on wafers and die probably would
lower the defect level predicted by (1). There is little
data to quantify the magnitude of the effect of these
variables.

The validity of the model has been difficult to assess.
The "Kokomo" experiments provided supportive
information on the relation between increased SAF test
coverage and the increased number of SAF test failures
[33,35]. In fact, real defect levels in those experiments
would have been higher than the SAF escape levels cited
since true defect levels were not quantitatively evaluated.
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Manufacturers have stated privately that they don't
experience the unacceptable defect levels predicted by
(1), even on ICs that don't have design-for-testability and
use empirically-derived test sets. However, it has been
noted that many manufacturers’ test sets evolve
significantly as a result of customer failures due to
insufficient test coverage. Unfortunately, many failures
at the next stage of assembly or in the "field" are often
simply thrown away rather than returned to the vendor.
The manufacturers in this case are "rewarded" for selling
defective ICs. A mitigating factor not included in (1) is
that the vendor’s parametric tests may detect many
defects that might otherwise escape a SAF test set [36].
It has also been suggested that customers often do not use
the full functional capability of an IC and therefore may
sometimes not encounter logic failures in their
application.

Testing Strategy for Defect Detection

An effective test strategy for CMOS IC technologies
must be based on physical defect coverage rather than
SAF coverage. The goal is to use the most efficient
means possible to achieve 100% physical defect
coverage. The best method currently available begins
with the development of a baseline test set that provides
100% node state coverage. Such a test set, when coupled
with IDDQ current measurement, appears to provide the
most comprehensive coverage of physical defects. A
100% node state test utilizing IDDQ current measurement
provides excellent defect coverage for many common
CMOS IC physical defects [30], This type of test is
efficient not only because it provides a quantitative
measure of coverage for common physical defect types,
but is also significantly easier to generate automatically
and typically has a test set much smaller than an
equivalent conventional single SAF test set.

There is, however, more than one way to acquire such a
baseline test set. Mao et al developed and demonstrated
a tool (QUIETEST) for identifying and selecting small
subsets of vectors within large functional test sets that
provide the same node state coverage as the entire
functional test set [24]. Given that functional test sets, or
other types of test sets, will be used as part of the overall
test process, this method provides an alternative to
economically identify IDDQ test vectors and provide the
initial coverage of physical defects. The test procedure
used with the QUIETEST methodology runs the
functional test set at normal speed and slows the test
application rate down only for selected IDDQ vectors in
order to allow the necessary IDDQ measurement. If 100%
node state coverage is not provided by the functional test

set then additional test generation is necessary to bring
the baseline defect coverage up to the desired level.

The existence of a baseline test set allows the next
logical step which is to evaluate actual defect coverage.
"Fault" simulation must be performed for defect-types
not guaranteed to be completely detected by a 100%
node state test utilizing IDDQ measurement [30],
Maximum benefit is thus drawn from the baseline test
set. After determining defect coverage, additional test
generation efforts can specifically target the remaining
defect sites to increase overall defect coverage.

Improving the test coverage of bridging faults, for
example, could be achieved with the following test
development plan. Given a list of physically likely
bridge-pair nodes obtained from layout information, one
would first simulate the circuit using the baseline node
state test set. A simple means for tracking the coverage
of bridge-pair nodes, assuming the use of IDDQ current
monitoring, would be to add an XOR gate with inputs
connected to the nodes of each bridge-pair. If, during the
ensuing logic simulation, the output of an XOR gate is
driven to logic 1, then the associated bridge-pair would
be identified as detected. Detection is assured since an
XOR output of | denotes that the two nodes of the
bridge-pair have been set to opposite logic states. During
test, when the nodes of each bridge-pair are set to
opposite logic states, a bridging defect will be detected
by monitoring IDDQ for an increase due to the logic
contention. After simulating the baseline test set to
measure its effectiveness at detecting bridge-pairs, all
XOR gates that have been detected would be removed
and then the resulting modified circuit could be run
through node-state test generation which would be
specifically targeted at setting the remaining XOR gate
outputs to logic 1.

For defects that behave exclusively as delay faults
(without increasing IDDQ), generation of a test that can
provide 100% coverage is an extremely difficult
problem. Ifone could limit the delay faults of concern to
only critical paths of a circuit, then one could postulate
that maximum speed tests along with AC parametric
measurements could provide significant fault coverage.
Unfortunately, delay faults can occur in any path within
the circuit. Test generation alone is probably incapable
of producing such a test even for moderately complex
sequential circuits. This is one area where design-for-
testability can play a significant role in reducing the
effective complexity of designs so that existing or
soon-to-exist tools will be able to provide the needed
analysis and physical defect coverage.
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Summary

Current-switching technologies, and in particular TTL,
have been shown to have defects that predominantly can
be mapped into two kinds of faults [6]. These are the
stuck-at fault and the delay fault. However, for CMOS
technologies the mapping of defects into fault models is
much more complex. A majority of common CMOS IC
defects produce increased quiescent power supply current
and could therefore be considered "leakage" faults. To
quantify the test coverage of defects which cause leakage
faults, the use of IDDQ testing has been proposed. CMOS
IC failure analysis has also shown that many physical
defects cause bridged nodes. These bridging defects can
be quantitatively detected with IDDQ tests wusing
appropriate test vectors. Other CMOS defects are most
likely modeled appropriately only by the delay fault
model.

Even though a few defects in CMOS technologies can
behave like SAFs, it is clear that the vast majority of
common CMOS defects are not properly modeled by the
SAF model. For instance, data from one report show
SAF test escape rates of approximately 40% for gate
oxide shorts [7]. Therefore SAF test coverage is not an
appropriate test metric to be used for ensuring high
quality CMOS products.  IDDQ-based testing clearly
provides an efficient means of detecting many common
CMOS defects, but even this method does not presently
provide a quantifiable test metric for all types of CMOS
physical defects.
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