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ABSTRACT

Three experiments have measured the intensity of the Cosmic Microwave
Background (CMB) at wavelengths 4.0, 3.0, and 0.21 c¢m (frequencies 7.5, 10, and 141
GHz). The measurement at 4.0 cm used a direct-gain total-power radiometer to measure
the difference in power between the zenith sky and a large cryogenic reference target.
Foreground signals (e.g., atmospheric and galactic emission) are measured with the same
instrument and subtracted from the zenith signal, leaving the CMB as the residual. The
reference target consists of a large open-mouth cryostat with a microwave absorber
submerged in liquid helium (LHe); thin windows block the radiative heat load and prevent
condensation of atmospheric gasses within the cryostat. The thermodynamic temperature
of the CMB at 4.0 cm is 2.59 £ 0.07 K (63% confidence ievel).

The measurement at 3.0 cm used a superheterodyne Dicke-switched radiometer with a
similar reference target to measure the zenith sky temperature. A rotating mirror allowed
one of the antenna beams to be redirected to a series of zenith angles, permitting automated
aimospheric measurements without moving the radiometer. A weighted average of 5 years

of data provided the thermodynamic temperature of the CMB at 3.0 cm of 2.62 £ 0.06 K
(68% confidence level).

The measurement at 0.21 cm used Very Large Array (VLA) observations of
interstellar ortho-formaldehyde to determine the CMB intensity in molecular clouds toward
the giant HII region W51A (G49.5-0.4). Solutions of the radiative transfer problem in the
context of a large velocity gradient (LVG) model provided esimates of the CMB
temperature within the foreground clouds. Collisional excitation from neutral hydrogen
molecules (HZ) within the clouds limited the precision of the result. The thermodynamic
temperature of the CMB at 0.21 cm is 3.2 £ 0.9 K (68% confidence level).



Abstract

These results and other recent measurements have provided a more precise
determination ol the CMB spectrum. Statistical analysis of long-wavelength ground-based
results reveals a significant difference of 0.140 £ 0.034 K between the ground-based
measurements and measurements at higher frequencies using different techniques. The
difference can be attributed either to undetected systematic error in either set of

measurements (not an uncommon occurrence in the field) or a CMB distortion at
wavelenrths > 1 cm.
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Chapter 1
Introduction

1.1 Cosmology

Two of the strongest human longings are the needs to know our future and our past.
In this, the astrologers had it backwards: it is not the stars that hold the keys to the future,
but the space between the stars that holds the secrets of our past. The discovery and
concurrent interpretation of the Cosmic Microwave Background (CMB) as a relic of
primordial times profoundly altered observational cosmology: henceforth, investigators of
the history of the universe need not be limited to gleaning clues from heavily-processed

matter, but could observe the photons which had traveled unimpeded from the early stages
of the universe.

The most apparent featurs of the night sky, after the sun and moon, is the glowing
band of the Milky Way. It was first identified as a great disk of individual stars by Thomas
Wright in 1750; however, the extent of the disk was not at all apparent. A clue to that
extent lay in the faint fuzzy nebulae, catalogued (as nuisances to be avoided) by Charles
Messier in 1781. As telescope technology improved, approximately a third of these objects
could be resolved into elliptical shapes, some with spiral arms. Without the ability to
resolve individual stars within these objects, the question remained open whether they were

distant clouds within our own galaxy, or (as suggested by Immanuel Kant) individual
galaxies like our own, but at a great distance.

The first direct evidence of the distance of these nebulae, and hence the size of the
universe, came in 1923. Edwin Hubble, using the newly-completed 100-inch telescope at
Mt. Wilson, was able to resolve individual stars in the Andromeda galaxy. By observing
Cepheid variable stars, whose absolute magnitude is given by their period, Hubble was
able to place them at a distance of nearly 106 light years, well beyond the boundary of the
Milky way. Observational cosmology had begun.

The next great clue to the nature of the universe came in 1929, when Hubble

discovered that distant galaxies are receding from us at a velocity proportional to their
distance:

v = Hos (1.1)
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This has a natural interpretation of an expanding universe, and showed that the universe is
not the static, unchanging place envisioned previously (various "steady-state” models rmust
continuously create new galaxies to preserve the present mean intergalactic distance).

Current estimates for Hg are in the range 50—100 km s-! Mpc-! (Sandage and Tammann
1976, de Vaucouleurs 1979).

A fundamental assumption, called the Cosmological Principle, is that on sufficiently
large scales the universe is isotropic and homogeneous. Consequently, the universe may
be described by the Robertson-Walker metric,

2
ds? =dt? - R2(t){ - firer + r2d62 + (rZsin20)d¢? } (1.2)
ang is governed dynamically by the equation
R2 + kc2 =ﬂ§9=pR2 (1.3)

(e.g., Weinberg 1972). The energy density of the universe is p; G is the gravitational
constant. The constant k describes the curvature of spacetime and is conventionally
normalized to *1 or 0. The distance s between any two points is related to the scale

parameter R and the co-moving distance coordinate r; hence the velocity between two
points is given by

v=

|

s = Hogs (1.4)

which defines Hubble's constant Hy. The second derivative of the scale factor is given by

- 4nG
R=-T(p+3p)R (1.5

where p is the pressure. If the quantity p + 3p remains positive, the acceleration parameter
RR is negative. Since we observe that R and R/R today are both positive, the universe
must necessarily have passed through the singular point R(t) = 0. The time t of the
singularity is taken as the origin of the time axis; the subsequent expansion of the universe
is the basis of the Big Bang model of cosmology.

Thus far, we have not specified the contents of the universe. The universe today
contains baryonic matter in the form of hydrogen and helium; hence protons and neutrons
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must have existed in the early universe. The observed abundance ratio of helium to
hydrogen is approximately 0.25. If the matter in the universe were extremely dense at
times soon after the singularity, it would all fuse to helium; consequently, the observed
He/H abundance indicates the presence of a hot radiation field that could photo-dissociate.
deuterium before the fusion occurred. Considerations of this sort prompted Alpher and
Herman in 1950 (expanding on the earlier work of Gamow) to predict a "relic” radiation
field with a current temperature ~5K. For primarily sociological reasons, the prediction
was allowed to slip into obscurity; it was iiot until 1964 that A. Penzias and R.W. Wilson
accidentally discovered "an excess antenna temperature” of 3.5+1 K while measuring the
noise properties of a large radio telescope. Their discovery pre-empted a search for the
relic radiation by a group at Princeton University by Dicke, Peebles, Roll, and Wilkinson,
who published a companion paper suggesting a cosmological origin to Penzias' and
Wilson's excess antenna temperature.

In the current "standard model” of the universe’s origin, the universe began as a
singular point of infinite temperature and density. In the first moments immediately after
the expansion, the matter and radiation fields were in close thermal contact. Even the
heaviest particles were relativistic (E»mc2). From the equation for energy conservation,

pR3=S{R¥p+p) } (16)

with p = p/3 for a relativistic gas, the density was proportional to R(1)4. Eq. 1.3 then has
the solution

R(t) ~ t1/2 (radiation dominated) (1.7)

Strictly speaking, this solution is valid only for k=0; however, for redshifts more than
~100, the term kc? in Eq. 1.3 may be neglected. As the universe expanded, it cooled; as
the photon energy dropped below the threshold for pair production, the heavier particles
dropped out of number equilibrium. These particles either decayed, annihilated against
their anti-particles (provided the expansion rate was not greater than the interaction rate), or
survived to the present epoch. Milestones in the radiation-dominated era include

T~101'K .01 sec p+y- annihilation. Neutrinos decouple.
T~5x109K . 4sec e+e" annihilation. Neutron-proton ratio fixed.
T~ 109K 180 sec Nucleosynthesis



4 Chapter 1. Introduction

As tl':'e universe continued to cool, the euergy density in the photons and neutrinos (the only

surviving relativistic particles) fell below that of the matter. In a matter-dominated
universe, the density p ~ R(t)-3, and Eq. 1.3 has the solution

R(t) ~ t¥3 (matter-dominated) (1.8)

The universe at this point consisted of a plasma of hydrogen, helium, and free electrons
(with neutrinos present but not significantly interacting). At a temperature ~ 4000 K.
(t ~ 7 x 103 years), the electrons and nuclei could form neutral atoms without being
photo-dissociated. The plasma "recombined” into a neural gas, and the opacity of the
universe fell to essentially zero.

The photon occupation number 1 for a Planckian spectrum is given by

1
N=fr .1 (1.9)

For an adiabatically expanding universe, the occupation number is invariant. Since the
frequency v of the photons scales as

v~Rl~1+2z

the temperature T of the CMB must also scale in this fashion. Once the CMB attains a
Planckian distribution, further expansion of the universe simply redshifts the distribution
without introducing distortions. Since processes such as bremsstrahlung and radiative
Compton-scattering are very efficient at establishing a Planckian spectrum in the very early

universe, regardless of the initial spectrum, the standard model predicts the CMB today to
be a redshifted blackbody spectrum.

Distortions in the CMB spectrum cannot arise simply from the expansion of the
universe, and must instead results from the interactions of the radiation and matter fields in
the evolving universe. Since the intervening 10—20 billion years from the Big Bang have
seen the matter evolve from an isotropic gas to clustered galaxies, planets, and
astrophysicists, the radiation offers a powerful probe of conditions in the early universe.
Although the spatial distribution of the radiation probes only the surface of last scattering
(z ~ 1500), the spectrum preserves a record of the thermal history from the present to a
redshift of a few million, neatly spanning the era in which the universe evolved from
homogeneity and isotropy to its present state.



Chapter 1: Introduction

Energy-releasing processes in the early universe will typically perturb the matter and
radiation fields from thermal equilibrium. Interactions between matter and radiation
(mainly Compton scattering and thermal free-free processes) will then act to restore
equilibrium. If the time from the energy release (at redshift zy) to the present is shorter than
the time scale required to re-establish thermal equilibrium, the CMB spectrum will be
distorted from a purely Planckian distribution. Compton-distorted spectra are characterizec
by a rise at wavelengths above the peak of the CMB specttum and a decrease in the
Rayleigh-Jeans region. Bremsstrahlung rethermalizes the longest wavelengths up to a
frequency dependent on the time available for free-free processes to produce additional
photons, causing the spectrum to rise at long wavelengths. Other processes, such as the
decay of particles after they fell from equilibrium, can cause an observable signal in the
CMB spectrum. The presence or absence of such signals in the CMB spectrum can

provide information on such processes as galactic formation, particle decay, or an eariy
generation of massive stars.

1.2 Testing the Standard Model

The standard model makes three predictions about the CMB: it should be isotropic
(the Cosmological Principle), have a Planck spectrum, and should be redshifted according
to T(z) = To(1 + z). By the late 1970's, the CMB spectrum had been confirmed to be
roughly Planckian (Weiss 1980 and references therein); however, quite sizable (20%)
distortions could have gone undetected. In 1978, a group at the Lawrence Berkeley
Laboratory and Space Sciences Laboratory of the University of California began a program
to re-measure the CMB spectrum in the Rayleigh-Jeans region. At the same time, a U.S.—
Italy collaboration between Haverford, Milano, Bologna, and Padova were planning a
similar program. In 1979, the two efforts merged, and subsequently measured the CMB
spectrum at wavelengths 12.0, 6.3, 3.0, 0.9, and 0.33 cm (Sironi er al. 1984, Mandolesi ez
al. 1984, De Amici er al. 1985, Witebsky er al. 1986; Smoot er al. 1983, 1985).

In following years, the Berkeley group continued to improve the techniques of
ground-based radiometry, adding new instruments at 20.3 cm (Levin er al. 1988,
Bensadoun er al. 1989), 7.9 cm (De Amici et al. 1988), and 4.0 cm (this work). Renewed
interest in the field grew sharply after a rocket flight in 1987 observed a large apparent
deviation from a Plank spectrum at sub-mm wavelengths (Matsumoto et al. 1988). The
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shape of this distortion (a sharp rise in temperature above the peak of the spectrum) could
be modelled by emission from warm dust at redshifts 20 < z, < 40, or by a Compton-
distortion at zp < 3800 h-1 Qy-1/2, where h is the Hubble constant ir units of 100 km s-1
Mpec-! and Q, is the energy density of baryonic matter relative to the closure density.
These models differ in their effect on the Raleigh-Jeans spectrum: dust models leave the
Rayleigh-Jeans spectrum unperturbed while Comptonization requires a drop of ~0.2 K.
The two low-frequency measurements described in this thesis are part of an effort to
characterize the Rayleigh-Jeans spectrum of the CMB.

The third prediction, that the CMB should be hotter at larger redshifts, has not been
tested. Interstellar spectroscopy offers a method to probe the radiation field at large
distances and remote epochs. By examining molecular absorption lines arising from a
common state, the relative populations of the energy levels can be determined, and hence
their temperature. The technique has been used very successfully with the cyanogen
molecule (CN) within the Milky Way (e.g., Crane er al. 1988, Meyer er al. 1989).
Cyanogen, though, rnequires a bright star as the source of optical photons to be absorbed,
and is unlikely to prove successful in searches at non-zero redshift.

Soon after joining the Berkeley group in 1985, I began work on a project to use
interstellar formaldehyde (HoCO) to measure the CMB temperature at 2.1 mm wavelength.
The observed transitions in formaldehyde are at cm wavelengths, not in the optical; the
illuminating sources are typically large HII regions instead of single stars. H2CO thus
offers the hope of an extragalactic measurement of the CMB temperature as a function of
redshift. In this thesis, I will also briefly describe the results of a pilot experiment within
our galaxy, which demonstrates the feasibility of using H»CO to make measurements
(albeit of limited precision) of the CMB.
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Low-Frequency Measurement Concepts

2.1 Foregrounds

An experimentalist performing direct measurements of the CMB is necessarily limited
to sampling that portion of the CMB which reaches the observing instruments. Since our
instruments can occupy only a small fraction of the universe, the observing frequency must
be chosen carefully to minimize foreground signals not of cosmological interest The CMB
is a blackbody (to at least the 10% level) with a temperature of about 2.74 K across a wide
range of frequencies. As such, its intensity peaks at mm wavelengths, falling off slowly at
longer wavelengths (the Rayleigh-Jeans region) and very sharply at shorter wavelengths
(the Wien region). At very long wavelengths (a few meters) the falling CMB signal is
overwhelmed by galactic and extragalactic synchrotron radio emission, while at very short
wavelengths (about 100 microns) the CMB becomes submerged beneath a foreground
signal from dust emission. Between these extremes lies the domain of direct CMB

observations, where an experimentalist can avoid or measure the various foreground
signals.

The problem of unwanted foreground signals is inherent in the measurement, for the
CMB photons. must traverse a large path length of matter at temperatur=: nigher than the
CMB itself before reaching us, where they interact with our observing equipment near
other large pieces of warm matter (the Earth, moon, and sun). The design of the
experiment must address these foregrounds. Some can be eliminated very simply, by
shielding (the Earth's emission) or timing (solar and lunar emission), while others can be
eliminated only by moving the observing instruments outside the offending matter (the
atmosphere), a complicated and costly procedure.

Nature offers a very appealing "window" for direct ground-based CMB measurements in
the frequency range between about 1 and 15 GHz, where the largest noncosmological
foregrounds (the atmosphere and the galaxy) reach a broad minimum. Figure 2.1 shows
the contribution of these sources from a high-altitude observing site. Atmospheric emission
at microwave frecuencies is dominated by pressure-broadened emission from oxygen (O7)
and water vapor. Oxygen has lines at 2.5 and 5 mm; at cm wavelengths its contribution
appears as a continuum falling slowly with decreasing frequency. Since oxygen is well-
mixed in the atmosphere, its emission is very stable in time. Water vapor has a rotational
transition at 22 GHz and causes a sharp rise in the atmospheric signal near that frequency.
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Figure 2.1: Foreground signals from our high-altitude observing site. Typical measured
values for the atmosphere are shown.
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The water vapor content of the atmosphere is quite variable, and can cause significant
changes in the atmospheric signal on short time scales (several minute to several hours,
depending on the frequency of the observation and the local weather conditions).
Atmospheric emission reaches minima in magnitude and variability in the spectral regime
below 15 GHz. At higher frequencies, the experimenter must either plan to accept larger

uncertainties in subtracting this signal or resort to balloon or rocket flights with their
concomitant complications.

Galactic emission can not be avoided by moving the observing equipment out of the
Galaxy, but can be minimized by choice of observing frequency. In the Rayleigh-Jeans
portion of the CMB spectrum, Galactic emission results primarily from synchrotron
emission and thermal HII regions. Both processes rise sharply at lower frequencies, with
a spectral index -2.75+0.1 for synchrotron radiation and -2.110.1 for thermal emission
(Webster 1974). Although concentrated in the plane of the Galaxy, synchrotron emission
extends in a diffuse component covering the sky, with brightness of order 10% of the
signal in the galactic plane. At frequencies below 800 MHz, synchrotron emission
becomes the brightest diffuse source in the sky. The upper edge of the Galactic observing
window is defined by greybody emission from warm interstellar and interplanetary dust,
which, while negligible at cm wavelengths, dominates the CMB at wavelengths shorter
than a few hundred microns. The combination of a weak galactic signal and a stable
atmosphere make the window from 1 to 15 GHz opdmum for direct, ground-based CMB
observations. Fortuitously, within this window the wavelength of electromagnetic

radiation is on a human scale of several cm, so that the observing equipment can be made
of a manageable size.

One signal that certainly is of no cosmological interest is man-made radio-frequency
interference (RFI). The microwave spectrum is increasingly populated by a number of
ransmissions, both military and civilian. The operation and testing of wide-band (BW ~
1 GHz) radiometers at frequencies below 15 GHz near major urban centers is rapidly
becoming a practice of the past. At present, this problem is still soluble by observing from
remote, isolated sites, but it exacts an increasing toll in the developmental phase.
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2.2 Definitions and Concepts

At cm wavelengths, an observed signal is typically within the Rayleigh-Jeans portion
of the emitting spectrum. At these wavelengths, signals are conventionally quoted in units
of antenna temperature, T 4, proportional to the power received per unit bandwidth.

P
TA:E-’ 2.1

where T is the antenna temperature, P is the received power, k is Boltzmann's constant,
and B is the bandwidth of the observation. The antenna temperature is related to the
thermodynamic temperature of a blackbody covering the antenna aperture by the relation

Tao—X__-
A= L (2.2)

where T is thermodynamic temperature, and x is the dimensionless frequency

hv
X= k_"r'i (2'3)

where h is Planck's constant and v is the frequency. This convention is particularly useful
for ground-based CMB measurements, where the total received signal can contain
contributions from greybody emission of warm objects (e.g., the atmosphere), blackbody
emission from objects that do not fill the antenna aperture (the moon), and narrow-band
signals at low power levels (RFT).

2.3 Observing Strategies
2.3.1 Zenith Sky Measurement

The low-frequency measurements described herein use radiometers, devices whose
output voltage is proportional to the microwave power intercepted by the input (and hence
to the antenna temperature of the target viewed). The radiometers use corrugated conical
homn antennae to channel radiation efficiently to the receiver input, and to reduce the
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response of the instrument from 4 steradians to a more manageable ares. The essence of
the experiment is quite simple: to compare the output signal of the radiometer while it
alternately views the zenith sky and a reference target whose antenna temperature is well
known. From the observed signal difference and the known calibration of the radiometer,
the antenna temperature of the zenith sky can be determined. All known sources other than
the CMB are then subtracted from the zenith sky antenna temperature, leaving the CMB as
the residual. 7o minimize effects of calibration uncertainties, the antenna temperature of the
reference target should be as close as possible to the antenna temperature of the zenith sky.
For ground-based measurements in the 1—15 GHz window, the antenna temperature of

the zeniui sky is close to the temperature of liquid helium (LHe); consequently, we use a
LHe-cooled taryet as the reference "cold load.”

We calibrate the radiometer by allowing it to view two targets of widely different,
known antenna temperatures, and comparing the output difference:

G = I%mn_ls‘am (2.4)
foad - 2Amb

where G is the calibration constant of the radiometer, TA Joad is the antenna temperature of
the LHe-cooled reference target, Ta amb is the antenna temperature of an ambient-
temperature reference target, and Sigad and Samp are the output signals viewing the two

targets. In practice, there is also a small correction for saturation effects within the
receiver.

The temperature difference between the cold load and the zenith sky is given by

TA zenith - Ta load = G( Szenith - Sioad )- (2.5)
where TA zenith is the antenna temperature of the zenith and Szeniih is the output signal

when the radiometer views the zenith. The zenith antenna temperature is the sum of many
signals:

TA.zenith = TA.CMB + Ta.Aum + TAGal + TA.Ground + TARFI + ATOffset,  (2.6)
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where Ta cMB is the antenna temperature of the CMB, T aAum is the antenna temperature
of the atmosphere, Ta Ga} is the antenna temperature of the Galaxy, Ta Ground i the
antenna temperature of the Earth seen in the antenna back- and sidelobes, Ta rFj is the
antenna temperature of man-made radio-frequency interference, and AT ffseq refers to any
systemnatic change in radiometer performance in the interval between viewing the zenith and
the cold load. Radiation from the sun and moon can, in principle, be present, but are easily
avoided by refraining from observations when these sources are above the horizon.
Equations 2.5 and 2.6 can be solved for the CMB temperature:

Ta,cMB = G( Szenith - Sioad ) + TA load

- Ta,Atm - Ta,Gal - TA,ground - TARF - ATOffser- 2.n
For a LHe-cooled target near 10 GHz, the signal difference G( Szenith - Sioad ) is small,
typically 0.1 K or less. The largest term in Eq. 2.7 is the temperature of the reference load,
TA,load. To minimize uncertainties in the reference temperature, we use a microwave
absorber submerged in LHe within a large (~70 cm diameter) upright (~2n tall) cryostat
(Figure 2.2). A minimum of material lies between the observing radiometer and the
absorber. A metallicized plastic cylinder surrounds the absorber and acts as an oversized
multi-mode waveguide ("radiometric wall"), ensuring that the absorber fills the antenna
aperture and minimizing emission from warm portions of the cryostat. Thin polyethylene
windows at the top of the cryostat prevent air from condensing on the false wall and adding
to its emissivity. A fraction of the helium boil-off gas, heated above ambient temperature,
circulates between the polyethylene windows to prevent the formation of water
condensation or frost on the top window. The antenna temperature of the cold load, to first
order, is simply the temperature of the absorber, known from the boiling temperature of
LHe and the pressure within the dewar. Small corrections must be made for emission from
the radiometric wall and the windows, and from power emitted by the radiometer and
reflected back by the various components within the target. The two reference targets used

for the two low-frequency measurements are described in greater detail in Appendix A and
Chapter 4.

2.3.2 Atmospheric Measurement

Within the 1—15 GHz window, the CMB dominates the zenith sky, as shown in
Figure 2.3. The largest subtraction to be made in Eq. 2.7 is the atmosphere; accordingly,
the precise measurement of the atmospheric signal occupies the greatest fraction of effort in
the low-frequency experiments described in this thesis. Fortunately for ground-based
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Figure 2.2: Schematic of the large cryoger:c reference targets used.
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Atmosphere
32%

Figure 2.3: Components of the zenith sky signal from our high-altitude observing site.
The Galactic signal is the maximum signal on the plane of the Galaxy.
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experiments, the atmosphere at low frequencies is quite isotropic under conditions of clear,
cloudless weather. The main source of fluctuations is variation in the column density of
water vapor, causing signal fluctuations of 1% on angular scales of 80° or time scales of
perhaps half an hour. The precise power spectrum and mechanism of atmospheric
sciniillation is the topic of some study, but for purposes of wide-beam low-frequency
radiometry, it is sufficient to model the atmosphere as an thin, isotropic, homogeneous
curved shell covering the surface of the Earth. As such, it can be measured by causing the
radicmeter to view varying column densities of atmosphere and attributing the subsequent
signal change to the increased airmass in the beam.

The method is indicated schematically in Figure 2.4. For a flat slab-like atmosphere
and a delta-function beam pattern, the antenna temperature of the atmosphere at the zenith,
Ta,Amn. may be found from the signal difference between the zenith and any other angle 6.

-8
T =G —So - Szenith
A.Atm sec(8) - sec(0)

- G592 Szenith , (2.8)
sec(9) -1

where Sg and Saenith are the outputs of the radiometer viewing angle 6 and the zenith,
respectively. For angles near the zenith, the denominator becomes very large and has the
effect of multiplying noise and small residual signals from non-atmospheric sources into
large sources of error. In practice, the angles 8=30" and 8=40" provide equally-spaced
denominators of 6.3 and 3.2, respectively. Larger angles provide even smaller secant-theta

factors, but greatly increase the difficulties of shielding the radiometer from the warm
horizon.

In fact, the above model is a somewhat simplistic. The real atmosphere is curved to
follow the Earth's curvature; the beam pattern of the antenna has a non-negligible width of
about 12°; the atmospheric opacity causes a slight self-absorption of the signal. It can be
shown (e.g. Witebsky er al . 1987, De Amici et al. 1986) that the generalization of Eq. 2.8
is

Taam = SR8 { Fy + (GAIF, + (EAL2Fs b, 29)

where AT is the antenna temperature of the signal difference,
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AT aum = G (Sg - Szenith), (2.10)

Txin is the physical temperature of the atmosphere (~240 K), and Fp, F1, Fp, and F3 are
convolutions of the measured beam pattern with a curved atmospheric shell:

Fo =l 2(z,)H(®) dQ - [f g(z.0)H(0) 2 @2.11)
Fi = [[ g(z,0)H(0) dQ 2.12)
F2 = i-{ [ ] g(z.9)H(©)2 dQ - [f g(z,0)H(0)2 dQ ] EJ)- - fg(z,0)HO)ZdQ} (2.13)

F3 = { [ ] gz 0)H(8)2 dQ - [ g(z,0)H(0)2 dQ2 ] Fl%

Here g(z,9) is the normalized gain pattern of the antenna, and H(®) is the path length
through the atmosphere at zenith angle 6:

H(9) = sec(0) - %% sec3(@), (2.15)

where Re is the radius of the Earth and r; is the scale height of the atmosphere (~ 7 km for
02, the dominant component of atmospheric emission in the 1—15 GHz window). The
zenith angle 0 is typically 30° or 40°. We evaluate the integrals in Eq. 2.14 numerically,
using the measured beam patterns of the antennae.

An additional correction must be made to the temperature difference AT oy to account
for anisotropic sources of radiation included in the signals Sg and Szenith. Such sources
typically include the differential Galactic signal (extrapolated from naps at lower
frequencies) and the differential sidelobe pickup of the Earth (typically measured on site).
Other corrections may need (0 be made, as discussed in Chapters 3 and 4. Since the term
AT atm is multiplied by factors of order 3—&6, it is important that any corrections to it be
both small and well-understood.

2.3.3 Galactic Measurement

Galactic emission is highly anisotropic and cannot be simply modelled nor subtracted
using the results of tip scans from a single radiometer. It can be identified by a
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Figure 2.4: Schematic of tip scans used to measure TA Atm.
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combination of its angular distribution (concentrated in the Galactic plane) and spectral
index (-2.7510.1 for synchrotron emission, -2.120.1 for emission from Hll regions). By
correlating angular and spatial information from several instruments at widely-spaced
frequencies, the Galactic signal can be inferred. There is, of course, an ambiguity in that

any isotropic Galactic signal cannot be separated a priori from a distortion in the CMB
spectrum.

Towards the low-frequency end of the 1—15 GHz window, Galactic emission
becomes a limiting factor in the precision of the measurement. The rapid decrease of
galactic signal at higher frequencies alleviates this problem for the measurements at 7.5
GHz and 10 GHz discussed below. Absolute maps of the Galactic brightness exist at 408
MHz (Haslam ez al. 1982) with an estimated error in the zero point of +4 K. Scaled to 7.5
GHz with a spectral index of -2.75, this absolute uncertainty becomes 1 mK, negligible for
the determination of the zenith sky antenna temperature.

Galactic emission becomes a more serious problem for the tip scans used to determine
the atmospheric signal. The Galactic signal rises to ~50 mK in the plane of the Galaxy,
which is above the horizon for most of the night during summer months and can easily
appear in the atmospheric signal difference AT Apgn. Although the differential uncertainty of
the low-frequency Galactic maps is small, the spectral index is not as well known off the
plane of the Galaxy. Small uncertainties in the differential Galactic signal are multiplied by
factors of 3 or 6 in the atmospheric calculation, and can rise to significant levels. The
solution is to perform differential scans of the Galaxy along the same great circle as the
atmospheric tip scans. The technique is shown schematically in Figure 2.5. The
radiometer is moved approximately twice per minute between two positions at constant
zenith angle, and the signal difference between them determuned. By taking the difference

between two positions at constant zenith angle, the atmospheric contribution cancels, and
the differential Galactic signal may be found.

ATGal = G[ B(a1,81) - B(a2,82) 1, (2.16)

where B is the galactic antenna temperature at right ascension & and declination .

Chopping rapidly between the positions minimizes the effects of small changes in the
calibration between the two observations.

Typically, the positions used are 15° east and 15° west of the zenith, slightly more
than a beam width apart, at constant zenith angle and constant declination. The Earth's
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Figure 2.5: Schematic of the differential galactic scans. The differential signal has a
double-lobed response to a point source on the sky, indicated at the bottom. The two lobes
are separated by a delay At in right ascension.
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rotation will then c-use any sky signal to appear first in the east beam and two hours later in
the west beam. This double signature can be used to distinguish small Galactic signals
from noise, provided the radiometer calibration does not change grossly in the intervening
hour.

2.3.4 Sidelobe Reception

The sky is cold at microwave frequencies, with an antenna temperature near 4 K in
the 1—15 GHz window. The earth occupies fully half of the available 4r steradians and is
nearly 100 times hotter than the sky. Clearly, some measures must be taken to shield the
receiver from radiation from the warm Earth. The first and most obvious step is to use an
antenna with a fairly narrow beam, so that the relative gain below the local horizon is small.
The two low-frequency experiments described below use the same corrugated horn
antenna, designed for use at 10 GHz, which has a FWHM of about 12°. The width is
small enough to reduce the earth pickup by a factor of > 1500, yet large enough to dilute

small foreground anisotropies; in addition, it allows the antenna to be of reasonable size (30
cm long) and weight.

Although the antenna gain at angles greater than 90° is below -50 dB, the earth still
contributes a small signal, of order 0.1 K depending on the local horizon profile, when the
radiometer points toward the zenith. This signal can nearly double when the radiometer is
tipped to measure the atmosphere, bringing the horizon closer to the beam center. While
the sidelobe response could be modelled given detailed knowledge of the beam pattern and
horizor profile, we have chosen to further reduce the sidelobe response by the addition of
metal shielding surrounding the antenna (Figure 2.6). This shielding acts as a large mirror,
redirecting that portion of the beam which would otherwise view the ground to some
portion of the cold sky. Ground emission can reach the antenna only after diffracting over
the edge of the ground shields. The antenna beam pattern is typically -35dB at the edges of
the shield, further reducing diffracted ground pickup. Addition of a flared section or
quarter-wave traps on the shield edges can further reduce diffracted ground emission. A
well-designed ground shield can reduce the signal from the Earth to less than 0.02 K.

The addition of ground shields to the antenna adds a signal from emission from the
shields. This signal is small and independent of radiometer tilt angle. The emissivity of
aluminum near 10 GHz is small, typically 3 x 104, and the gain-weighted area subtended
by the shields is also small, typically 0.5% of the total beam area. The resultant signal
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Figure 2.6: Schematic of the ground shields used to reduce reception of radiation from

the warm Earth in the antenna sidelobes.
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from shield emission adds 1 mK to the antenna temperature of the sky, and cancels in the
determination of the atmospheric signal,

2.4 Observing Site

Most of the local foreground signals, particularly atmospheric emission and RFI, can
be reduced by observing from a remote, high-altitude site. Our group has made many
observations from the Nello Pace Laboratory of the University of California's White
Mountain Research Station (latitude 37.5°N, longitude 118°W). The Station is located on a
shoulder of Mt. Barcroft, in the White Mountains of eastern California, at an altitude of
3800 m (12,500 feet). The area is a high mountain plateau in the rain shadow of the Sierra
Nevada range. Typical barometric pressure is 480 mm Hg, or roughly two-thirds of sea-
level pressure. The column density of water vapor is also low, typically in the range 1—5
mm H7O. The altitude and rain shadow effect combine to reduce atmospheric emission

and variability compared to sea level by a factor of three at 10 GHz, near the center of the
1—15 GHz window.

The nearest sizable population to the Station is the city of Bishop, CA, approximately
25 km to the southwest in the Owens Valley. The remote location is an extremely
important property of Barcroft, for where civilization intrudes, RFI is sure to follow.
Major sources of RFI at Barcroft are television satellites, distant radars, microwave relays,
and intermittent use of the Station's microwave oven. The frequency range 6.5—11 GHz
at this site is largely free of unwanted man-made signals.

Facilities for astrophysics at the site include a hole deep enough to hold the cryogenic
reference target, a section of rails 1aid out to hold radiometers over the reference target in
the hole, a small hut to shelter computer and electronic equipment, and (after 1985) line
power. Facilities for astrophysicists include a large Quonset hut with a modest shop,
sleeping quarters, kitchen, and laboratory space. The local horizon viewed from atop the
cold load is far from flat; a large hill rises 18" toward the west and continues at a slightly
lower elevation over most of the northern horizon. The best horizon profile is toward the
east, where it is flat and 90° from the zenith. A large U.S. Air Force base is located in
Nevada, in the direction of the best horizon, and is a known source of RFI in the L band
(1.5 GHz).
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Chapter 3
Measurement at 10 GHz

3.1 Introduction

The international spectrum collaboration formed in 1979 included plans for a
radiometer at 10 GHz (3.0 cm wavelength), to be built by the Berkeley group. Since that
time, the 10 GHz radiometer has become a workhorse of the Berkeley group, participating
in CMB measurements over the course of five summers and at least three incarnations. A
number of people contributed to the design of this instrument before I inherited it in the

spring of 1986. A brief review of the tapestry of the 10 GHz radiometer's career is thus in
order.

3.1.1 The Original Instrument

Scott Friedman built and tested the original instrument (Friedman et al. 1984,
Friedman 1984), described in Appendix A. It consisted of a Dicke-switched
superheterodyne radiometer with identical corrugated conical horn antennas on the two
input ports, each with measured half-power beamwidths of 12.5° in both the E- and H-
planes. The radiometer was mounted on bearings so that one antenna (the "primary"
antenna) could rotate to view the zenith sky, atmospheric scan angles of £30° (to either side
of the zenith), the cold load, or an ambient target. Simultaneously, the other ("secondary")
antenna viewed the zenith sky reflected by a large rectangular aluminum mirror mounted at
a fixed angle of 45°. This mirror provided the cold, stable target necessary for the proper
operation of a Dicke-switched radiometer. The output of a Dicke-switched radiometer is
proportional to the difference in microwave power intercepted by the two input ports. The
100-Hz switching between two homns viewing targets of similar temperature minimized the
effects of small gain fluctuations, greatly improving the stability of the radiometer at the
cost of increased complexity and greater radiometer noise. A measurement consisted, then,
of the double difference between the radiometer output with the primary viewing one target
and the output when the primary viewed a second target, and assumed that the signal from
the secondary arm was constant and independent of the position of the primary. The "basic
radiometer” from 1982 remained essentially unchanged throughout the next five years. Itis
shown schematically in Figure 3.1. The major changes involving the radiometer took place

external to the RF chair, changing the method used to measure the variable atmospheric
signal.
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Figure 3.1: Schematic of the radiometer and support equipment.
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In 1982, the primary antenna performed atmospheric scans by viewing the zenith and
angles 30° to either side. A small wire mesh shield surrounded the primary to minimize
sidelobe pickup of the nearby hillside. The secondary antenna viewed a flat, rectangular
aluminum mirror, using a small quarter-wave plate to reduce the signal modulation induced
by the elliptical polarization of the sky radiation reflected from the metal mirror. A smaller
set of wire mesh shields surrounded the secondary horn and mirror. The measurements of
the CMB using the cold load and the atmospheric tip scans were performed within a minute
of each other, as the primary horn alternately rotated to view the cold load and each sky

angle. The radiometer made the journey to Barcroft for the first time in 1982, and
performed measurements of the CMB on July 5 and 6.

3.1.2 Modifications in 1983

Although in principle the atmosphere can be measured adequately using scan angles
of only 30°, the multiplicative factor of 6 from the secant(8) dependence required tighter
limits on systematic angle-dependent changes in radiometer performance than were
practicable. Accordingly, Scott modified the mounting in 1983 to allow scan angles of
$40° in addition to the existing +30° angles. To accommodate the larger zenith angles, the
mesh shields surrounding both the primary antenna and the secondary antenna/mirror grew
slightly larger, a trend that would continue throughout the lifetime of the instrument. Scott

and the radiometer made the trip to Barcroft a second time, and re-measured the CMB on
September 4, 5, and 6, 1983.

3.1.3 First Attempts at Scanning Mirror: 1984

Analysis of the data from 1983 showed a serious discrepancy between the 1982
values of the atmosphere and the 1983 values, attributable to undetected position-dependent
offset changes during the 1982 atmospheric scans. In 1983, the Berkeley group decided to
make radical changes in the system for measuring the atmosphere, to allow the secondary
antenna to scan independently of the primary. Prior to 1984, the secondary viewed the sky
through a large fixed mirror while the primary (and the entire radiometer) rotated to view
each angle in turn. If the mirror, though, could be made to rotate about an axis coaxial with
the symmetry axis of the secondary horn, it would cause the secondary beam to scan the
sky while the raciometer itself remained motionless (the primary antenna, viewing the
zenith, would then provide the stable reference target for a Dicke radiometer). Having the
mirror scan while the radiometer remaired motionless would eliminate the suspected culprit
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behind the 1982-83 discrepancy, would greatly reduce the systematic error budget of the
experiment, would provide an independent check of the atmospheric temperature calculated
from the still-operational primary scans, and (a point not lost on weary astrophysicists)

could be automared, freeing a human being for other duties during the arduous observing
nights on Barcroft.

By this time, Scott had graduated and left the University; the task of adding a
scanning mirror to replace the fixed one fell to a group including undergraduates Mark
Griffith and Bruce Grossan. The mirror chosen was one originally used for automated
atmospheric scans at 9.8 GHz by the Haverford group led by R.B. Partridge (Partridge ez
al. 1984). The new secondary mirror was an ellipse of 1.3 cm thick aluminum, mounted to
rotate about the center of the ellipse instead of a focus. An opto-electronic circuit and a thin
metal disk with pinhcles every degree about the circumference, mounted on the mirror
drive shaft, provided mirror control: by masking or unmasking holes, the mirror could be
made to stop at any angle. After a programmable time (typically 32 seconds), the mirror
advanced to the next position. A potentiometer mounted on the mirror shaft provided
position readout for later analysis. To accommodate the heavy mirror and drive motor, the
cart holding the entire assembly was extended one meter.

The elliptical mirror, mounted approximately one meter from the secoi:dary antenna
aperture, intercepted 99.7% of the secondary beam. After travelling a meter, reflecting off
the mirror, and traveling another meter or two, the secondary beam diverged considerably
before leaving the vicinity of the radiometer and its cart. The larger beam required a
considerably expanded set of shields about the secondary horn/mirror combination. The
1984 configuration used larger sheet-metal shields on the sides of cart, extending past the
secondary antenna and the mirror. A large (8' x 6') wire mesh shield, mounted behind the
muirror, redirected the residual mirror spillover from the ground to the zenith.

A problem associated with a scanning mirror is that of alignment: a stationary mirror
need only redirect the beam to a stable position, but a scanning mirror must redirect the
beam to a known position. It is crucial that the mirror's axis of rotation be coaxial with the
antenna's symmetry axis. If the axes are parallel but offset, the mirror will intercept a
variable fraction of the secondary beam as the mirror rotates. If the mirror center is located
on the antenna symmetry axis but the mirror axis is not parallel to the symmetry axis (and
the ground), the redirected beam will not point to the proper scan angles. The mirror mount
could be translated and pivoted about all three spatial axes, until the axes were aligned, as
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checked by a laser, a beam splitter, 1nd a small optical mirror mounted at the center of the
secondary antenna mouth.

The radiometer, in its new incarnation, made another trip to Barcroft in the summer of
1984. The primary antenna performed atmospheric scans as in the past and scanned angles
of £40° and +30°. The secondary antenna made its first atmospheric scans in 1984,
viewing angies of £30°, +40°, +47°, and £54°, chosen to provide nearly equal increments
in atrnospheric airmass. The larger zenith angles of the secondary scans made operation of
the radiometer impractical on the rails extending from the buried cold load, as the horizon to
the west was quite higher than that to the east. Instead, the radiometer was moved
periodically between the rails and a small platform located about 15 m SW of the cold load,
used in previous years by an atmospheric monitor at 9.4 GHz (Partridge et al. 1984). The
platform allowed the radiometer to be oriented NE-SW to take advantage of the nearly equal
horizon profiles in those directions. The radiometer performed atmospheric scans with
both the primary and secondary from the platform. During CMB measurements, all
available hands carried the radiometer to the rails, where it performed primary atmospheric
scans as part of the usual CMB measurement over the cold load. The ground shields and

mirror alignment used for secondary scans in 1984 proved inadequate, however, and the
scanning mirror system provided no useful data that year.

3.1.4 A Working System: 1986

I joined the Berkeley group in 1985, a year in which we did not make the customary
summer observations from Barcroft, and in which both Bruce and Mark graduated. Early
in 1986, we began laying plans for the summer trip to Barcroft, where we would test our
new generation of low-frequency, total-power radiometers. There were two primary
scientific motivations for investing a significant amount of time to upgrade the 10 GHz
radiometer before the trip. First, a new measurement of the atmosphere at 10 GHz would
allow a re-determination of the CMB temperature with significantly reduced uncertainties.
In a field dominated by systematics, it is often invaluable to repeat a measurement using
radically different equipment and techniques. Second, we needed a reliable atmospheric
monitor that could measure the atmospheric temperature throughout the night with minimal
human intervention. The resultant temperature profiles would be used to cross-check the
values at lower frequencies, and would differentiate between periods of atmospheric
stability and occasional periods of drift.
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During the spring and early summer of 1986, I modified the scanning mirror system
to the point where it would provide useful and reliable atmospheric data. This required
several major modifications. Tests from 1984 to 1986 showed that the wire mesh ground
shields, viewed at normal incidence, emitted significantly (up to 10 K). Part of this was
undoubtedly the result of oxidation of the now nearly five year old mesh shields. By late
summer 1986, new shields made of solid sheet aluminum had replaced the old mesh
shields surrounding the secondary antenna and mirror, including new shields between the
radiometer cart and the ground. The secondary antenna/mirror system was now enclosed
in a roughly bowl-shaped aggregation of shields, blocking it completely from the ground
but leaving it open to the sky. The shields to the sides acquired both quarter-wave traps on
the outside edges and a set of "diffraction” shields to replace the ground radiation
diffracting at the edge of the side shields with reflected radiation from the sky. In the new
configuration (Figure 3.2), ground radiation had to diffract at least twice before entering the
secondary beam. The primary antenna also acquired a new set of shields, used during
measurements of Ta zenjth Over the cold load. During secondary atmospheric scans, we
continued to use the smaller wire mesh shield around the primary to prevent movement of
nearby personnel from modulating the reference signal from the primary.

The new mirror had to be integrated with the primary scanning system, which was
still needed to measure the zenith sky temperature. When assembled in 1986, the
radiometer consistently produced a systematic offset change of 0.1 K as the primary rotated
with an ambient target firmly attached to the antenna aperture. This "flip offset” result.
from a slight misalignment of the radiometer on its bearings. A 0.003 radian angle between
the symmetry and rotation axes of the secondary antenna caused the secondary beam to
wander slightly across the undersized elliptical mirror. Since the mirror need not rotate
during primary scans, I built a large trapezoidal mirror, which fit snugly over the elliptical
mirror and between the various shields. This successfully removed the flip offset
observed with the radiometer.

Our experience in 1984 had confirmed the choice of scan angles at £30°, £40°, +47°,
and +54°. A new digital mirror angle readout replaced unreliable analog system of 1984.
The rebuilt radiometer, armed with software to allow real-time analysis of atmospheric
scans, made its fourth journey to Barcroft in August, 1986. Tests in Berkeley and at
Barcroft of the new system bolstered our confidence to the point where we modified the
CMB measuring technique of previous years. In 1986, the secondary scans provided the
best determination of the atmospheric temperature. Prior to the zenith temperature
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i -Bc Shield

Figure 3.2: Schematic of the mirror and ground shield configuration as viewed from the
secondary antenna. The elliptical mirror, mounted at 45°, appears circular in projection.
Quarter-wave traps and diffraction shields reduce diffracted ground radiation over the side
shields. The back shield is at a 45° zenith angle (see also Appendix A).
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measurement, the radiometer spent a few hours automatically measuring the atmosphere.
We then stopped the sequence, carried the radiometer to the rails, and used the primary
antenna to measure the zenith sky (and the atmosphere as a precaution) over the cold load.
After the run over the cold load we carried the radiometer back to the platform, where it
resumed atmospheric scans for the remainder of the night. We obtained the value for

T, Atm during the determination of T A zenith by linear interpolation of the secondary scans
performed before and after the measurement.

The data from 1982—86 have been reported elsewhere (Kogut er al. 1988, reprinted
as Appendix A). The conversion to secondary atmespheric scans was successful in that it
allowed the atmospheric temperature to be determined to higher precision than in previcus
years. There were still problems, however, in that the atmospheric antenna temperatures at
each of the eight secondary angles showed asymmetric systematic displacements from each
other, with measurements on one side of the radiometer systematically hotter than the other,
and with larger zenith angles systematically hotter than lower angles. In the hope of
removing these residual systematic effects, we determined to hurl the radiometer into the
breach one last time, and return to Barcroft after another year of testing and development.

3.1.5 Modifications in 1987
Table 3.1 summarizes the observed systematic differences in the 8 determinations of
Ta,atm- There are two distinct features: a dependence on zenith angle, with larger zenith
angles systematically warmer; and an asymmetry, with angles on one side of the radiometer
systematically warmer than the same angle on the other side. Modifications and tests in
1987 were attempts to isolate and remove the cause of these behaviors.

Suspicion centered on three main effects: interference from the wire mesh shield
surrounding the primary antenna, sidelobe response, and modulation of the spillover from
the mirror. To combat these, we removed the primary mesh shield (Appendix A),
replaced the diffraction shields with a larger set of quarter-wave traps, and replaced the
metal shield behind the elliptical mirror with one 50% larger. We also modified the lockin
amplifier to allow the operator to switch the DC gain from its nominal value ("low gain™) to
a scale 25 times more sensitive (“high gain"). By changing the signal difference Sg-Szen at
the ADC from some 20 digitized units (d.u.) to 500 d.u., we could rule out the data
digitization/recording system as the cause of the systematic effect.
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Thus modified, the radiometer underwent a regimen of tests in Berkeley before
making its final journey to Barcrofi in September, 1987. The results of the tests and the
limits derived on suspected systematic effects are reported below.

3.2 Tests of System Performance

3.2.1 Sidelobe Response

The zenith-angle dependence of the values for Ta Arm measured by the rotating
mirror looked suspiciously like a sidelobe effect. The complexity of the shield system and
the large size of the beam as it left the cart area made simple modelling difficult We spsnta

great deal of effort in ruling out sidelobe response as a major contributor to systematics in
the radiometer.

We used three types of tests. With the radiometer in a set configuration, we
alternately placed and removed an additional "chop” shield from one side of the cart while
recording the digitized data stream. The shield spent a fixed time, usually 16 or 32
seconds, in each position. A typical test lasted 17 minutes and covered 32 or 16 full
periods (chop shield in place followed by chop shield removed). Subsequent analysis with
a digital computer allowed us to search for signals synchronous with the chopping period,
with typical RMS noise of a few mK.

The first test searched for evidence that the side shields were too small, allowing
undiffracted radiation from the hillside to enter the secondary beam (Figure 3.3a). In this
test (an "extension test"), we held the extra chop shield as a simple extension of the side
shields, in effect extending them an extra meter. If the side shields were, in fact, too small,
the chop shield would block some fraction of the direct radiation; the resultant signal would
show a square wave synchronous with the chopping period with amplitude equal to the
amount of the blocked radiation, and phase such that the signal was smaller with the chop
shield in place. Instead, we typically observed a square wave with the opposite phase—
more radiation entered the beam with the extension than without it. This is the result
expected if there is no direct path to the beam — the observed signal is the result of

diffraction over the combined shields moving closer to the beamn center and hence higher in
the antenna gain pattern.
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Figure 3.3: Schematic representation of the tests limiting contribution of TA Ground- The

aluminum chop shield was alternately placed to block a radiation path, then removed.
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Date +54 +47 +40 +3 -30 -4 -47 -54
1986 Data
Aug6 21 9 17 133 -89 -64 -36 13
Aug7 39 20 13 -9 53 -40 -5 38
Aug 8 59 51 64 25 -101 -61 -28 -9
i, 56 23 -8 -56 -45 -13 3 44
Aug9 a4 34 9 -85 34 22 19 30
<1986> 44 39 15 2 -64 -36 -9 23
(18) (15) (30) (85 (299 (28 (23) (@21
1987 Data
Sep 15 53 -17 -84 -157 -14 62 74 87
" 51 3 -60 -81 0 -4 32 59
Sep 17 71 22 -10 -11 -46 -78 0 52
" 86 35 31 -61 51 -50 12 61
Sep 18 66 2 -74 -127 21 5 30 82
Sep 19 73 3 -61 -110 -21 -26 35 104
Sep 20 69 3 277 -104 -16 4 25 94
<1987> 67 7 -57 -93 -18 -12 30 77

(12) (17 _(27) _(48) (25) (45) (23) (20)

Table 3.1: The difference (in mK) between measurements of Ta aum at each angle and the
mean of all eight angles. The data are presented from individual days from Aug. 6—9
1986 and Sept. 15—20 1987. Rows labelled <1986> and <1987> (bold type) are
averages over the preceding dates, with the RMS scatter shown in parentheses below each

mean. The radiometer was disassembled and the mirror re-aligned between 1986 and
1987.

est + + +4 i =307 -40 ar sa
Extension -18+3  -543 3+3 3+3 -1£3 143 -21+4  -10444
Diffracdon  21%3 --- 313 --- --- - - 18+3
Trap -5+6 --- 1+3 --- - 3+3 - =243

Table 3.2: Results of three types of sidelobe tests. Each entry is the difference, in mK,
between the signal with the chop shield removed and the signal with the chop shield in
place. The sign is positive if the chop shield blocks radiation.
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A second test measured the extent of diffraction over the side shields (a "diffraction
test"). With no quarter-wave traps on the side shields, we alternately placed and removed
the chop shield below the side shields and at a shallower angle (Figure 3.3b). In this way,
we replaced ground radiation diffracting at the edge of the side shield with reflected sky
radiation. With the chop shield in place, the diffracted signal should be reduced by the ratio
of the sky temperature to the ground temperature, (3.5 K /270 K) = 0.01. The expected
square wave would have an amplitude equal to 99% of the ground diffraction, and would
appear colder when the chop shield was in place. This is generally what we observed.

Once we had ascertained that diffraction existed without the quarter-wave traps, we
re-tested the system with the quarter-wave traps in place ("trap test”). This third test was
quite similar to the second, with the exception that this time the quarter wave traps (or
diffraction shields in 1986) were left in place (Figure 3.3c). The extra shield, chopped
below the quarter-wave traps, should again produce a signal equal to 99% of the ground
radiation that normally would enter the secondary beam past the quarter-wave traps. No
such signal was observed, indicating that the quarter-wave traps were blocking essentially
all of the signal observed in the diffraction tests.

The results of sidelobe tests in 1986 and 1987 are summarized in Table 3.2. The
extension test and the diffraction test are consistent with a 20 mK diffraction signal. The
anomalously high value for the extension test at -54° can be attributed to the higher horizon
(18°%) to the (-) side of the radiometer. The null results of the trap test indicate that the

quarter-wave traps succeed in their purpose of preventing this 20 mK signal from reaching
the secondary beam.

3.2.2 Mirror Spillover

The elliptical mirror is slightly undersized and intercepts most but not all of the
secondary antenna beam. We tested for modulation of the beam pattern on the mirror as a
function of mirror angle by completely covering the mirror with an ambient absorber
(Eccosorb CV-3). After putting all shields in place, we left the absorber to thermalize for a
period of three hours. We then rotated the mirror, spending 64 seconds at each allowed
position (eight angles plus the zenith). The results did indeed show a small signal
modulation, summarized in Table 3.3. The mirror intercepted the greatest fraction of the
beam in the +54" position, and the least at -54°, but the magnitude of the modulation was
far too small to explain the atmospheric offsets. From Table 3.2, Ta awm at 54° is some 50
mK warmer than the mean, requiring the signal AT aim to be positive by 50 mK *
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[sec(54") - 1], or about 35 mK. For a 0.2% modulation in total beam area to produce so
large a signal would require a source of magnitude 15 K, either from an increased sky
signal at 54° or a decrease in a warm background at the zenith. The 0.4 K increase in sky
temperature at 54° fails to meet the required 15 K source magnitude by a factor of 37. The
spillover past the mirror views a background of the zenith sky, reflected by a large metal
shield, and is both too small and of the wrong sign (the spillover increases, not decreases,
at the zenith) to explain the effect. Simple modulation of the beam by the rotating mirror
can not be the cause of the atmospheric offsets.

3.2.3 Electrical Interference

It was possible that the mirror drive motor could produce a ground loop dependent on
motor position. and hence on mirror angle. The signal offsets required to produce the
offsets in T A am could be produced in 1986 by a 1 mV position-dependent ground loop. A
signal-average of a test in which an ambient absorber covered the secondary horn while the
mirror rotated showed no signal at the 7 mK level. In addition, atmospheric scans in 1987
ran the DC amplifier on a scale 24 times more sensitive than in 1986, but showed
atmospheric offsets of similar magnitude. A ground loop from the motor would be
expected to inject a signal after the DC amp, typically in the 20 m BNC cable running from
the DC amp to the ADC/multiplexer. Since the atmospheric offset remained constant on

two different gain scales, the source must lie upstream of the DC amp, effectively ruling
out the motor.

3.2.4 Gain Ratio

The signal differences between the zenith and the cold load, or the zenith and the sky
at one of the scan angles, are small, typically below 0.4 K. The output signal difference
was correspondingly small, of order 12 mV. The 20m of BNC cable connecting the
radiometer to the data recording system allowed some susceptibility to ground loops. Asa
cross-check, the radiometer in 1987 included a feature allowing the gain of the DC
amplifier to be switched between two scales: the "low" scale, which mapped an input range
of £6.4 mV to an output range £10V, and a "high" scale, which mapped the range £200uV
to the output. Data from Barcroft in 1987 were taken almost exclusively at high gain.

Unfortunately, the calibration signal from an ambient Eccosorb target was off-scale at
high gain. Calibrating the radiometer at high gain required a somewhat circuitous
procedure. We desire the calibration constant at high gain,
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oo Li-Ty
Ghigh = (S1- S2)high’ G.1)
but can only measure directly the calibration at low gain,
__ Ty -T2
Glow = G- (3.2)

Here S| and S3 are the output signals corresponding to target temperatures T1 and T2. To
determine Ghjgh we measured the ratio of two gain scales by measuring the signal

difference between the zenith sky and a greybody emitter (a thin piece of cardboard) whose
signal remained on-scale for both high and low gain settings. The ratio a of signal
differences is the ratio of the two differential calibration constants:

_ Gnigh _ _(S1 - S2)nigh
e= low (51 - 2)low’ (3.3)

For atmospheric scans, the two targets used for calibration are an ambient Eccosorb target
and the zenith sky, with the calibration constant determined by

C e TA,gmh - TA,;gni;h
Ghigh =@ (Samb - Szenith)low ’ (3.4
where TA zenith is taken to be the sum

Ta,zenith = TA,CMB + TA, Atm (3.5)

and solved iteratively for each atmospheric scan. Measurements of Ta zenith using the
reference cold load did not need to iterate, as there were two known temperatures: the cold
load and the ambient target. As with the atmospheric scans, we observed the zenith sky at
both gain scales, but with the zenith antenna temperature known from Eq. 2.5. Solving
Egs. 2.5, 3.3, and 3.4 for Gpjgp yields the solution

“AAmb - TAload
o 1(Samb - Szenith)low - (Sload - Szenith)high

Ghigh = , (3.6)

which contains only observables. Eq. 3.6 could have been simplified by observing the
cold load at both gain scales rather than the zenith sky, but we wished to minimize the IR
heat leak to the load and kept observations of the cold load to a minimum.
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Angle +54° +4T°  +40° 4300 300 -40° 4T -54°
% Change 023 021 0.17 -007 -007 -005 -005 -0.07
FromZenith __(0.03) (0.03) _(0.03) (0.03) 0.03) __(0.03) (0.03)

Table 3.3: Modulation of the beam pattern as a function of mirror position. The number in
parentheses under each entry is the 68% C.L. statistical uncertainty of the measurement.

Effect Magnitude Uncertainty in Uncertainty in

T Atm (mK) T A zenith (mK)
Systematic Offset, Warm Target 0120 mK - 20
Systematic Offset, LN Target -2+8mK --- -—
Ta load 3568 £ 13 mK — 13
Calibration Ratio 24.44 £ 0.13 6 <1
Gain Saturation 1.019 £ 0.001 I <1
Galactic Signal 8§ +4mK 19 4
Ground Loops 0x7mK 23 7
Ground in sidelobes 0+3mK 10 3
Pointing Accuracy +4' 6 -
Beam Pattern +3° FWHM 25 -
Beam Spillover 0.2% 2 -
Total 41 25

Table 3.4: Summary of known systematics. The uncertainty in each effect is shown for the
measurement of Ta awm at 40° (column 3) and for T A zenith (column 4). Offsets associated
with moving the radiometer do not apply to the atmospheric measurements as the
radiometer remains motionless during secondary scans. We take the larger uncertainty of
the warm target as an upper limnit to offset changes in the measurement of TA zenith-
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We measured the gain ratio o many times and found it to be quite stable. The mean
gain ratio at Barcroft in 1987 was a = 24.44 £ 0.13. Uncertainty in the high-gain
calibration contributed negligibly to the determination of TA amm and Ta zenith (<5 mK).

3.2.5 Other System Tests

We performed a number of other tests to determine the magnitude of known effects
contributing to the error budget. They are discussed in detail in Appendix A. The results
in 1987 were of similar magnitude to those of 1986, and are summarized in Table 3.4. We

were unable to determine the cause of the systematic atmospheric effects observed in 1986
and again in 1987, as discussed below.

3.3 Results from 1987
3.3.1 Atmospheric Antenna Temperature

The radiometer measured the antenna temperature of the atmosphere from Sept. 9
through Sept. 21 1987 (UT), as summarized in Table 3.5. Between Sept 9 and Sept 15,
the secondary antenna/mirror alignment was changed several times in an effort to reduce the
systematic atmospheric offsets. The radiometer was unchanged from Sept 15—21. Clear
weather prevailed for all scans except Sept 12 and to some extent Sept 14 and 15, when a
strong frontal system moved through the area.

The data from the eight individual scans angles display a systematic offset after all
known corrections to the data have been made. The data in which the radiometer
configuration is unchanged (Sept 15—21) have a mean spread of 211+17 mK, with -54°
generally the warmest and +30° the coldest. The RMS scatter of the eight angles about the
mean of each observation over the same time period is 71 £ 5 mK. It is evident that some
systematic effect of unknown origin is affecting at least some of the eight angles; however,
we have no a priori knowledge whether the effect is to raise or lower the affected angles. If
the lowest angle (+30°) is correct, we err by 10815 mK by using the mean of all eight
angles; if, on the other hand, the highest angle (-54°) is correct, we err by -83+£6 mK by
using the mean. Lacking any better indicator, I have chosen to take the RMS scatter of the
eight angles about the mean as an estimate of the amount by which the mean of the eight
angles differs from the true atmospheric antenina temperature.
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Dae Time(UT) +54' +47° +40° +30° -30° -40° -4T -54° Mean Am
(Sept 1987) (mK) (mK) (mK) (mK) (mK) (mK) (mK) (mk) (mK)

9 7:21—8:48 1307 1240 1191 1190 1090 1139 1174 1216 1193 (38)
10 9:45—11:00 1246 1183 1117 1125 1080 1082 1125 1178 1142 (38)
11 2:12—2:54 1314 1235 1173 1232 1017 1089 1152 1215 1178 (28)
9:30—10:23 1253 1181 1124 1101 1072 1114 1135 1182 1145 (25)
12 7:10—8:40 1429 1297 1222 1153 1102 1162 1246 1329 1242 (80)
13 4:37—6:03 1310 1188 1110 1085 923 1006 1107 1233 1120(38)
14 5:34—6:23 1380 1273 1203 1190 1182 1151 1204 1304 1236 (24)
6:24—6:51 1272 1187 1156 1152 1106 1107 1140 1206 1166 (39)
12:15—13:27 1289 1174 1069 973 956 1035 1098 1174 1096 (44)
15 3:57—4:41 1371 1261 1180 1125 1192 1239 1273 1340 1248 (22)
4:42—5:39 1238 1168 1101 1028 1171 1247 1259 1272 1185 (20)
9:38—10:50 1214 1166 1103 1082 1163 1159 1195 1222 1163 (26)
10:55—14:53 1253 1163 1060 995 1098 1107 1165 1218 1133 (52)
17  7:36—10:10 1227 1178 1146 1145 1110 1078 1156 1208 1156 (48)
11:42—13:12 1209 1158 1092 1062 1072 1073 1135 1184 1123 (30)
18 6:09—11:33 1185 1117 1045 992 1140 1124 1149 1201 1119 (30)
19  2:18—8:38 1231 1161 1097 1048 1137 1132 1193 1262 1158 (37)
20 3:35—11:30 1184 1118 1038 1011 1099 1119 1140 1209 1115(51)

21  1:03—14:16 1198 1118 1059 990 1233 1176 1207 1266 1156 (43)

Table 3.5: Summary of atmospheric results for secondary atmospheric scans, September
1987 UT. +54° to -54" are the calculated values for T Am at that angle, averaged over the
time span of the observation. "Mean Atm" refers to the mean of the eight scan angles of the
given observation. The number in parentheses following "Mean Atm" is the RMS scatter

of the time series of mean values within the given observation, and is an estimate of the
noise of the measurement.

Date Time (UT) Primary TA am Secondary Ta Am

14 Sept  5:34—6:23 - 1236 £ 11
6:24—6:51 --- 1166 £20
9:59—11:.04 1136 + 22 [1137%£25]
12:15—13:27 --- 1096 £ 13

15 Sept  3:57—4:41 1248 + 8
4:42—5:39 --- 1185+ 6
8:02—8:58 1150+ 13 [1174£9]
9:38—10:50 - 1163+ 8
10:55—14:53 --- 1133+ 8

Table 3.6: Comparison of primary and secondary atmospheric scans. The quoted
uncertainties are 68% confidence level estimates of the statistical uncertainty only. The
values in brackets are interpolations assuming a linear drift throughout the night.
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Evidence that the mean of all eight scan angles is a valid estimator of T Am lies in
additional measurements of T A Am taken with the primary antenna during measurements of
TAa,zenith over the cold load. As a precaution, we measured Ta, A¢m at $40° during the
actual CMB measurements on Sept 14 and 15. A comparison of the values for To Atm
obtained from the primary and secondary systems is shown in Table 3.6. The primary and
secondary systems have radically different systematics, but agree quite closely in the
calculated Ta Am-

Adding the 71 mK estimate of systematics of unknown origin in quadrature with the
41 mK limit on known systematics (Table 3.4) yields an estimate for the total systematic
uncertainty in Ta aim of 82 mK. To this must be added the estimate of statistical
uncertainty in the mean from random fluctuations in the signal (typically 12 mK).

3.3.2 Galactic Profile

During the nights of Sept. 17—21, the radiometer performed long-duration
atmospheric scans in an E-W orientation. These data can be used to extract the differential
galactic signal, which we compared to the signal predicted by our galactic model. For each
scan (consisting of observations of the eight atmospheric angles and the zenith), we took
the differential signals for each of the four angle pairs

ATGalaxy =G [S(BE) - S(Bw)]
= B(a(1),8) - B(a(t -tg), &) (3.7

where S(Bg) and S(Bw) are the signals of the east and west beams at zerith angle 6, B is
the antenna temperature of the galaxy at celestial coordinates (a.,8), and tg is the time delay
between the two angles. The declinations and time delays from each of the 4 pairs of
angles are summarized in Table 3.7. A scan of the four angle pairs took approximately 6
minutes; to improve the statistics, we have binned the measurements of ATGajaxy into 4°
bins in right ascension, using the R.A. of the positive (east) lobe.

The differential galactic profiles from Sept 17—21 are shown in Figure 3.4, along
with the signal predicted by our galactic model. The data are noisy, as the atmospheric
system was not designed for galactic scans (the time delays are long), but are consistent
with the expected signal and show no evidence that the differential galactic signals
subtracted from atmospheric temperature difference AT A are grossly in error.
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Figure 3.4: Results of differential galactic scans at 10 GHz (points), along with the
signal predicted from extrapolations of maps at lower frequencies. Typical error bars are
shown.
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3.3.3 Zenith Sky Temperature

The radiometer measured T zenith over the cold load on the nights of Sept 14 and 15,
1987 (UT). A strong frontal system rolled through the White Mountains several hours
before the measurement on Sept 14, bringing clouds and a brief hailstorm. We have
excluded any atmospheric data taken during this period. The aftermath of the front brought
clear weather and a large drift in atmospheric temperature, which grew progressively colder
at 18 mK/hr throughout the rest of the night. The barometric pressure was 489 = 1 mm
Hg, corresponding to a cold load reference temperature T joad = 3.568 £ 0.013 K. The
radiometer made 18 measurements on Sept 14 and an additional 25 on Sept 15. Adding the

statistical uncertainty in quadrature with the systematic uncertainty (Table 3.4) yielded the
following values for the zenith sky:

T a_zenith = 3.605 £ 0.028 K (Sept 15)

Only part of the difference between the two results is explained by atmospheric variation.
TA,Atm is 0.037 K warmer during the measurement of the Sept 15, as interpolated from

secondary atmospheric scans, leaving a discrepancy of 0.1 K between the two
measurements of TA zenith-

3.3.4 CMB Temperature

We have calculated the antenna temperature of the CMB using Eq. 2.7 for each of the
43 measurements Of T zenith. We used a value for T Atm for each individual scan
obtained by fitting a linear atmospheric drift to the secondary atmos'phcric data of each
night. The correction for Galactic emission was small (6 £ 3 mK). The resultant 43
determinations of T ,cmp have a mean of 2.387 K and a RMS of 0.084K, shown in
Figure 3.5. The distribution approximates a Gaussian distribution; we thus take the
statistical uncertainty in the mean of the parent distribution to be 0.013K. Table 3.8 shows
the error budget for T cMB.

Converting the value for Ta,cmp from antenna temperature to thermodynamic
(brightness) temperature yields the value for Tepmg:

TcMmB = 2.62 £0.09 K (1987 result).
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Angle Pair Declination (1950.0) Time delay (hours)
+30° 32 4.8
+40° 28° 6.2
+47° 25° 7.1
+54° 21° 8.0

Table 3.7: Declination and time delay for differential galactic scans.

Statistical Uncertainty of TA, zenith 0.013
Systematic Uncertainty of TA_zenith 0.025
Staﬁst_ical Uncertainty of Tpo Am 0.012
Known Systematics in TA Atm 0.041
Systematic Atmospheric Offset 0.073

Total: 0.089

Table 3.8: Total error budget of To cmp. The term "Systematic Atmospheric Offset” is an
estimate of the uncertainty in the mean value of T A(m caused by the unknown source of

the observed atmospheric offsets.

1982 2.6 %5. 2 TAa,Awn estimated from 90 GHz results

6 £ 0.1
1983 2.63x0.14 TA,Atm from primary scans
1984  2.65 £0.21 Primary scans, stationary elliptical mirror
1986  2.56 £ 0.08 TA,Aun from secondary scans
1987 2.62 £ 0.09 TA Am from secondg scans

Table 3.9: Thermodynamic temperature of the CMB at 10 GHz.
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3.4 Overall Results

The value for TcyMp obtained in 1987 is in excellent agreement with the value obtained in
previous years. Table 3.9 lists the results of the 10 GHz radiometer from 1982 through
1987. It is non-trivial to extract a single value and error estimate from this data set: the
same radiometer performed measurements over five summers under various
configurations. The data from 1983 best represent the "original" radiometer configuration:
data were taken exclusively by the primary system, with a fixed rectangular mirror on the
secondary. In 1984, the rectangular mirror was replaced by the smaller elliptical mirror,
changing somewhat the systematics of the experiment. The radiometer in 1986 and 1987
used the secondary scanning system to measure the atmosphere, changing the systematics
yet again. Finally, the atmosphere in 1982 has been determined from concurrent
measurements at 90 and 10 GHz as discussed in Appendix A. Systematics dominate the
error budget, yet it is not clear what fraction of the systematics are truly independent from
year to year. I have chosen to evaluate the combined data set as follows:

The systematics for 1986 and 1987 are clearly very similar, and different from
previous years. I use the mean of the 1986—87 data, with the 1987 error estimate, to
represent the data taken with a working secondary system. The data from 1983 form a
second independent data set. The data from 1982 and 1984 are independent of each other,
but partially related to the 1983 and 1986 results. As the error estimates for 1984 and 1982
do not dominate a weighted average, I have chosen to regard them as fully independent.
Using the 1982-84 data and the mean of the 1986-87 data, weighted by their error
estimates, gives to final estimate of the temperature of the CMB at 10 GHz:

TCMB = 2.62 £ 0.06 K (combined result)
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Figure 3.5: Histogram of 43 measurements of Ta cmB in 1987.
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Chapter 4
Measurement at 7.5 GHz

4.1 Introduction

By early 1988, new pressure arose for precise low-frequency CMB measurements.
The apparent sub-mm excess observed by Matsumoto er al. (1988) rapidly engendered a
cottage industry of theoretical activity. A number of the models could be differentiated only
by their behavior at low frequencies. At the same time, hints appeared that the low-
frequency measurements from White Mountain were systematically lower than the world
average (excluding the sub-mm excess). In particular, we were concerned about the
discrepancy between the 10 GHz measurement,

Tcmp(10 GHz) = 2.62 £ 0.06 K,
and the results at 24 GHz of Johnson and Wilkinson (1986),
Tcme(24 GHz) = 2.783 £0.025 K.

To better characterize the low-frequency spectrum of the CMB, we embarked on a major
effort to reduce the systematics of our ground-based measurements. We buiit a new
cryogenic reference load (described below) optimized for use in the frequency range 1—10
GHz as opposed to the 2.5—90 GHz range of the old cold load. We rebuilt the radiometer
operating at 1.5 GHz, and added a new instrument at 7.5 GHz. Finally, we would observe
from a near-ideal environment: near Amundsen-Scott station at the South Pole, where RFI
and atmospheric temperature and variation reach minimal levels. The measurement
described in this chapter is the result of a full-scale test of the system, performed from
Barcroft in September 1988. We anticipate measurements at 1.5, 3.8, and 7.5 GHz, as

well as atmospheric measurements at 90 GHz, using the new system at the South Pole in
November 1989.

4.2 Experimental Design
4.2.1 The Radiometer

We had several goals in mind when we designed the radiometer. First and foremost, we
wanted a measurement of the CMB temperature accurate to 0.05 K. The atmosphere would
still be the largest foreground signal; however, the 10 GHz scanning mirror had led us to
conclude that such a system at 7.5 GHz would have systematics of the same order as a

simple tip-scan. Instead, we would concentrate on removing the "flip offset” associated
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Figure 4.1: Schematic of the 7.5 GHz radiometer.
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with moving the radiometer. We approached this goal with the concept of simplifying the
design wherever possible.

The simplest radiometer is a total-power, direct-gain system. Our previous
experience with this type of radiometer (De Amici ef al. 1988, Levin er al. 1988) indicated
that existing amplifier technology would allow a radiometer of sufficient short-term stability

to be built and operated, provided the chopping frequency between two targets was above
the knee of the 1/f noise typical of such systems.

Drifts in RF amplifiers are dominated by thermal changes. The radiometer had to
have extremely good thermal stability, and would need to operate in the harsh Antarctic
environment with minimal power consumption. To shield the RF chain from the varying
outside world, and to allow a 55 K gradient to exist between the amplifiers and the ambient
temperature, we adopted a double-buffered design (Figure 4.1). We mounted the RF
amplifiers and associated electronics on a 1-cm thick aluminum plate, which was loosely
heat sunk to an RF-tight aluminum box. Both the inner plate and the outer "thermal” box
were temperature-controlled using independent differential heating circuits, with a nominal
25 K difference between the two to allow dissipation of waste heat from the RF
components. In turn, we rigidly attached the thermal box to the antenna with stainless-steel
struts. A variable amount of foam insulation could be placed between the thermal box and
the outer shell of the radiometer, which would remain at ambient temperature. The thermal
box would provide coarse thermal control, regulating the varying heat leak from the
surroundings. The temperature gradient between the thermal box and the inner plate would
then be fairly constant in time, with the thermal controller on the inner plate providing the
remaining control required to keep the amplifiers' temperature constant to within 0.1 K.
With a typical gain temperature coefficient of 2% K-!, we would thus maintain gain
stability within 2 x 10-3 on time scales of several hours, with correspondingly better
performance on the shorter (one minute) time scale of a single measurement.

Figure 4.2 shows the RF chain. The antenna was the same corrugated conical
antenna used for the 10 GHz experiment, with a new circular-to-rectangular waveguide
transition optimized for 7.5 GHz. A short rectangular waveguide ended in a transition to
rigid stainless-steel SMA coaxial cable, which was the only direct thermal link to the inner
plate from an ambient-temperature sink. The signal from the input underwent 40 dB of RF
amplification in the first stage, a Miteq AMF-45-7278-15 amplifier with a nomunal 7.25—
7.75 GHz bandpass and an isolator on the input. The isolator on the first stage prevented
load-dependent offsets. A second RF amplifier provided an additional 25 dB of gain. A
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Schottky-barrier HP 8473B diode rectified the amplified RF signal. Attenuation of 6 dB
between the two amplifiers and 13 dB between the second amplifier and the detector diode
served to reduce reflections among the RF components. The fairly low RF amplification
ensured operation of the diode in its linear regime. The signal from the diode underwent
an additional amplification of 2500 in a custom-built DC amplifier, which integrated the
signal for a period of 2 seconds as determined by an external 100 Hz clock signal. This
unit contained its own thermal controller and insulation, and was also mounted on the inner
plate. We measured the system temperature of the radiometer at Barcroft to be 234 £ 1 K.

The amplified DC signal was digitized and recorded by the same multiplexer/ ADC
used by the 10 GHz radiometer in previous years. The 7.5 GHz radiometer shared the
system in 1988 with radiometers operating at frequencies of 1.5, 3.8, and 90 GHz. A
cassette recorder and digital computer recorded the radiometer output every 2 seconds (the
integration period). In addition to the output voltage, the system recorded the temperatures
of the inner RF plate, the thermal box, the antenna, and the ambient target, as well as the
current drawn by the heater on the RF plate. The current drawn by the heater on the
thermal box couid be monitored but was not recorded. The output of an electronic
clinometer recorded the zenith angle of the radiometer to a precision of +6'.

The coaxial cable between the antenna and the first amplifier is an obvious site for
position-dependent changes in reflection, and hence a potential source of systematic offset
changes. Four stainless-steel struts provided mechanical support between the inner RF
plate and the antenna. Aluminum supports connected the outer shell of the radiometer to
the antenna aperture but not to the RF plate, minimizing microphonic effects. Thin
aluminum squares covered the outer shell to provide protection from the environment and

the occasional clumsy operator. The total mass of the radiometer when assembled was
approximately 20 kg.

We measured the beam pattern of the antenna to have a FWHM of 20+2° at 7.5 GHz.
The calculated contribution from ground emission with this beam pattern was too large
(100 mK) to model directly with the required precision. We built a large pyramidal ground
shield that attached to the radiometer during atmospheric scans and the measurement of
TA.zenith- The height and position of the shield were such that angles smaller than 35°
viewed the sky directly, while larger beam angles reflected from the shield. A flared
section with flare radius of two wavelengths reduced diffraction over the edges of the
shield. The far-field beam pattern of the corrugated horn antenna is shown in Figure 4.3,
both with and without the ground shield normally in place for all observations of the sky.
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The contribution of the ground shield can be seen for beam angles >35°, beyond which the
shield added between 10 and 20 dB additional rejection of the ground signal.

The ambient target used for calibration consisted of a slab of microwave absorber
(Eccosorb CV-3) 25 cm x 25 cm x 8 cm, enclosed within a metal box insulated by a2.5 cm
thick layer of closed-cell foam. The target could be opened to cover the antenna aperture
completely, and was otherwise left closed to allow the interior to thermalize. A thermistor
within the Eccosorb monitored the target temperature.

4.2.2 The Reference Load

We built a new cryogenic reference load in 1988, optimized for use between 1 and 10
GHz. It differed from the previous reference load in several important aspects. The most
important change for measurements at 7.5 GHz was the method used to block the infrared
heat leak to the absorber. The old cold load used a high-reflectance metal shutter below the
warm polyethylene windows to reduce the IR load to the dewar. This allowed the
radiometers to view the target through a minimum of material (two 25um polyethylene
windows), but was cumbersome and caused a large heat leak when the shutter was opened
during observations of the target. In place of the shutter, the new cold load used two thin
(76 and 175 pm) teflon-impregnated glass cloth (Fluorglas 381-3) windows. The
windows had large absorption in the IR, but were essentially transparent below 10 GHz
(opacity T < 0.0002 at 7.5 GHz). Located in the radiometric space between the absorber
and the upper windows, the Fluorglas windows intercepted IR radiation and warmed the
LHe boiloff gas (Figure 4.4). The total heat leak to the new cold load was ~4 W,
compared to ~35 W with the old load. The reduced heat leak minimized variations in

boiloff rate and allowed more and longer observations. The supply of cryogen was not a
limiting factor in 1988.

The new cold load incorporated several other changes. The new microwave absorber
(Emerson & Cummings EHP-12 backed by E&C LS) was thicker and optimized for
frequencies as low as 1 GHz. The new cold load was somewhat wider at 78 cm diameter
(radiometric wall), compared to the 70 cm of the old cold load. The transition from the top
flange to the aluminized fiberglass radiometric wall was simplified and made smoother,
with no steps or gaps larger than 0.5 mm. A series of sensors behind the radiometric wall
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allowed better estimation of cryogen level and the temperature profile in the radiometric
wall.

We have extensively modelled and tested the radiometric properties of the cold load
(Appendix B). The radiometer-cold load system may be described as a perfect absorber
and a perfect radiometer, with a series of reflecting and emitting surfaces between them.
For our purposes, the major terms are the emissivity and power reflection coefficients of
the absorber, the glass/teflon IR-blecking windows, and the polyethylene windows; the
power reflection coefficient of the radiometer; the power reflection coefficient of the helium
liquid/gas interface; the temperatures of the absorber, glass/teflon windows, and
polyethylene windows; and the broadcast temperature of the radiometer.

These terms are summarized in Table 4.1. For purposes of radiation broadcast by the
radiometer and reflected back into the beam, one must also consider the illumination of the
reflecting surface. The 18 cm diameter antenna aperture intercepts a fraction I' of the
reflected beam, which can be calculated based on the beam width, geometry, and an
assumption of specular reflection.

To lowest order, the antenna temperature of the reference target is simply the
thermodynamic temperature of the cryogen, T aps, converted to antenna temperature.
Given knowledge of the positions, reflectivity, and emissivity of the material between the
radiometer and the absorber, contributions to T4 load arising from reflected and emitted
radiation can be calculated. At 7.5 GHz, these corrections are all small (< 20 mK). The
largest single correction is the power reflected from the teflon/glass IR-blocking windows,
estimated at 6 mK for the two windows. The largest corrections for emission from sources
other than the absorber are 2stimated at 6 mK for emission from the teflon/glass windows

and 6 mK emission from joinis in the radiometric wall. Other sources of emission or
reflection are smaller still.

Radiometer broadcast puwer, reflected from the windows, can interfere coherently
and give rise to reflection :~rms proportional to the sum of the amplitude reflection
coefficients of the interfering saumes. The only surfaces with significant reflectivity within
the 60 cm coherence length of the radiometer are the teflon/glass windows. The estimated
magnitude of the coherently interfering term frcm the windows is < 0.001 K. We tested
for this effect by raising the radiometer in a specially-constructed device over the cold load,
effectively changing the path length between the radiometer and any reflecting surfaces
within the cold load. We observed no signal within the 0.02 K noise level of the test.
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" Power Reflecton ~ Emussivity ' Temperature

Coefficient [lumtnation (X)
Absorber <105 0.9999 0.02 3.77
Polyethylene 5x106 2x 106 1.0 270
Upper IR Window 4x 105 5x 105 0.08 50
Lower IR Window 2x104 1x104 0.08 30
Helium Interface 1.5x 10'4T - 0.02 3.771
Radiometer <0.01 --- 1.0 300

Table 4.1: Properties of the reference target.

Term Magnitude (K)

Absorber Emission 3.594 £ 0.002
Other Emission 0.013 £ 0.007
Power Reflection 0.006 £ 0.005
Coherent Reflection 0 + 0.004
TAIoad 3.613 £0.009 K

w
Table 4.2: Contributions to T lgad-

Nominal Angle 40"  -30° .15 Zenith  +15° +30° +40°
Mean Angle  -40° 19' -30° 22' -15°29' -0° 42' +14°31' +29° 43" +40° 4
Single-run RMS 1" 1 2' 2' 1 2 2’
TowlRMS 8 8 3 2 2 2’ 6’

Table 4.3: Measured pointing of the atmospheric scan cart. The single-run RMS is the
scatter within a typical 30-minute observing run. The total RMS is the scatter over the
entire stay at Barcroft. The cart was aligned E-W within 2° with (+) angles to the east.
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Emission from the various windows can be calculated from their emissivity and
temperature. Temperature sensors behind the radiometric wall at the level of the
teflon/glass windows recorded a temperature of 30 K for the lower window and 50 K for
the upper window, which we take as the temperature of the respective windows. Each
window contributes 3 mK to Tp joad. Emission from the He gas column is negligible. The
aluminized radiometric wall has a small emissivity; convolved with the antenna beam
pattern and the measured temperature profile of the wall, it contributes less than 0.001 K to
Ta,load-

The barometric pressure at Barcroft in 1988 was 481+1 mm Hg, somewhat lower
than in previous years. This corresponds to a LHe boiling point of 3.771+0.002 K
(Donnelly 1967). The contributions to Tx joad are summarized in Table 4.2. We took the
antenna temperature of the reference target in 1988 to be

Ta.load = 3.613 £ 0.009 K.

4.3 Data Collection Routines

4.3.1 Zenith Sky Measurement

The radiometer measured T A zenith by comparing the signals from the cold load and

the zenith sky, observed in close succession. We used the following procedure:

* The radiometer observed the cold load for 32 seconds.

* We spent 16 seconds moving the radiometer from the down position on
the cold load to the up position one meter from the cold load. We placed
the ground shield over the antenna. Data from this time period were
ignored.

» The radiometer spent 32 seconds observing the zenith sky with the ground
shield in place.

* We spent 16 seconds removing the ground shield and placing the ambient
target over the antenna. Data from this time were ignored.

* The radiometer observed the ambient target for 16 seconds. During this
time, we checked the top polyethyiene window for dust or
condensation, wiping it as necessary.
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» We spent 16 seconds moving the radiometer from the upright position to
the down position over the cold load. Data from this period were
ignored.

A complete scan sequence took 128 seconds, with only 16 seconds separating the
observations of the cold load and the zenith sky. A typical observing run over the cold load
lasted 40 minutes and comprised some 15 independent measurements of T A zenith.

We measured TA zenjth with LHe in the cold load on 1988 Sept 16 5:45—6:15 and
8:28—9:13; 1988 Sept 17 11:45—12:07; and 1988 Sept 19 10:13—10:47 UT, obtaining
65 independent measurements of TA zenith- As a test of the scan procedure and equipment,

we measured T zenin With liquid nitrogen in the cold load on the night of 1938 Sept 14,
8:02—8:38 UT.

4.3.2 Atmospheric Measurement

We determined the atmospheric antenna temperature by comparing the signal from the
zenith sky to the signal when the radiometer was tipped to angles of 30" and 40" to either
side of the zenith. For this purpose, we used a small cart, aligned E-W so that
observations on one side of the radiometer (the "+" side) had azimuth +90° (due east) while
observations on the other side ("-") had azimuth -90°. The ground shield remained firmly
attached to the radiometer throughout the entire measurement. The radiometer rested on its
handles, which served as the axis of rotation. An aluminum bar, attached to the bottom of
the radiometer shell, connected to a series of pins on an outrigger and held the radiometer at
fixed zenith angles. We measured the pointing of the system daily with a precision bubble
clinometer and found it to be quite repeatable. The RMS variation from one scan to the
next was 1—2 arc min; between one day and the next, the pointing was stable to within 6'.
Our analysis of atmospheric data used the results of each day's pointing measurements.
Pointing information is summarized in Table 4.3.

We used the following procedure when measuring T Atm:
s The radiometer spent 32 seconds at each of the positions -40°, -30°,
zenith, +30°, and +40°.
+ The radiometer moved from +40° directly to -40°; we spent 16 seconds
placing the ambient target over the antenna aperture. We did not
remove the ground shield. Data from this period were ignored.
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» The radiometer observed the ambient target for 32 seconds.

- We spent 16 seconds removing the ambient target from the antenna. Data
from this period were ignored. The radiometer remained in the -40°
position throughout the calibration procedure.

A single atmospheric scan took 224 seconds, during which period we determined TA Am
from the four angles observed. The maximum elapsed time between measurements of the
zenith and angle 8 was 32 seconds. An atmospheric run typically lasted an hour and
comprised 10 to 15 complete scans.

We used an alternate scanning procedure on the night of Sept 19 in an effort to
concentrate the observing time on the eastern (+) angles which had a much smalier
correction for TA,Ground- We calibrated only once every other scan, and observed the
eastern angles exclusively, using the following procedure:

*» The radiometer spent 32 seconds at each of the positions zenith, +30°,
+40°, zenith, +30°, and +40°.

» We moved the radiometer directly from +40° to -40° and spent 16 seconds
placing the ambient calibration target over the antenna aperture. Data
from this period were ignored.

+ The radiometer observed the ambient target for 32 seconds.

* We spent 16 seconds removing the ambient target and tilting the
radiometer to view the zenith again. Data from this period were
ignored.

A single scan now took either 96 seconds or 160 seconds, depending on whether a
calibration was included. A typical run lasted 90 minutes and comprised 20 to 30

independent scans. We measured Ta_ aum on the nights of 1988 Sept 3, 4,5, 7,9, 11, 14,
15, 16, 17, and 19 UT.

4 3.3 Galactic Measurement

We measured the differential galactic profile by comparing the signal when the
radiometer pointed 15° east of zenith to the signal when the radiometer pointed 15" west of
zenith. We used either the atmospheric cart, which included angles of 15" (Table 4.3), or
a small turntable built for the purpose. The procedure varied slightly depending on the
method used. The turntable used the following sequence:
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 The radiometer viewed the sky at 15° east of zenith for 16 seconds.

« The turntable spent 16 seconds rotating 180° to allow the radiometer to
view the sky at 15° west of zenith. For the latter half of this period,
the radiometer was in the new position. We ignored data from the full
16 seconds to allow residual rocking or wobbling motion to damp out.

« The radiometer observed the sky at 15° west of zenith for 16 seconds.

» The turntable spent 16 seconds rotating 180° to allow the radiometer to
view the sky at 15° west of zenith. Again, we ignored data from the
full 16 seconds.

« Approximately once per hour, we stopped the radiometer in the 15° west
position and allowed it to view the ambient calibration target for at
least 32 seconds. Following calibration, we re-started the turntable
and resumed scanning,.

Scans on the atmospheric cart were similar, but did not require 16 seconds to change from
one position to the other. We calibrated approximately once per hour in either case.

Both the atmospheric cart and the tumntable were aligned E-W within 1°; as a result,
the radiometer chopped between two positions at declination 36” separated by 2.4 hours in
right ascension. We measured the diiferential galactic profile on the nights of 1988 Sept 5,
6, 8, and 10 UT. Over the course of these nights, we ohtained coverage of the track from

R.A. = -60" to R.A. = +112°, observed simuitaneously with all four radiometers at 1.5,
3.8, 7.5, and 90 GHz.

4.4 System Performance Tests
4.4.1 Temperature Stability

The radiometer was designed to operate at an ambient temperature of -40 C while
drawing minimal power. Temperatures at night at Barcroft ranged from +6 to -10C, a
considerably hotter environment. To allow the radiometer to operate without overheating,
we removed the insulation between the outer shell and the thermal box. In addition, we
raised the operating temperature of the inner plate from the design goal of +5 Cto +29 C,
the lowest value that allowed adequate temperature regulaton of the inner plate.
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Figure 4.5: Measured temperature of the first RF amplifier as a function of time for the
night of Sept 16, 1988.
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The warmer ambient environment prevented the thermal box from fulfilling its
original design goal, which was to provide a regulated heat sink for the inner plate.
Instead, we disconnected the heaters and regulating circuitry on the thermal box and
allowed it to float at a temperature between that of the outside environment and the inner

plate, relying on the thermal mass of the box to mediate any abrupt changes in the ambient
temperature.

Figure 4.5 shows the temperature of the inner plate as a function of time for a typical
night, Sept 16. The temperature rise at the start resulted from the radiometer's electronics
being turned on, which caused a slight temperature rise as the heaters drew less power in
response to the waste heat dumped by the RF amplifiers. The temperature then remained
stable to 0.3 C for the duration of the observations. The small change within the 100—200
second time scales of individual scans is well fit by a simple linear drift.

The RF chain had a thermal response, with a fractional gain coefficient of 2.8% K-1.
Typical temperature drifts of < 0.05 K on 200 second time scales corresponded to a
calibration response of < 0.1%. We calibrated the radiometer on comparable time scales,
and observed calibration drifts 3G/G ~ 104. Thermal stability was not a limiting factor.

4.4.2 Offset Changes

The entire experiment depended upon the radiometer's response remaining
independent of its orientation. We tested extensively to place limits on this effect. In the
simplest test, we clamped the ambient calibration target firmly over the antenna aperture,
then repeatedly changed the radiometer's position while recording the output. The
positions were either those of the zenith sky measurement (up and down) or those of an
atmospheric measurement (-40°, -30°, zenith, +30°, and +40°). We varied the amount of
time spent on each target from test to test, with the radiometer at each position for either 16,
32, or 64 seconds. We used a digital computer to analyze the signal-averaged data for
systemnatic signal changes correlated with position.

The radiometer may be modelled as an ideal radiometer with system temperature
Tsystem. @ power absorption coefficient A, a single power reflection coefficient R,

observing a target at temperature TTarger. Neglecting terms second-order in A and R, the
signal output is
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1
S= E{ TTarget + Tsystem + R(Tsystem - TTarget) + A(Tint - TTarget) h (4.1)

where Tijp; is the temperature of the internal absorbing component. Coherent reflection
effects have been ignored. Changes in the calibration constant G, the system temperature,
or the reflection or absorption coefficients will produce a signal change, which will be
detected if it is systematically correlated with radiometer position.

These tests were sensitive to changes in radiometer calibration constant or system
temperature, but were not particularly sensitive to changes in insertion loss or reflection
coefficient of the components in the RF chain (the ambient target temperature, the
temperature of components in the RF chain, and the system temperature are fairly similar).
To test for these effects, the radiometer must view a target with temperature significantly
different from the system temperature and the temperature of the RF components. For this
purpose we used a small liquid nitrogen (LN) target, which consisted of a disk of
microwave absorber (Eccosorb CV-3 backed by two layers of Eccosorb AN-72) in a metal
cylinder closed on one end. The target fit neatly over the antenna aperture, with the metal
"can” minimizing contributions from the surroundings. Dipped in LN, inverted until the
liquid had largely ceased to drip from the Eccosorb tips, and then placed over the antenna
aperture, the target proved to be stable in temperature in any orientation for periods greater
than 32 seconds.

To prevent LN from dripping into the antenna, we covered the aperture with a
polyethylene bag which we replaced as necessary. We then alternately placed the target
over the antenna with the radiometer in the up and in the down position, obtaining a
minimum of 16 seconds of data at a position. The target remained in the LN bath between
each position. To minimize risks to the radiometer and the operator, we made no attempt at
periodicity, but averaged the data from the two positions "by hand" to produce a time
sequence which we analyzed for systematic differences between the two positions. We
recorded the temperature of the antenna during these tests to determine whether the large
drifts in temperature caused by LN drips and splashes caused a significant signal drift.

We performed additional tests to ensure that the LN target itself did change temperature in a
position-dependent fashion. Although its temperature in either orientation was stable in
time over the 32-second duration of a single observation, it was possible that LN collecting
in the Eccosorb tips could alter the target's antenna temperature. We tested for this effect in
two ways. With the radiometer pointing up, we compared the output as
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Ambient Target

Date A(180) A(-40) A(-30) A(+30) A(+40)
5 Sept 9+4 - - - -—
7 Sept -25%5 --- --- --- -
9 Sept -311+3 -- -- -~ --
-29+3 --- --- - -
10 Sept  -20x4 23+5 3%5 16+4 174
11 Sept  -33%3 617 218 -4+8 14+8
13 Sept  -21+£3 -— --- -2+4 -9+5
15 Sept  -234£3 - --- -15%4 -1543
- --- --- 917 167
18 Sept -—- --- --- 4+5 4+4
--- --- - -8+2 -816
- --- --- 0£3 -215
19 Sept -== --- - 518 1216
- -— - -13+4 -9t4
Mean -26x2 20+7 2+2 -1+3 24
LN Target

8 Sept -33+£26
13 Sept - -67%23

Mean -52+17 - _

Table 4.4: Results of systematic offset change tests performed at Barcroft, with ambient
and LN targets over the antenna aperture. A(9) is the difference G(Szenjth - Sg), in mK.
The means are calculated from the individual measurements without weighting. A positive
result means the zenith appears warmer than angle 8. 180° is the down position looking

into the cold load.
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the radiometer viewed the LN target with varying amounts of LN dripping from the
Eccosorb. We observed no change at the 15 mK level. In addition, we compared the LN
target in both the up and down positions to an independent cold target (either the reference
load with LN as cryogen or the zenith sky). We observed no position-dependent effects at

the 30 mK level. We conclude that the LN target antenna temperature is independent of
orientation to better than 30 mK.

Table 4.4 shows the results of all offset tests performed at Barcroft. Since zll the
measurements were differential, we have arbitrarily taken the effect at zenith to be the zero
point of the tesis. The results were generally consistent from day to day, and had noise
levels consistent with control runs in which the radiometer did not move.

The largest effect appeared when the radiometer is inverted. With an ambient target
over the antenna, the radiometer output was 262 mK colder when the radiometer pointed
down. With a LN target replacing the ambient target, the effect grew slightly, to 52£17
mK (statistical uncertainty only). Such a behavior was inconsistent with a one-component
model of the effect. The simplest cause, a small variation in gain, should scale as the sum
of the target and system temperatures and would be expected to decrease by a factor 0.6
when viewing the colder LN target. Changes in system temperature are independent of
target temperature, and should remain constant as the targets are switched. Models with
changes in internal reflection coefficients or insertion losses, though, predict a larger signal
when the LN target is viewed. A changing reflection coefficient will cause a signal change
proportional to the difference between the target and the broadcast temperatures, while a
change in insertion loss will cause a signal change proportional to the difference between
the target temperature and the temperature of the component causing the insertion loss.
Since the broadcast, ambient, and component temperatures are all within 25 K of each
other, both these effects predict a signal increase of an order of magnitude when viewing
the LN target. Table 4.5 summarizes these simple one-component models. It is clear that
no single model is a good estimator of the actual signal, which increased a factor of 2.0 +
0.7 viewing the LN target. Lacking targets at temperatures other than ambient and LN, we
were unable to distinguish various combinations of these effects.

Although we did not measure the signal with a 4K target, we can obtain upper and
lower bounds. An obvious lower bound is a change in calibration constant. Pure
reflection or insertion loss changes increase the signal and provide an upper limit. Scaling
from the LN results (the closest test of the actual zenith sky measurement) gives
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0.027 K < ATOffser < 0.090 K.

The LN test better approximated a 4 K load; consequently, we chose to use the results
of the LN test, unscaled, to correct the measured signal difference between the cold load
and the zenith sky. We took the uncertainty to be the statistical uncertainty of the LN
results added in qaudrature with the 0.03 K limit on LN target stability. The resultant
correction AToffser in Eq. 2.7 was then

AToffser = 0.052 £ 0.034 K.

4.4.3 Gain Stability

The tests described above limited the effects of systematic variations correlated with
position. For a total-power radiometer, it was also vital that the gain did not change
significantly on time scales of a comparison between two targets. The output signal was
proportional to the calibration constant and the system temperature,

1
S~ [e] {Tsystem + TTarget}i

consequently, a change in calibration constant as small as 10-3 would cause a signal change
of 230 mK. To test the stability of the instrument, we recorded the output signal while the
radiometer was left undisturbed viewing either an ambient target or the zenith sky (a
convenient cold target).

An ideal total-power radiometer with system temperature Tgystem, bandwidth B,
calibration constant G, and integration time T viewing a target of antenna temperature

TTarget will have RMS noise described by
8G 2112
<) }

1 .
ATnoise = (Tsystem + TTarget) { B—‘c +( (4.2)

(Kraus, 1969). If gain fluctuations 8G/G are negligible, the noise is gaussian and
decreases as the inverse square root of the integration time. Short-term changes in
calibration will cause an increase in RMS noise that will not necessarily decrease with
integration time. By taking data when the radiometer observes a stable target, averaging the
data into successively longer blocks, and comparing the resultant RMS scatter to the
predicted t-1/2 spectrum, we can assess the effects of short-term changes in calibration.



66 Chapter 4: Measurement at 7.5 GHz

The tests showed non-gaussian changes in calibration to be the dominant source of noise in
the instrument. For the 234 K system temperature, 500 MHz bandwidth, and 2 second
integration time of the radiometer, the predicted noise was 7 mK between adjacent data
points (viewing a 4 K target). The measured value was 33 mK, which decreased
approximately as T-1/2 on time scales between 32 and 64 seconds. On longer time scales
the noise increased slightly from its minimum value. When the radiometer viewed a stable

ambient target, we observed a similar behavior with the x.nagnitude of the noise larger by a
factor 2.7+0.5.

The effect of such short-term calibration changes on the measurements of T4 zenith
and Ta,Aum can be assessed directly using data from observations of stable targets. We
averaged the data into blocks 24 seconds in duration separated by a time At, and looked for
changes in the RMS as the time delay At was increased. The results are shown in Table
4.6. The 24-second integration time and time delay At betsien 32 and 112 seconds
correspond to the time scales typical of the atmospheric and zenith sky measurements. The
noise increased as At0-410.1 and was larger when viewing the ambient target by a factor
1.8+0.1. Both are consistent with a random-walk process in the calibration constant of the
radiometer, with variations §G/G ~ 104 on time scales of several minutes.

The fluctuations served to inject noise at the 20—30 mK level to the signal
differences used to determine T A zenith and T aym. Drifts in the calibration could also
systematically alter the mean values by adding a systematic signal

oG(At
ATgain = %‘lTsysmm (4.3)

to the difference between two observations spaced a time At apart, if the gain drifts have a
preferred sign. As described below, the data analysis routine included removal of a linear
drift in calibration over the course of a single scan. We have analyzed the control runs of
stable data as though they were atmospheric or zenith sky measurements, removing the
linear component of the drift on time scales of 128 to 224 seconds. The resultant data sets
had zero mean and RMS noise consistent with the 20—30 mK noise described above. We
concluded that fluctuatons in radiometer calibration dominated the system noise, but served

only to inject additional noise at the 20—30 mK level and did not systematically alter the
signal differences.
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.. . LN Target
Variation Scaling Ambient Target
. G
Gain el {Tsysiem + TTarget} 0.6
System Temperature OTsys 1
: SR
Reflection & {TBroadcast - TTarget} 8
: S5A
Insertion Loss = {Tint - TTarget} 8—30

Table 4.5: One-component models of systematic position-dependent signal changes.
Tsystem is the system temperature (233 K); TTarge: is the temperature of the target viewed
(2‘;3 K ambient, 73 K LN); Tproadcas: is the broadcast temperature (equal to the temperature
of the isolator, 300 K); and Tip is the temperature of the radiometer component whose

insertion loss changes. Depending on the component, Tyn, ranges between ambient (the
horn) and 300 K (RF chain).

Ambient Target

32 sec 202 mK 36+2mK
64 sec 27+3mK 47+2 mK

Table 4.6: RMS fluctuations of data sets as a function of time delay At between them, for
both ambient and cold stable targets.

Date GLHe-LN GLHe-Ambient GLN-Ambient @G%
(mK/du) (mK/du) {mK/du)
Sept 8 15.76£0.02 16.08%0.01 16.1910.01 0.980
Sept 13 15.1210.02 15.28+0.01 15.3540.01 0.990
Sept 14 15.03£0.02 15.19+0.01 15.25+0.01 0.986
Sept 14 14.99+0.01 15.18+0.01 15.2410.01 0.987
Sept 17 14.80+0.01 15.09+0.01 15.18+0.02 0.981
Mean - --- -—- 0.985+0.002

Table 4.7: Measured calibration and saturation effects. The quoted uncertainties are
statistical only. A du is a digitized unit of the recording system, approximately 0.3 mV.
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4.4.4 Gain Linearity

The major source of non-linear behavior in the RF chain was the detector diode. We
have had extensive experience with the HP 8473B diode; typically, non-linearities appear
for output signals above 4—5 mV. The radiometer design deliberately kept the RF gain
low to keep the diode in the linear regime for all but the ambient target. The signals for
LHe and LN loads were in the linear regime of the diode (-2.0 and -2.9 mV respectively),
while the ambient target (-5.3 mV) was slightly saturated.

Scans measuring TA zenith and T a,am calculated the calibration constant G using the
ambient-LHe or ambient-sky signal difference, which was siightly saturated. We corrected
the calibration of the radiometer by viewing three targets in 77 pid succession: the reference
target, T A Joad = 3.6 K, the LN target (T4 LN = 73.8 K) and an ambient target (Ta Amb ~
270 K). For some tests the zenith sky replaced the cold load as the coldest target. From
the three targets, three calibration constants may be determined (Table 4.7). The ratio of
calibrations determined by LHe-LN to LHe-ambient targets fixed the correction to be
applied to the LHe-ambient scan calibrations for saturation effects at 0.985+0.002
(statistical uncertainty only).

Additional systematic uncertainty in the calibration is introduced if the diode response is
slightly non-linear even between the two cold targets (4K and 77 K). A reasonable upper
limit to gain corrections arising from non-linearities at low input levels may be determined
by assuming the non-linear response to be dominated by a quadratic term. Expanding the
system response in a Taylor series, the error induced in the saturation correction by
neglecting the quadratic term is given by

8G 1 TN - TiHe GLHe:LN - GLN-Amb

G " Z Tamb- ILN LHe-LN '
From Table 4.7, the estimated systematic uncertainty is 8G/G < 0.003. Added in
qaudrature with the systematic uncertainty, the total calibration uncertainty is

%G- = 0.004,

dominated by uncertainty in the diode saturation curve. Since we measure Ta zenith and
TA,atm With the same instrument, the systematic uncertainty cancels in the subtraction of
the atmosphere, leaving only the smaller uncertainty of the sky-cold load difference in the
determination of Ta cMB-



Chapter 4. Measurement at 7.5 GHz 69

4.4.5 Sidelobe Response

The ground was the brightest source in the vicinity of the radiometer. Although its
contribution was greatly reduced by the corrugated horn antenna, ground radiation entering
the antenna sidelobes could still contribute a large, angle-dependent signal to a sky-pointing
radiometer, systematically altering the determinations of both TA zenith and TA atm- We
estimated the contribution of TA Ground in several ways.

The measured far-field beam pattern convolved with a flat horizon yielded an estimate
of the ground contribution TA Ground- The exact values depended on the treatment of
ground emission, and ranged from 0.025 K for a zenith-pointing radiometer to between
0.03 to 0.05 K for the radiometer tipped to 40°. A caveat with this method involves the
distinction between the near- and far-field response of the radiometer. The ground is
within 1.5 m of the horn aperture, and thus within the near field of the horn. We measured
the far-field beam pattern with the pryamidal ground shield in place over the horn. The
shield terminates in flared sections with flare radius 8 cm. The ground is far enough from
the flared sections that ground emission diffractisni over the flares will have substantially
the same angular response as the measured far-field beam paiicin. Although the flares are
within 1 m of the horn aperture, they do not move relative to the horn. We conclude that
ground emission with the horn/shield combinatio:r- can be modelled to better accuracy than
with the horn alone. With the ground treated as an ambient blackbody, the beam response
convolved with a flat horizon can be interpreted as uprar limits to the ground contribution
as a function of angle: TA Ground < 0.03 K for a zenith-pointing radiometer, and < 0.05K at
40°.

This signal was large enough to warrant further testing. At Barcroft, we tested for
residual ground radiation diffracting over the ground shield by alternately adding and
removing a large piece of sheet metal to one side of the ground shield. The method is
analogous to the sidelobe tests described in Chapter 3. We tested both for direct paths to
the inner beam ("extension" tests in the nomenclature of §3.2.1) and for radiation
diffracting around the flared ends of the shields ("trap” tests). The flared sections were not
removable; consequently, we were unable to measure the magnitude of radiation blocked
by the flared sections, but only the residual diffracting over them.

Sidelobe test results are summarized in Table 4.8. The local horizon rose sharply to
the west, and was visible in the main antenna lobe above the ground shield for the -40° and

-30° positions. A small signal was evident in the E-plane at all angles, caused by radiation
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Test -40° -30° zenith +30° +40°
E-plane extension  84%12 24+4 -11+4 --- -
E-plane trap 12+5 -12+9 313 52 10£2

Table 4.8: Measurements of T Ground- The difference (mK) between the signal without
the extra shield and the signal with the extra shield in place is shown for each of the
atmospheric scan angles. Ground radiation blocked by the extra shield has a positive sign.
The local horizon rises above the ground shield for the western (-) angles, causing a large
direct signal. The last row indicates the maximum signal predicted by a convolution of the
measured far-field beam pattern with a flat blackbody horizon.

TA Ground (mK)
-40° -30° zenith +30° +40°
Upper Limit —~ —~ 235 3615 47+10
Lower Limit 96+ 15 2414 34 5% 104
Mean 125+23  45+18  13+10 2115  29+18

ATA’Gmund (9 - chit.h) (mK)

Upper Limit --- - - 1317 24%11
Lower Limit 93116 214 25 74
Mean - 112+19 32+16 .ee 8+8 1613

Table 4.9: Estimated range of T A Ground for the atmospheric scan angles. Upper limits are
estimated from the beam pattern convolved with a flat horizon, which is valid for the
eastern (+) angles. Lower limits are the results of sidelobe tests. The mean values are used
to remove T A Ground fTom the total sky signal.
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diffracting over the flared sections of the ground shields. We observed only small null
signals in the H-plane.

The total measured T o Ground for each angle was the linear sum of the effect measured
in the E- and H-plane tests, with the H-plane counted twice as it contributed equally on
either side of the square-aperture shield. Negative (null) signals were counted as zero.
Sidelobe response should be similar on opposite sides of the shields for the H-plane at all
angles and for the E-plane at the zenith. We therefore treated the uncertainties from these
positions as correlated and added them linearly, effectively doubling the error estimates for
these positions. The total estimated uncertainty at each angle was then the quadrature sum
of the E-plane and H-plane uncertainties (e.g., the uncertainty at the zenith was the
quadrature sum of twice the uncertainty of each row of Table 4.8, while the uncertainty at
+40° was the quadrature sum of the E-plane trap and twice the H-plane trap uncertainties).

As the ground cannot subtract signals from the zenith, null results added to the positive
uncertainty only.

The measured value of T Ground Was somewhat lower than the value expected from
the beam pattern. With the radiometer pointed at the zenith, we observed 3*}* mK ground
emission instead of the expected 255 mK. The change in T Ground as the radiometer
tipped showed similar behavior; at 30° we observed a signal of Stf mK instead of
3615 mK, and at 40° we observed 10* mK instead of 47+10 mK.

The two results can be reconciled if the direct sidelobe tests did not modulate the
entire diffracted ground signal . Given the null results in the H-plane, we cannot rule out
this possibility. The direct tests, then, became a lower limit to T4 Ground, While the beam
pattern convolution formed an upper limit. We took as the estimate of TA Ground the
arithmetic mean of the two methods, with an uncertainty equal to half the spread between
them. A substantial fraction of T A Ground Was a constant arising from the response at large
angles (2130°) which always viewed the ground for any of the radiometer positions used.
This contribution did not change as the radiometer is tipped; hence, the differential
uncertainty in TA Ground between the zenith and 40° was somewhat less than the absolute
uncertainty at either position. We estimated the differential uncertainty as the quadrature
sum of the uncertainties in the differential signal calculated from the upper and lower limits.

The estimated values for Ta Ground, both absolute and differential, are summarized in
Table 4.9.
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4.4.6 RFI

Another unwanted contribution to the sky signal was RFI. Near major population
centers, commercial and government microwave communication links raised TA zenith to
over 50 K. The situation was considerably better at a remote location; nevertheless, we
searched for RFI at Barcroft before beginning any other tests. With a spectrum analyzer
replacing the detector diode, we observed no RFI at 10 kHz resolution over the range
5.75—38.75 GHz, corresponding to a limit on RFI contributions of Tp rry < 0.005 K.

4.4.7 Pointing

Systematic differences between the zenith angle 6 used in atmospheric analysis and
the true zenith angle 6’ of the radiometer could alter the calculated TA Aum from the true
value. We measured the pointing of the radiometer repeatedly and found it to be quite
stable over both long and short time scales (Table 4.3). The large ground shield precluded
us from measuring the pointing with a precision bubble clinometer when the ground shield
was over the antenna, opening the possibility of a systematic change in pointing when the
ground shield was in place. We tested for this effect by using the output of a precision
electronic clinometer mounted inside the radiometer.

We calibrated the electronic clinometer (Accustar #2383-01) by recording its output
simultaneously with the measurement of the pointing using the bubble clinometer. The
Accustar output was linear to 0.4% at angles as large as 40°. We then recorded the
Accustar output with the ground shield on and off; the mean difference in pointing was 2',
within the limits of the measurement. We concluded that the addition of the ground shield
did not significantly change the pointing of the radiometer. The bubble clinometer used to
establish the absolute pointing has an uncertainty of +5' in its zero point. This uncertainty
dominates the pointing uncertainty.

4.4 .8 Cross-talk

The radiometer shared the recording system with radiometers operating at 1.5, 3.3,
and 90 GHz, as well as temperature information from the reference cold load. We tested
for cross-talk between the instruments. While the 7.5 GHz radiometer observed a stable
ambient target, we alternately covered and uncovered the antenna of one of the other

radiometers with an ambient target, causing a large square-wave ourput signal for that
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radiometer. We then examined the output of the 7.5 GHz radiometer for any signals
synchronous with this square-wave signal. We observed no effects at the 5 mK level.

4.5 Data Reduction and Analysis

4.5.1 Zenith Sky

We calculated T zenith using Eq. 2.5 on a scan-by-scan basis. The recorded signal
from the internal electronic clinometer served to differentiate the up and down positions.
We discarded data taken between positions, and any data kriown to be contaminated (e.g.,
a missed sequence noted in the log). We calibrated the radiometer once per scan using the
cold load and the ambient target (Eq. 2.4). Subsequent analysis used a calibration constant

G(t) interpolated between successive calibrations. The analysis algorithm followed the
sequence:

= Calculate the calibration constant G for the current scan and the next scan
using data from the reférence load and ambient target, including the
correction for saturation. Interpolate to determine G(t) throughout the
current scan.

* Determine T zenith (Eq. 2.5) using G(t) and the signals from the zenith
sky and the reference load.

* Determine the system temperature using G(t) and the signal from the
reference load.

4.5.2 Atmosphere

We determined T ,A¢m from Eq. 2.9 on a similar scan-by-scan basis using
procedures similar to those previously described. The analysis followed the algorithm:

» Use the zenith sky and ambient target to calculate the calibration constant
G for the current scan and the next scan, assuming T4 zenith 0 be the
sum of a 2.75 K blackbody and the last determination of T, Atm-
Include the correction for saturation. Interpolate to determine G(t) for
the current scan.
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+ Determine T Awm for each of the scan angles used. Define the mean
T Atm as the arithmetic mean of the +30° and +40° (east) positions.

+ Determine the system temperature using G(t) and the signal from the
ambient target.

« Correct the raw data for systematic offset changes, sidelobe contribution,
galactic contribution, and differential pointing.

 Re-determine G(t) using the corrected data and the previous estimate of
Ta.Am

* Re-determine Ta Atm and Tsysiem using the corrected data and the revised
G(1).

We did not use the western (-) angles in the mean Tp A since those angles had a much
larger correction for sidelobe contributions. The determination of G(t) was less precise for
atmospheric scans as the temperature of the cold target (the zenith sky) was not known to
the same precision as the reference targec. RMS variations in TA A of magnitude 0.2 K
caused a fractional calibration uncertainty of 8G/G ~ 10-3. The concomitant uncertainty in
TA,Atm is small (1 mK).

The linear interpolation for G(t) removed the major effects of gain drifts during the
course of a single scan. Non-linear changes large enough to effect the estimate of T A
occurred rarely. The pattern of the sky observations (western «ngles first followed by the
zenith and the eastern angles} provided a distinctive signature for such processes. The
output signal when observing a cold target was dominated by the system temperature:

1 1
S~ W[Tsysmm +Tg] ~ C(—t)‘Tsystem

Residual drifts in G(t) on time scales of a single scan typically will add a signal AS to the
west-zenith signal difference, and a signal -AS of the opposite sign to the east-zenith signal
difference, which occurred in the opposite time order. The calculated values for TA Atm
should be displaced by roughly equal amounts above and below the mean value. We
observed this signature in 10 of the 285 total scans. The suspect scans were discarded.

4.5.3 Galaxy

We obtained a differential profile of the galaxy by combining data from the nights of
1988 Sept S, 6, 8, and 12 using Equation 2.16. The analysis followed the algorithm
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« Use the position sense switches on the turntable to determine the pointing
(east, west, or in transit). Select the east position.

» Examine the next two data records and reject any scans that fail to follow
the expected pattern (east, move, west, move).

* Determine the calibration constant by interpolating between the most rec ~nt
calibrations. Use the calibration and the east/west signal differernce to
determine the difference in galactic antenna temperature.

* Use the recorded time to bin the temperature difference by the right
ascension of the east beam. We used a bin width of 4°, allowing each
binned sky position to be observed for 15 independent scans per night.
QOver the course of the four nights, each bin accumulated between 20 and
50 iiidependent observations of the galactic temperature difference.

The differential local horizon can conceivably add a constant signal difference to the sky
difference. We did not obtain the complete sky coverage needed to enforce closure on the
data. Instead, we calculated the mean of all difference pairs, and arbitrarily removed the
resultant value of 12.4 mK from the data set.

4.6 Results

4.6. 1 TA'zenj[_h

The radiometer made 65 independent measurements of Ta zenith. The results are
presented in Table 4.10, without corrections for systematic effects. The data from various

nights were in good agreement, showing no more variation than would be expected from
daily atmospheric changes.

The measured differential galactic signal between R.A. of -60° and +112° is shown in
Figure 4.6, along with the results of a simple galactic model. The double-lobed chopped-
beam signature towards the galactic plane is clearly visible. The galactic model is an
extrapolation of 408 MHz maps of Haslam er al.(1982), scaled by a position-independent
spectral index of -2.75, and a compilation of thermal sources at 2.7 GHz, with spectral
index -2.1. We performed a least-squares fit between the model and the data using as free
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Figure 4.6: Observed differential galactic profile (points) and the signal predicted from
extrapolation of maps at lower frequencies (solid line).
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alibration  G(Szenith - Sload) TAdoad IAzenith

Uum of Scans (mK/du) (mK) (mK) (mK)
Sept 16 5:45—6:15 16 14.947+£0.001 -113£10 3613 350610
Sept 16  8:28-—9:13 21 14.827+0.002 -153+11 3613 3466%11
Sept 17 11:45—12:07 11 14.69910.004 -156%13 3613 3490+12
Sept 19 10:13—10:47 17 14.720+0.004 -169+12 3613 3460+12

Table 4.10: Signal difference and zenith antenna temperature measured at Barcroft in 1989.
The quoted uncertainties are statistical only and assume a gaussian distribution. No
corrections have been made for Ta am, TA,Gats TA,Ground: oF AToffser.

Da e -40 - + +40 Mean Ta Atm
(UT) (mK) (mK)) (mK) (mK) (mK)

Sept3  8:55—9:24 1351454 1202481 122067 1304146 1263155
Sept4 4:44—5:21 1451155 1330167 1108+88  1118+47 1114166
7:29—8:06  1295+49 110576 1211445  1274+36  1243%33

Sept5 4:57—5:42 1367+36 1105329 1054174  1202+48  1129+59
8:02—8:21 1233348  1032£75 1194456 1135£60  1185%50

Sept7 9:32—9:50 1257+26 1079149 1275+41 121028 1243129
Sept9  8:3¢—9:12 1353160 1254+74  1229+54 1292144 1261145
Sept 11 8:34—9:14 1148174 1024178 1065+95 1158182 1112+87
Sept 14 3:19—4:26  1168+36 953157 1227458 1255452 1241150
5:16—5:46 1192443 1043%100 1108+99 1183159 1146174
10:07—10:30 1044183  795+100 12374106 1285186 1261193

Sept15 3:49—4:26 1105148 893+66  1276+77 1288138  1282+S55
4:48—5:03 1233236 1192+123 1329+111 1246452 1288166

Sept 16 3:15—4:18  1301t44 1134157 1078148 111355 1100+49
5:03—5:28  1113£37 900162 116650 1158+32  1162+39
6:29—7:05 1123153 879175 1055£79 113349 109462
7:42—8:15  1215%58 983105 1201+49 1177434 1189+31
9:24—10:01 113953 1008+44  1160+67 1113+43 113749
11:46—12:12 1213£38'  894+48 1035£58 1091437 106445

Sept 17 8:26—9:03 1127143 838+64 1245+63 1243340  1244+48
10:18—11:02 109841 869+84 1081+58 1160%26  1121%39
12:38—13:08 1129+56  808+80 913+86 990+35 952457

Sept 19 9:07—10:03 --n -- 104642  1095+24 1071131
11:02—11:48 --- --- 10881'&3 1080+34  1084+33

L

Table 4.11: Measured atmospheric antenna temperatures at each of the 4 scan angh:.s. The
mean value for Ta am is the arithmetic mean of the eastern angles (+30° and +40°). The
data have been corrected for Ta Ground> TA,Galaxy» and ATOffser. Quoted uncertainties are

statistical only and assume a gaussian distribution. Systematic uncertainties are indicated in
Table 4.12.
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parameters the timing offset o, signal offset AT, and position-invariant multiplicative
constants for the thermal and synchrotron components:

Data(a) = AT + A*Synch(a - ag) + B*HI{a - ag), 4.4)

where Hil(a) and Synch(at) are the differential galactic profiles at right ascension o
predicted by our simple model. The multiplicative constants A and B can be interpreted as

position-inpendent corrections to the spectral indices assumed in the simple model. The
resultant values which minimized the 2 of the data were

ATg =-0.5%+0.2 mK
ag = 4 £ 2 minutes
A =0.65%0.06

B =1.06+0.06

The fit to the data was not particularly impressive (%2 = 108 for 40 DOF compared to
%2 = 130 for 44 DOF for the simple model). The signal was above the noise level only in
the galactic plane, which was dominated by thermal emission; in this region, we observed
0.8910.06 of the expected (HII + synchrotron) signal. Lacking beiter sensitivity in regions
off the galactic plane where synchrotron emission is dominant, we were unable to
distinguish between the thermal and synchrotron components within the plane.

The differential galactic scans confirmed that our simple model was not in serious
error, as the measured galactic signal lay within 10 mK of the predicted signal (Figure 4.6).
We used this simple model to subtract the differential galactic signal froin the atmospheric
and zenith sky scans. The maximum error entailed is 0.05 K in Tp Atm and 0.01 K in
TA zenith if the galactic plane crossed the zenith during observations. Uncertainties in the
galactic signal off the plane of the galaxy (i.e., during most of our atmosphere scans and all
of the CMB scans) were much smaller (0.005 K).

4.6.3 TA.Atm

The radiometer performed numerous atmospheric scans at Barcroft. The values for
Ta,Aun at each of the fours scan angles are presented in Table 4.11 for all nights in which
we measured the atmosphere. The angles to the west had a large correction for T Ground:
the mean value for TA,Atm included data from the eastern (+) angles exclusively. The
eastern angles were in excellent agreement with each other. T amm measured at +40° was
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20+12 mK warmer than the value measured at 30°. There was no statistical evidence for
unidentified systematic offsets in the mean atmospheric data.

The data at 30° had a mean RMS scatter of 221 mK, while the RMS at 40° was
162 mK. This noise was consistent with the small fluctuations in the calibration constant
discussed in §4.4.3, multiplied by the [secant(8) - 1]-! angular dependence of the
atmospheric signal differences, and approximated a gaussian distribution.

The error budget for each atmospheric angle is given in Table 4.12. Systematic
corrections are presented as an additive correction to Tp agm- The dominant terms are the
differential contributions of T A Ground and AToffser between the zenith and scan angle 6.
All the terms in Table 4.12 have been measured; the associated uncertainties represent the
68% confidence level of the measurement.

4.6.4 To CMB

We determined T cMB by solving Eq. 2.7 on a scan-by-scan basis. Each of the
terms in Eq. 2.7 has been measured, some in more than one fashion. The estimated error
budget for the CMB measurement is given in Table 4.13. The systematic uncertainty of
0.069 K was dominated by the uncertainty in the largest foreground signal, the
atmosphere. We did not measure T am concurrently with T A zenith; instead, we used the
values for Tao aim from each night fitted to a linear drift. We did not observe the
atmosphere to vary dramatically throughout any night; the uncertainty in T cMp incurred
in the atmospheric interpolation was small. The resultant values for To cMB are given in
Table 4.14, both for each of the four observing runs, and as a complete data set.

The individual values for T4 cmB had a gaussian distribution (Figure 4.7). The
RMS width of the distribution was 0.050 K with 65 data points; consequently, we adopted
0.006 K as the estimate of the statistical uncertainty in the mean value of To cMB. Adding
the statistical uncertainty in quadrature with the 0.072 K systematic uncertainty, we
obtained a value for the antenna temperature of the CMB of

Ta,cMB = 2.413 £0.072 K (68% C.L.)
Using Eq. 2.2 to convert this value to thermodynamic temperature yields the final result of

Tcmp = 2.59 + 0.07 K (7.5 GHz)
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Effect Uncertainty Correction to T A, Agn (mK)

-40° -30° +30° +40°
TA,Ground 13 mK -359+61 -201+101 52452 -52+42
ATOffset 5mK +64+22 +12£12 -6£20 +6x13
TA Galaxy 3mK 0x10 0x18 0£18 0+10
Beam Pattern  20+2° FWHM  0%14 0x14 0t14 0+14
Pointing x5 0t7 07 07 0x7
Absolute Gain 10.4% 0t4 0t4 04 0x4
Total Systematics -295+68 -189+105 -58+61 -46+48
Statistical Uncertainty 47 69 59 37
Total Uncertainty 83 126 85 61

Table 4.12: Contributions to the atmospheric error budget. Systematic corrections have
been multiplied by the [sec(9)-1]-1 factor; the uncertainties have been added in quadrature.
The statistical uncertainty for each angle is the mean value from all scans Sept 16—19.

Effect Magnitude Uncertainty (mK)
TAAm 1083 mK 55
ATOffser 52 mK 34
T A,Ground ImK 20
TALoad 3629 mK 9
TA Galaxy 10 mK 5
TARFI 0 mK 5
Calibration 15 mK/du 3!
Total Systematics --- 69
Statistical Uncertainty .e- 6
Total Uncertaintz 69

Table 4.13: Contributions to the CMB error budget. All uncertainties are 68% confidence
level estimates.
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4.7 Discussion

This experiment has provided useful measurements of the CMB temperature and the
two largest foreground signals, the atmosphere and the galaxy, each of which can be
compared to nearby measurements and to theory.

4.7.1 The Galaxy

At 7.5 GHz, the differential signal was dominated by thermal emission in the plane of
the galaxy. The differential galactic measurements agreed with a simple extrapolation from
lower frequencies to within 0.01K. At lower frequencies, synchrotron emission becomes
observable off the galactic plane. Simultaneous with the 7.5 GHz scans, similar
instruments at 1.5 and 3.8 GHz performed identical differential galactic scans. The results
of the low-frequency scans are not yet available; however, the combined galactic profiles

will provide a stricter test of galactic emission than the relatively noisy 7.5 GHz scans
alone.

4.7.2 The Atmosphere

The atmosphere at low frequencies is not completely understood. The dominant
component of atmospheric emission below 10 GHz is continuum O; emission, with a
minor variable contribution from water vapor. Models of atmospheric emission with water
vapor content typical of our high-altitude site (2-—5 mm H0) predict TA A at 7.5 GHz
in the range 0.89—0.96 K (Liebe 1988, 1985, 1981). The mean T Awm at 7.5 GHz
measured during LHe observations was 1.08+£0.02 K. From day to day, we observed

RMS scatter of ~0.07 K. Both the magnitude and variability of this signal were slightly
larger than predicted.

An increase in signal magnitude and variability compared to modelled atmospheric
emission is a feature common to several recent lov/-frequency measurements of the
atmosphere (e.g. Kogut er al. 1988, De Amici er al. 1988). In general, the model
parameters are fitted to the line features of the emission peaks, and may be much worse
describing the windows of astrophysical interest. Several rather ad hoc corrections to the
contribution from the O, continuum and the 22 GHz water line have been proposed (e.g.,
Danese and Partridge 1989 and references therein), which tend to increase the signal
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Time

Ta,cMB

un of Scans (I'() (K)
Sept 16 5:45—6:15 16 1.0971+0.025 2.426 £ 0.010
Sept 16 8:28—9:13 21 1.085+0.025 2.404 £ 0.011
Sept 17 11:45—12:07 11 1.07140.025 2.442 £ 0.014
ScEt 19 10:13—10;4_7_ 17 1.078+0.025 2.394 £0.012
All Scans 1.083+0.012 2.413 + 0.006

Table 4.14: Antenna temperature of the atmosphere and CMB. The quoted uncertainties are
statistical only to allow comparison of datz between days.

3.8 GHz 10 GHz

1986 870+108 - 1200+65
1987 950+101 - 1160+83
1988 970+100 108055 -
Model 810—3830 890_962. 990—1120

Table 4.15: Comparison of To amm (mK) measured from Barcroft with model predictions.
The queted uncertainties are 68% confidence level and include systematic effects. Model
predictions assume a range of precipitable water vapor between 2—5 mm.

Reterence L Wavelength | Frequency | 1eMB
(cm) (GHz) (K)

Sironi er al. 1987 50.0 0.6 2.98 £ 0.55
Bensadoun (Smoot er al. 1989) 20.3 1.47 2.50 £ 0.19
Sironi and Bonelli 1986 12.0 2.5 2.79 £0.15
De Amici (Smoot et al. 1989) 7.9 3.8 2.63 £0.11
Mandolesi er al. 1986 6.3 4.75 2.70 £0.07
Kogut 1989 4.0 7.5 2.59 £0.07
Kogut 1989 3.0 10.0 2.62 £ 0.06
Johnson and Wilkinson 1986 1.2 24.8 2.783 £ 0.025
Amici et al. 1985 0.909 33.0 2.81+£0.12




Chapter 4: Measurement at 7.5 GHz 83

magnitude and variability below 10 GHz. The resultant variability in TA Aun at 7.5 GHz is
in better (but still poor) agreement with the observed signal variability.

The value of To am at 7.5 can be compared to measurements from Barcroft at nearby
frequencies. Results from 3.8, 7.5, and 10.0 GHz are summarized in Table 4.15. The
model of atmospheric emission predicts Ta At at 7.5 GHz to be smaller than at 10 GHz
by 100—150 mK, and larger than 3.8 GHz by 80—130 mK. The observed differences
were 95 and 150 mK, respectively. The difference (although not the absolute magnitudes)
from 3.8 to 10 GHz was also in good agreement with the model, suggesting that the value
for Tao,Aum at 7.5 GHz was high by ~30 mK. This is well within the uncertainty of the
measurements. There is no evidence for undetected systematics in the atmospheric
measurements at 7.5 GHz. One is led to the conclusion that, at frequencies below 10 GHz,
the data are better understood than the atmospheric model

4.7.3 The CMB

Table 4.16 lists recent low-frequency CMB measurements below 40 GHz.
Assuming the uncertainties are independent and follow gaussian statistics, the average of
the measurements weighted by the uncertainties is a valid indicator of the mean of the
parent distribution (assuming, of course, that no CMB distortions are present). The
weighted mean of all measurements below 40 GHz, excluding the 7.5 GHz datum, is
2.748+0.021 K (2 = 10.4 / 7 DOF, corresponding to a confidence level 0.2). The result
at 7.5 GHz, 2.5910.07 K, is 2.2 standard deviations away. The mean is heavily weighted
by the balloon-borme measurement at 24.8 GHz, which was indeed intended as a
benchmark. Most of the contribution to the %2 results from this measurement and the next
most precise measurement at 10 GHz. If we arbitrarily reverse the roles of the 7.5 and
24.8 GHz points and calculate the weighted mean including the 7.5 GHz result and
excluding the 24.83 GHz result, the mean CMB temperature below 40 GHz is
2.653+0.033 K (32 = 5.2/ 7 DOF, C.L. = 0.65). The measurement at 7.5 GHz is in
excellent agreement with ground-based measurements, which in turn are in poor agreement
with the higher-frequency balloon-bome measurement at 24.8 GHz.

In fact, the ground-based measurements are not completely independent, and share
some fraction of the total systematic uncertainty (e.g., use of a common cold load). In this
case, the estimated uncertainty of 0.033 K for all ground-based results will be an
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underestimate. The basic conclusion, however, remains unchanges: that the ground-based
results are in conflict with measurements at higher frequencies using different techiniques.
This point will be addressed in greater detail in Chapter 6.
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Chapter 5
Remote Measurement at 141 GHz

5.1 Introduction

A cosmological origin of the CMB makes three firm and testable predictions: the
CMB should have a Planckian spectrum, should be the same throughout the local universe,
and should increase with redshift z as T(z) = Tg(1 + z). In this chapter, I shall discuss the
results of an experiment that could test the latter prediction.

Interstellar spectroscopy provides a method to determine local conditions at remote
locations. While we cannot launch probes throughout the galaxy or back in time to earlier
epochs in the universe, we can detect the photons which have made the journey and which
carry the signature of their interactions with the intervening matter. Typically, one
observes a set of molecular absorption lines arising from a common quantum state, seen in
cold molecular clouds in front of bright continuum sources. From the relative strengths of

the lines and a2 knowledge of molecular physics, the observer can deduce the thermal
background in the absorbing clouds.

This technique has been used successfully with the cyanogen molecule (CN). The
energy levels involved are shown in Figure 5.1. The low-lying rotational levels have
transitions (among others) at 2.64 and 1.32 mm, which are well-populated by the intense
CMB at mm wavelengths. The relative populations in the rotational levels can be
determined by observations of electronic transitions in the optical between these levels and
levels in a higher band. The source of photons at 3874 A is a bright star. Recent results
from CN absorption toward { Oph yield a CMB temperature of 2.796*)5;7 (Crane e al.
1988).

The line widths of the observed CN transitions are a few km s-l, below the
instrumental resolution of the optical spectrometers used. The resultant correction is largely
responsible for the recent upward change in reported CN results with time, from
2.7040.04 (Meyer and Jura 1985) to 2.796*3:31? (Crane er al. 1988). A more serious
constraint is the required illuminating star. Although CN indicates that the CMB at
locations throughout our galaxy has the same brightness as measured on Earth, individual
stars cannot be resolved at redshifts of cosmological interest (z~1). CN is unlikely to
produce an extragalactic CMB measurement.



Chapter 5: Remote Measurement at 141 GHz

&7

N
B3
3 b
2 .
|
o
f1
R(O) R{l) R(2) P(1)
g o< og
2 2 3 =
S B B 5
M M~ M~
> a3 3 S 3
| .32 mm
0 | _2.84mm
X23

Figure 5.1: Transitions in cyanogen used to determine the CMB temperature.
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One possibility for extragalactic CMB measurements lies in atomic spectra. Optical
fine-smucture ransitons in the ground state of neutral carbon (CY or C 1) are sensitive to the
CMB at a wavelength of 0.61 1m, corresponding to an energy gap of 23.6 K. A search
for these lines in QSO spectra resulted in a weak upper limit Tomp < 16 K at a redshift
z=1.776 Meyer et al. 1986).

In 1985 George Smoot, Chuck Bennett, Sam Petuchowski and I began to explore the
possibility of using interstellar formaldehyde (H2CO) to provide a remote detection of the
CMB intensity at 2.1 mm (140.8 GHz). Formaldehyde has several observational
advantages over CN or CI. The observed transitions are between rotational states and lie at
microwave frequencies. Modern radio telescopes can easily resolve lines with widths of a
few km s-1. The illuminating continuum sources are HII regions, extending over several
minutes of arc; the observer is thus not limited to a single line of sight but can map the
absorption and CMB temperature. The association of large HII regions and absorbing
clouds makes HoCO a good candidate for detection at moderate redshifts.

5.2 Concept of the Experiment

5.2.1 Molecular Parameters

The lower-lying rotational energy levels of ortho-formaldehyde are shown in Figure
5.2, with allowed transitions between the states. HoCTO is a slightly asymmetric prolate
rotor whose rotational energy levels show considerably more complicated structure than
those of a simple linear molecule. The rotational levels of total angular momentum J are
split by the slight asymmetry along the B and C axes into doublets with AJ=0, AK=*1
transitions between them. The relative populations of the levels are determined by detailed
balance between:

* The rates of spontaneous and induced radiative transitions in the local radiation field

* The rates of non-radiative processes allowing transitions between levels (principally

collisional excitation from neutral hydrogen molecules [H3]).

» The photon escape probability, determined by the geometry of the absorbing clouds.
Observations of the doublet transitions in the J=1 and J=2 levels determine the relative
populations of the 217 and 11} levels, which are connected by a AJ=t1 AK=0 radiative
transition at rest frequency 140.8 GHz (2.1 mm).

The molecular parameters of ortho-H2CO are summarized in Table 5.1.
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A= 2 cm transition

212 — 14.4885 GHz
Collisional / ! Ny
Transitions ] A= 2.1 mm transition
' v 140.8460 GHz
Lo "
Ground A= 6 cm transition
State 4.8297 GHz

Figure 5.2: Rotational energy levels of ortho-formaldehyde.
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5.2.2 Anomalous Absorption and Pumping

The largest correction to a purely radiative scheme is collisional excitation from H».
H2CO is often seen in absorption in the absence of any discrete continuum source. Some
mechanism pumps the A=6 cm and 2 cm doublet transitions to subthermal values so that
they absorb against the reservoir of CMB photons. A number of mechanisms were
proposed to explain this, of which Hj collisional pumping and sharp spectral features in the
CMEB at 2.1 mm were the leading candidates (Thaddeus 1972 and references therein). The
theoretical actvity surrounding H2CO and anomalous absorption and its ubiquity and ease
of observation make this molecule one of the best-studied under temperatures and densities
typical of interstellar conditions.

Deviations from a Planck spectrum at the AJ=1 transition frequencies can pump the
doublet transitions to subthermal values. If the CMB is hotter at the frequency of the 2;1-
110 mansition (150 GHz) than at the frequency of the 2)2-11 transition (141 GHz), it will
effectively overpopuiate the 21 level at the expense of the 11glevel. The 1;¢ level is then
underpopulated with respect to the CMB temperature at the frequency of the AJ=0 doublet
transition, and will appear in absorption against the CMB. The amount of pumping
depends on the magnitude of the spectral deviation at mm wavelengths and the rates of
radiative transitions among the lower levels of formaldehyde. If all levels past J=2 are
ignored, the lowest four levels are related by (Evans er al. 1975)

€12 £ E13
T”'E“{Tn+Tn'TD

H, (5.1)
where Tjj is the excitation temperature characteristic of the transition between levels i and j,
gjj is the reduced energy difference hvijj/k, and the levels have been labelled consecutively
from the lowest level 1{;. An excess AT at 150 GHz relative to 141 GHz (T24 > T13) will
then produce a cooling in the lower 6 cm doublet. The doublet absorption line depths of
~1K at 6 cm could be explained by spectral distortions of ~0.15 K at 2 mm wavelength.

This simple model has problems. Interstellar formaldehyde, although optically thin at
cm wavelengths, is optically thick in the mm transitions. When the effects of mm photon
trapping are included, the magnitude of the spectral pumping is greatly reduced. The
spectral model also predicts that sub-thermal cooling in one of the doublet transitions
should be accompanied by heating of the other doublet transition. Observations of both
doublet transitions in anomalous absorption show that both appear in absorption against the
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CMB (Evans ez al. 1975). CMB spectral distortions alone cannot explain the relative level
populatons of interstellar HCO, although they may be present at some level.

An alternative explanation is that non-radiative transitions alter the relative populations
of the lower-lying levels. A series of numerical quantum-mechanical calculations showed
that collisions with hydrogen could produce the observed cooling in both the 6- and 2-cm
transitions under conditions typical of molecular clouds (Townes and Cheung 1969,
Garrison er ai. 1975, Green er al. 1978). Resonances in the HoCO-H, system
preferentially pump both doublet transitions to sub-thermal values for Hy densities below
n(Hz) ~ 106 cm-3, depending slightly on the kinetic temperature of the H, (and hence the
collision rate). The collisional pumping depends on transitions to higher rotational levels of
H2CO; if the system is modelled with only the J=1 and J=2 levels, the pumping
disappears.

5.2.3 Non-LTE Radiative Transfer

Formaldehyde in interstellar molecular clouds is not in a state of local thermodynamic
equilibrium (LTE), and cannot be characterized by a single temperature. Statistical
equilibrium for the level populations n;j yields the equation

0= %=J§ { [ Bv(Aji + Bji uy) + n(H2) %i ] nj
- [ Bv(Ajj + Bij uy) + n(Ho)¥;j 1 mj } (5.3)

where Ajj and Bij are the Einstein A and B coefficients for transitions between levels i and
of ortho-formaldehyde; uy is the energy density of the local radiation field at the frequency
v of the transition; Yjj is the rate of collisional excitation; n(H3) is the space density of
molecular hydrogen, and By is the photon escape probability per transition. Throughout
this chapter I shall use the convention that higher-numbered states are higher in energy;
hence, Aijj # O only for i < j (spontaneous emission). Detailed balance provides a relation
between the upward and downward transitions:

gi Bij = gj Bji (5.4)

hv..
gi Yij = g Yji exp( Wkl'il;) (5.5)
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where gj and gj are the statistical weights of levels i and j, h is Planck's constant, and Tyin
is the kinetic temperature of the molecular hydrogen. The collisional excitation rates
themselves have a temperature dependence,

Yij = Yij(Tiin)

which must be included in detailed calculations of level populations. The local radiation
field is assumed to be a combination of a blackbody at temperature Tcmp,

A
UV=§“'

hv
. -1
; [eXP(kTCMB) 1] -1, (5.6)

and greybody emission from warm dust (discussed in §5.5.3). For observations limited to
the absorption lines of HCO, the only observables in Eq. 5.3 are contained in the photon
escape probability, By. The escape probability is a function of the local geometry and
kinematics and the opacity T, where for an isotropic homogeneous medium the opacity T is
defined by the equation of radiative transfer

S

tv=ojav(s') ds' (5.7)
dv _ 5+ s, (5.8)
dt,

Here ay is the absorption coefficient (cm-1), I is the specific intensity of the continuum,
Sy is the source function of the cloud, and s the path length. For an arbitrary geometry,
Eq. 5.8 may have no simple analytic solutions.

The observed line widths in molecular clouds are a few km s-1, much greater than the
thermal widths of order 0.1 km s-! expected for molecules in cold (10—350 K) clouds. In
the absence of turbulent shocks in the clouds, the widths imply large-scale velocity
gradients in the molecular clouds. Thermal pressure inferred from even the strongest
molecular emission lines (=70 K) is insufficient to support the clouds against gravitational
collapse. The clouds are usually modelled as pressure-free spheres of constant density
with radial velocities proportional to the distance r from cloud center,

v(r) = r(%"l—)lf2 =éR!r (5.9)
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where M is the total cloud mass and R is the outer cloud radius. The Large Velocity
Gradient (LVG) model reduces the problem of radiative transport to a local one, in that
photons emitted at radius r interact only within a distance or given by the thermal width

Vthermal,

- R Yiherm
or~R AR
not over the entire radius R of the cloud. The opacity tjj is then given in terms of the

populations nj, nj, and the velocity gradient dv/dr by

h
Tij = Wd_.r{ niBjj - njBii } (5.10)

(Lucy 1971). For this spherical geometry the photon escape probability By is

1 - 'T“
By = _...f.ﬂ’i_‘.ll (5.11)
Tij
(Goldreich and Kwan 1974). Given the observed opacities Tjj in the doublet transitions at
6- and 2- cm wavelength, Egs. 5.3, 5.10, and 5.11 can be solved iteratively for the CMB

temperature and the hydrogen density, provided enough levels are used in the model that

transitions from the uppermost levels contribute only slightly to the total populations in the
lower levels.

5.2.4 Observing Strategy

The ratio of opacities Teem/Tacm in the 6- and 2- cm doublet transitions determines the
relative populations of the 213 and 1) rotational levels. Interpretation of the ratio is
complicated if substantial unresolved structure exists in the clouds. To reduce this
problem, we require observations of the same high angular resolution at both 6 and 2 cm
wavelength. This minimizes effects of opacity gradients within a resolution element, and
removes them to second order in the ratio of the opacities.

To minimize effects of collisional pumping, we desire a source with low Hj density,
and hence optically thin lines of HoCO. The simultanecus high sensitivity and identical
high angular resolution needed to detect weak lines in highly-structured clouds led us to the
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NRAQO's2 Very Large Array (VLA). The VLA is an interferometer consisting of 27 25-m
telescopes operated in several wavelength-scaled configurations. By observing the 6-cm
transition in the VLA C configuration and the 2-cm transition in the D configuration, the
resultant synthesized beamwidth (4") was nearly identical at the two wavelengths.
Appendix C contains a brief review of interferometry.

The source observed was a compromise between systematic corrections for
collisional pumping (suggesting optically thin lines) and telescope integration time
(suggesting strong absorption lines). To ensure that statistical noise in the 2-cm absorption
maps would not be a limiting factor, we chose a source with bright continuum radiation and
moderate opacities in the foreground absorbing clouds, at the cost of some complexity in
the source and cloud structure. W51A (G49.5-0.4) is a giant HII region located in the
Sagittarius spiral arm at a distance of approximately 7.5 kpc (Genzel er al. 1981). W51 is
near the tangent point of the spiral arm. The line of sight traverses some 5 kpc of spiral
arm, with consequent projection effects. Ai.hough the large path length complicates the
morphology of the observed structures, it also allows observation of foreground clouds not
directly associated with the warm cores of the HII regions. The absorbing clouds toward
W51 had been mapped in the 6-cm transition of formaldehyde at 12" angular resolution,
and seemed to contain regions suitable for more detailed analysis (Martin-Pintado er al.
1985). In particular, a strong HoCO absorption line between 64—67 km s-1 existed,
which had been identified with foreground molecular clouds (Arnal and Goss 1985,
Martin-Pintado er al. 1985). We did not attempt to mode! absorption toward the massive
core of W51, restricting analysis instead to the coider, less dense foreground clouds.

5.3 Observations and Data Reduction
5.3.1 Transition at 6 cm

We observed the 6-cm transition (rest frequency 4.8296596 GHz) on 1986 Nov 8
using the VLA in C configuration. Spectral coverage consisted of the inner 32 channels of

3 The National Radio Astronomy Observatory is operated by Associated Universities, Inc., under contract
with the National Science Foundation.
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a 256-channel, 3.125-MHz bandpass centered at 65.0 km s-1 LSRDY; the velocity resolution
was 0.76 km s-1. A total of 5.5 hours was spent on source. We calibrated the flux scale
using an assumed value of 7.46 Jy for 3C286, and used a 0.5 hr integration of 3C84 to
calibrate the bandpass. Phase calibration used 1923+210, observed for 5 minutes of every
30. The VLA's response is improved if the phase center of observations is not coincident

with a bright source; consequently, we displaced the phase center 1' west of the brightest
continuum.

5.3.2 Transition at 2 cm

We observed the 2 cm transition (rest frequency 14.488479 GHz) on 1987 May 1, 2,
and 3, with the VLA in the D configuration. Spectral coverage consisted of the inner 32
channels of a 128-channel, 3.125-MHz bandpass, again centered at 65.0 km s-1 LSR, for
velocity resolution of 0.51 km s-1. A total of 14.5 hours was spent on source, slightly less
than expected owing to a power failure at the VLA site on May 3. We calibrated the flux
scale using a value for 3C286 of 3.53 Jy. Accurate absolute measurement of the opacity at
2 cm required an accurate determinaiion of the bandpass calibration. We used a 1.5 hr
integration of 3C84 (0.5 hrs at the end of each of the 3 observing runs) for bandpass
calibration, ensuring that bandpass calibration was not a limiting error in our determination
of the absorption spectra. As with the 6 cm observations, we used 1923+210, observed 5
minu.vs of every 30, for phase calibration. The phase center was placed closer to the
continuum peak W5le to ensure that the regions of greatest interest (W51e and W51d) lay
inside the half-power point of the primary antenna beam. Table 5.2 lists observing
parameters for both the 6 cm and 2 cm observations.

5.3.3 Data Reduction

We employed standard VLA calibration and data reduction software to convert the
observed visibilities to intensity maps. The three days of 2 cm observation were calibrated
independently before being combined into a single visibility database. The dirty maps were
CLEANed and the CLEAN components used as input for self-calibration of the phases.

For either frequency, Channel Zero contained the average of the inner three-cuarters
of the originally available passband. The velocity range covered in the 31 spectral channels

V-V
b The standard radio definition of velocity is Av = g

¢, where v is the observed line frequency and vg

the rest frequency; ¢ is the velocity of light. All frequencies are corrected to the local standard of rest (LSR).
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Ag 282 106 MHz

Bg 38 834 MHz

Co 34 004 MHz

W 2.34x 10-18 esu cm . _
Table 5.1: Molecular parameters of ortho-formaldehyde.

cm cm
Observing Dates 1986 Nov 6 1987 May 1,2,3
Telescope VLA, C configuration VLA, D configuration
Number of antennas 25 25
Phase center 0 (1950.0) 19h 21m 1950 19h 21m 22 s5
&g (1950.0) 14° 24' 30" 14° 24' 30"

Integration time (h) 55 14.5
Primary HPBW 9 3"
Area Mappad (o x 6) 8.5'x 8.5' 43 x 4.3’
Synthesized HPBW (a x d) 4.14" x 3.59" 3.73" x 3.66"
Rest frequency (GHz) 4.8296596 14.488479
Number of channels 32 32
Channel width (kHz) 12.207 24.414
Velocity resolu:ion (kms-1) 0.76 0.51
Lowest channel (km s-1) 53.6 57.4
Highest channel (km s-1) 76.4 72.6

Table 5.2: Observing Parameters at 6 and 2 cm.

—

Feature Peak Intensity (mJy/beam)
6cm 2cm
w51d 1223£16 197029
W5le 779+25 830431
W51b 19815 16213
W5le; 12519 155+6
W5les 48+4 _l7_.7¢6 — —

Table 5.3: Peak intensity of the brighter continuum regions. Estimated uncertainties are

statistical only.
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had significant absorption in most channels; these channels formed a non-negligible
fraction (24%) of Channel Zero. Spectra over a wider velocity range (Bieging er al. 1982)
show no absorption features which would have contributed significantly to our Channel
Zero that would not be seen in our 31 spectral channels. Accordingly, we formed a
continuum map at both 6- and 2- cm by subtracting from Channel Zero the suitably
weighted average of the 31 data channels. We then appiied a correction for the primary

beam pattern, a significant effect at 2 cm where the primary FWHM was approximately the
size of the area of interest.

As with any interferometer, the VLA's sensitivity to large-scale structure is
determined by the shortest baselines available and the details of the source structure. W51
is known to have considerable extended emission surrounding the compact sources
(Bieging er al. 1982, Gardner and Whiteoak, 1984). Our continuum maps contained 43%
and 55%, respectively, of the flux observed by single-dish measurements at 6- and 2- cm
wavelength. We added the "missing” flux as a constant across the continuum maps; this
amounted to 9.8 mJy/beam at 6 cm and 17.8 mJy/beam at 2 cm, effectively raising the zero
level of the maps without changing the noise properties. The resultant continuum maps
have an RMS noise of 1.5 mJy/beam at 6 cm, and 3 mJy/beam at 2 cm, in blank fields near
the phase center. The RMS noise rises with increasing distance from the phase center in
accordance with the primary beam pattern (Table 5.2).

We produced dirty maps for each spectral channel, as well as a dirty continuum map
(without tiie corrections described above). All maps were 512" x 512" (& x §) at 6 cm and
256" x 256" at 2 cm, with uniform weighting at both wavelengths to maximize resolution.
The absorption maps are the differences between the dirty channel maps and the dirty
continuum, CLEANed and corrected for the primary beam pattern. The absorption maps
have RMS noise near the phase center of 4 mJy/beam at 6 cm and 7 mJy/beam at 2 cm. We

then made maps of the optical depth of the formaldehyde lines in the usual fashion, with the
observed opacity 1 is defined as

z=-In(1 -%L), (5.12)

where ATL is the antenna temperature difference at line center between the continuum and
the absorption line.

To prevent systematic uncertainties in the subtraction of the continuum from
affecting the results, we blanked the optical depth maps wherever corrections to the
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Figure 5.3a: 6-cm continuum toward W51A. The map has been CLEANed and
corrected for primary beam pattern. Contours are at 10, 20, 40, 100, 200, 400, 800, and
1200 mJy/beam. The beam size and shape are indicated by the black oval to the upper left.
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22
RIGHT ASCENSION

Figure 5.3b: 2-cm continuum. The first six contours are at 30, 50, 80, 150, 250, and
500 mly/beam; successive contours are spaced at 300 mJy/beam intervals. The
designations of Martin (1972) are indicated.
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continuu;n for missing flux were more than 10% of the continuum. The cutoff level is 100
mJy/beam for the 6 cm continuum and 75 mJy/beam at 2 cm. The maximum error induced
in the opacity maps by zero-spacing flux uncertainty is 10% at the weakest continuum and
falls to <1% at the continuum peaks. As the continuum flux levels and the response of the
array are similar at both 6 and 2 cm, instrumental errors largely cancel; the systematic

uncertainty in the ratio of the opacities is smaller than the uncertainty in either of the
individual measurements.

Figure 5.3 shows the continuum intensity of W51A as a function of position on the
sky, for both the 6-cm and 2-cm observations. The beam shape (=4") is indicated by the
black oval on each plot. The brighter continuum peaks are labelled according to the
notation of Martin (1972) and Scott (1978). The extended diffuse continuum emission is
visible at the edges of the maps, where it falls near the first contour. RMS noise,
magnified by the correction for primary beam pattern, is also visible in the corners of the 2-
cm continuum plot. The similar flux at both wavelengths is characteristic of HII regions.
Table 5.3 lists the peak intensities of the brighter continuum peaks. Although we observed
absorption over most of the continuum features, we retained for analysis only those regions

with continuum flux density greater than the cutoff (100 mJy/beam at 6 cm, 75 mJy/beam
at 2 cm).

The HyCO absorption, converted to opacity plots, shows a complicated morphology.
Figures 5.4 and 5.5 show contour plots of the opacity in selected velocity channels for both
the 6- and 2-cm transitions. A number of features are obvious. The molecular clouds are
dominated by clumping on scales down to the beam width, corresponding to linear scales
of 0.15 pc. The opacity increases to the E of W51e and to the N and NW of W51d, in
qualitative agreement with observations of lower angular resolution (Arnal and Goss 1985;
Martin-Pintado er al. 1985). In general, we derive higher opacities in the clump peaks, as
would be expected for our finer angular resolution in the presence of small-scale clumping.
A notable new feature of the maps is the concentration of the largest opacities into
extended, ridged features, particularly near 66 and 63.5 km s-1 toward W51e. The opacity
enhancements of these features is large; at 69 km s-1, the 6-cm opacity varies from 0.71 to
0.15 in a single beamwidth. The linear extent of these features is also large, at least 1.5 pc
(the extent of the illuminating continuum).

The spectra are also complicated. Figure 5.6 shows the spectra (at 6 cm) as a
function of position across W51e and W51d. The spectra are broad (FWHM typically 2—
4 km s-1) and contribute substantial signal to several channels to either side of the spectral
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peak. Toward the W51d and the southern half of W51e, a given pixel at map coordinates
(0,8,V) will contain superposed contributions from absorption features at nearby positions
and velocities. To adequately model radiative transfer within a single cloud condensation
("clump"), the contribution from single clumps must be isolated and parametrized.

The signal-to-noise ratio (S/N) of our data allowed such deconvolution of the spatial
and velocity structure. For each (a,3) pixel in our channel maps, we modelled the velocity
spectrum as consisting of either two, one, or no superposed gaussian profiles. Although
the noise in the absorption and continuum maps are known and fairly constant, the
changing continuum magnitude substantially alters the noise as a function of position in the
opacity spectra (Eq. 5.12). Signal fluctuations in several "blank” channels at both the
high- and low-velocity ends of the spectrum served to estimate the noise at each position
The resultant %2 of the model determined the number of gaussian profiles at each (ct,3)
pixel. We rejected modelled profiles with unphysical parameters (e.g., FWMH less than
0.5 channel width or greater than 7 km s-!) and those whose velocity centroids were
outside the velocity range sampled. The modelling process converted the (a,8,V) channel
maps to a set of. velocity profiles (a,8,%;). All subsequent analysis used the modelled
velocity profiles as functions of position.

5.4 Analysis
5.4.1 Clump Identification

Both the channel maps and the modelled profiles show opacity variations At/t of 50%
or more on scales down to the beam size. We wish to isolate identifiable clumps to use the
opacity profiles ai clump center as an estimator of the relative level populations and hence
the CMB temperature. We used the following algorithm to identify clump candidates.
First, we generated a map of opacity vs position for all pixels with modelled velocity
centroids in a given range defined by the velocity separation of the features. Toward
W51d, cuts at 63—66.5 and 67—69.5 km s-! served to separate the two major spectral
features. Toward W5le, where the morphology was more complicated, we used cuts at
61—63, 63—67, 66.5—68, and 67.5—70 km s-!. We took as clump candidates those
pixels with opacity enhancement >50% over surrounding areas, and rejected any consisting
of fewer than 8 contiguous pixels (half of the synthesized beam area). We then compared
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Figure 5.4: Contour plots of the opacity at 6 cm. The LSR velocity of each channel map
is indicated. The lowest contour is at 0.0 opacity; successive contours are spaced by 0.1 to
a maximum of 1.2. The grey scale distinguishes regions of increasing and decreasing

opacity. The beam size is indicated by the shaded oval at the bottom right corner of the first
plot. The reference position is & = 19h 21m 24s_ § = 14° 24' 45" (1950.0)
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Figure 5.5: Plots of the opacity in the 2-cm transition.

The contours are as in
Figure 5.4.
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Figure 5.6: Spectra toward W51e at 6 cm are displayed as a function of position across
the brighter continuum source. The x axis (velocity) runs from 53 to 76 km s-1; the y axis
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the cuts at 6 cm and 2 cm, and rejected any candidates wiiich did not appear at the same
position (,8) at both frequencies. This last test served to reject noisy data, but does
introduce a bias against weak opacity features, which may not appear in the noisier 2-cm
spectra. For example, although both the channel maps and the modelled profiles clearly
show absorption at 61 km s-1, it is patchy and does not appear in quite the same positions
at both frequencies. The clumps identified are not an exhaustive list, but represent a sample
yielding to rea’; parametrization.

Table 5.4 lists nine clumps identified using the algorithm above. The data are for the
clump center, the spectral profile with the largest local opacity enhancement. The center
velocity and FWHM are taken from the 6-cm spectra, which had better signal to noise. The
velocity profiies at 6 cm are in excellent agreement with the 2-cm spectra. Error estimates
are 68% confidence level statistical limits based on the assumption of gaussian noise in the
outermost channels. The clumps are mainly in the velocity range 64—66 km s-1 associated

with foreground molecular clouds; none are associated in position or velocity with the
massive core regions.

5.4.2 Clump Radius

The estimate of the radius of each clump is model-dependent. For a sphere of
constant density and radius R, the opacity in a line of sight displaced a distance d from
clump center will vary according to the length of the chord,

o[- (%)2 J12 (5.13)
)

Convolved with the 4' FWHM of the beam, this fixes the ratio of opacity at clump center to
opacity when the beam center is at the edge of the clump. The convolved opacity ratio t/tg
is dependent on the ratio R/W where W is the beam width; we calculated the radii iteratively
to achieve a self-consistent result. The clumps suffer from some superposition; we
therefore calculated R (using Eq. 5.13) for the largest opacity clump, subtracted the
resultant opacity gradient from the maps, and proceeded to the densest remaining clump.
By restricting analysis to regions with bright background continuum, we reduce effects of
continuum uncertainty and morphology in the determination of clump radius.



108 Chapter 5: Remote Measurement at 141 GHz

The velocity structure of the clouds can be used as a cross-check on the estimates of

clump radii. From Eq. 5.9, the clumps should be marked by a linear velocity gradient
AV/AL, with the velocity difference AV equal to the line width oy

R %'-1 AV =0y.
Figure 5.7 shows the velocity structure of the clouds toward W51 for strips of constant
right ascension centered on several of the clumps. The arrows indicate the position of
clump center inferred from the opacity structure. The clouds are marked by linear velocity
gradients over extended regions. The line width Gy, total velocity difference AV over
transverse distance AL, and the velocity derivative dv/dr are given in Table 5.5. The

transverse extent AL of the linear velocity field, radius R derived from the opacity, and the
radius Ry defined by

Oy
RV:aV_M? (5.14)

can be compared as a test of the assumption of spherical geometry. The ratio Ry/Rt has a
mean value 1.110.2 for clumps 1—38, while the ratio AL/R¢ has 2 mean 1.110.1. The data
have scatter of ~50%. The clumps as a set agree with the LVG model at the 10% level.
Only clump 9 is in serious disagreement with the assumption of a spherical geometry. The
southernmost region toward W51e shows very little transverse velocity gradient yet has a
substantial line width. Since this clump does not agree with the assumed geometry used in
the radiative transfer model, it has been neglected in all further analysis.

5.4.3 Radiative Transfer Model

The line width gy, radius R, and opacities Tgem and Tacm form a set of observables
for each clump, from which we wish to determine the CMB temperature Tcmp. In the
absence of collisional pumping, the opacity ratio Tecm/T2cm 15 a single-valued function of
TcMms, allowing Egs. 5.3, 5.6, 5.10, and 5.11 to be solved for the temperature of the
radiation field (assumed to be dominated by a blackbody) within each clump. In the
presence of collisional pumping, the opacity ratio becomes a function of CMB temperature,
hydrogen density, and kinetic temperature. The hydrogen space density n(H3) and kinetic
temperature Tiin are not directly observable in the HpCO transitions, but must be modelled
using information from other sources.
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Clump a 3 \' FWHM Optical Depth
(1950.0) (1950.0) (kmsl) (kms-1) 6cm 2cm

1 19h21m 24593 14°24 39" 65.1 2.66x0.05 1.004%£0.014 0.335+0.017
2 19h21m 24520 14°24 38" 65.1 3.53+£0.05 0.585+0.007 0.192+0.008
3 19h21m 23573 14°24' 49" 65.7 3.62+0.07 0.509£0.007 0.228+0.018
4 19h21m 24567 14°24' 58" 64.7 3.291+0.09 0.37410.008 0.103%0.011
5 10h21m 25527 14°25' 01" 64.3 2.49+0.19 0.343+0.022 0.16010.025
6 19h21m 22520 14°25 24" 65.7 3.71£0.21 0.501+0.023 0.17310.045
7 19h21m 21553 14°25'17" 68.7 1.88+£0.21 0.53610.031 0.290+0.045
8 19h21m 24507 14°24' 28" 69.6 1.62+0.09 0.714£0.032 0.379+0.030
9 19h21m 24540 14°24'Q7" 67.4 2.47+0.16 0.364%0.019 0.129+0.028

Table 5.4: Summary of clump properties. Estimated uncertainties are statistical only.

= :

Clump Ov

Table 5.5: Clump velocity gradients and radii. Estimated uncertainties are statistical only.

AV
(km s-1) (kms!)  (kms-lpcl) (pc) (pc) (pc)
1 1.133£0.02 2.14+0.07  4.9£0.3  0.4410.04 0.2330.01 0.5010.11
2 1.50+0.02 1.78%0.03  7.1303  0.25+0.04 0.2130.01 0.20+0.03
3 1.54+0.03 0.57+0.06 3.810.5 0.15£0.04 0.4010.06 0.21x0.03
4 1.40+0.04 1.2620.06 4.1+0.3 0.29+0.04 0.3410.03 0.160.01
5 1.06£0.08 0.89%+0.14 6.01£0.8 0.15£0.04 0.1740.02 0.17+0.01
6 1.58+0.09 1.53%0.11 5.5%0.3 0.36£0.04 0.29+0.02 0.28+0.03
7 0.80+£0.09 0.94%0.15 4.410.8 0.18+0.04 0.1810.04 0.22+0.09
8 0.691+0.04 1.86%0.16 5.2%0.5 0.40+0.04 0.13%0.01 0.27+0.25
9 1.05+0.07 0.25+0.08 0.81£0.3 0.25+£0.04 1.310.4 0.21+0.02
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Figure 5.7: Velocity centroids of the fitted 6-cm spectra plotted vs declination for selected
strips centered on the clumps. The arrows note the location of the clump center inferred
from the opacity maps.
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The kinetic temperature of the foreground clouds may be deduced from observations
of 12CO emission toward W51. The J=1-0 transition of 12CO at 2.6 mm is optically thick
and thermalizes to the kinetic temperature of the molecular clouds. Observations of 12CO at
70" angular resolution indicate a kinetic temperature in the 64—67 km s-1 features of 1142
K (Wilson et al. 1974, Plambeck er al. 1983). This value is an average over a much
broader beam than our 4" resolution. The kinetic temperature could conceivably be higher
in the small, denser regions characterized by the clumps. As 0TcMB/91kin > O,
uncertainties in Ty from beam-filling factors will serve to raise the estimate of Toymp. The
temperature rises to 50 K in the molecular clouds associated with the hot, dense core;
however, none of the clumps used are associated with the core. The observed temperature
of the foreground at locations 3 pc apart agrees within 0.5 K; consequently, we take the
kinetic temperature of the foreground clouds containing the clumps to be 1112 K.

The space density of molecular hydrogen may be estimated from the column density
of H7CO, the radius of the clump, and the abundance ratio X between HyCO and Hj,

_ n(H,CO)
X==N) -

The abundance ratio has been determined for a number of molecular clouds (Wadiak et al.
1988, Mundy er al. 1987, and references therein). The data show a general trend toward
lower X at higher Hj densities, perhaps caused by depletion of HyCO onto grains. A
power-law variation of X with Hz density yields the relation

X =[2.0£0.5] x 109 [F;E—(P%z)—;]-o-sio-l (5.15)

which we adopt for the clouds toward W51.

The collisional excitation rates Y;j have been calculated for the He-H2CO system by
Green er al. (1978). The authors argue that the individual rates for the H2-H2CO system
may differ by 20%, but should have similar overall behavior. The greater polarizability of
Hj increases the rates by 20% above the He-H2CO rates, and the smaller reduced mass of
Hj increases the rates by an additional 30%. Our model used the He-H2CO rates of Green
et al. multiplied by a constant factor of 1.510.2.

We now have enough information to solve Eqs. 5.3—5.11 in the context of a
spherically symmetric LVG model. The observables (Gy, Re, T6cm, T2cm) for each clump
yield the CMB temperature and H» density from the following algorithm.
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1) The kinetic temperature Tyiy is set to the nominal value Ty, = 11 K.
2) The CMB temperature is set to an initial value of Topmp = 0.1 K
3) The hydrogen density is set to a start value of n(Hy) = 106 cm-3,

4) The H5CO density is calculated from the current value for n(Hj3) and the
abundance ratio X (Eq. 5.15).

5) Equations 5.3—5.6 form a set of linear equations, which we solve for
the level populations nj in the first 14 rotational transitions of ortho-
formaldehyde. The level populations determine the opacities Tjj and
escape probabilities B for each of the transitions (Eq. 5.10, 5.11).

Step 5 repeats until the escape probabilities are stable with respect to
further iterations.

6) The hydrogen density n(Hj3) is varied (with TcpMp constant) and steps
4—6 repeated until the calculated opacity ratio Tecm/T2cm matches the
observed ratio within pre-determined limits.

7) The CMB temperature is varied, and the algorithm repeats steps 3—7
until both Tgcm and the ratio Tgem/Tocm match the observations within
pre-determined limits.

We evaluated the uncertainties numerically, by varying independently each of the
observables over the range defined by the 68% CL limits, with all other parameters held
constant at their mean values. A simnilar treatment for the systematic parameters Tiin, X,
and Yjj yielded estimates of the systematic uncertainties associated with each parameter.

5.5 Results
5.5.1 Hydrogen Density

The radiative transfer model provides an estimate of the local hydrogen space density
within each clump. Values for each of the clumps are listed in Table 5.6. Although n(H3),
unlike TcMmB, is not a universal constant, the mean value is useful as an estimate of the



Clump n(H») M AV
(104 em-3) (Me) (km s1)
1 1.1£0.2 330 1.1
2 1.6£0.3 140 0.9
3 3.6£0.7 80 0.8
4 2.0:04 20 0.5
5 2.910.6 30 0.6
6 2.0%0.4 105 0.8
7 2.5%0.5 65 0.7
8 2.140.4 100 0.8

Table 5.6: Derived Hj space density, mass, and velocity associated with each clump.

Clump Teme (K)

1 2.44+1.67

2 3.0410.73

3 0.00+1.69

4 2.851+0.31

5 5.2610.59

6 3.19£0.73

7 5.01+£3.19

8 4.57+4.59
Weighted Average 33+0.2

Table 5.7: CMB thermodynamic temperature derived from HCO for each clump. The
error estimates are based on variations of the input opacities, line widths, and radii of the
clumps within their 68% CL limits.
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densities typical within the c.umps. The eight clumps modelled have a mean value for

n(H») of
n(Hy) = (2.0 +0.9) x 104 cm3

This value is midway between the values determined by Amal er al (1985) and Martin-
Pintado er al. (1985). As it depends on the assumed abundance ratio X (Eq. 5.15), it does
not constitute an independent test of the variation of n(H,CO) with n(Hs).

The derived H3 density can be used as a cross-check on the LVG model. From Eq.
5.9, a clump of radius R and mass density p should have an associated velocity

AV =[2Gp 1°SR

=2.1¢( 1(‘)‘4(?%.3 )05 (ll;c) km s-1 (5.16)

Table 5.6 lists the H space density, total mass, and velocity derived for each clump. The

derived velocity gradients for the clumps are higher than the observed values by a factor of
1.8, with a clump-to-clump scatter of 60%.

5.5.2 Mean CMB Temperature

The CMB temperature determined from each clump is listed in Table 5.7. The quoted
uncertainty for each clump is the quadrature sum of the uncertainties in TcMB induced by
the statistical uncertainties of the input parameters Gy, R, T6cm, and T2cm. The largest
contribution to the statistical uncertainty is the uncertainty in radius of each clump, followed
by the opacity in the 2 cm transition.

Errors in ToMB arising from statistical uncertainties in the input clump parameters are
not expected to correlate; consequently, we derive a single CMB temperature from the eight
clumps by taking an average of the clumps weighted by their statistical uncertainties. The
resultant value is

Tewms = 3.3 £0.2 K (statistical unceriainty only).
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5.5.3 Systematic Uncertainty

Uncertainties in Tcyp arising from propagated errors in the radiative transfer model
are correlated from clump to clump and have not been included in the weighted average
above. We estimated their magnitude by running the computer code with values for Ty;p,
X, and the collisional rates Yjj altered from their nominal values. For each run, we
determined the weighted average TcMp as i the previous section. We took the difference
between the nominal Tcmp and the new value as the magnitude of the uncertainty
associated with the parameter being varied.

We have modelled the radiation field in the molecular clouds as dominated by a
blackbody at temperature Tomp. Since large moiecular clouds are frequently associated
with star-forming regions, the possibility exists for significant contributions to the radiation
field from the IR emission of young stars or greybody emission from the ~11 K dust. The

clouds toward W51 have been studied at a number of frequencies, allowing us to resolve
this problem.

Maps at 50, 100, and 500 microns show the IR continuum to be centered on theA

compact HII regions W51e; and W51e; and to a lesser extent on the region IRS2 toward
the region W51d (Harvey er al. 1986, Jaffe er al. 1984). Most of the mass is in the
massive core toward WS51le; and W51e;. There is no indication of hot regions toward the
clumps studied in this work, which are in the foreground. Studies of molecular emission
reinforce this point. NH3 emission and maser activity are frequently associated with star-
forming regions. VLA maps of NH3 emission toward W51 at the LSR velocities of the
clumps show the emission to be centered on the regions of OH and H7O maser activity
toward W51ei, e, and IRS2 (Ho er al. 1983). No emission is detected toward the cold

foreground clouds containing the clumps. We conclude that there is no IR source in these
clouds.

Greybody emission from dust in the clouds is another possible contaminant of the
local mm field. We have included greybody emission from dust in the radiation field used
by our model. We adopted the dust opacity at 100y, T1gp = 0.3, taken from observations
of the warmer clouds toward W51 at 57 km s-1 (Harvey er al. 1986) as a value typical for
the colder dust at 66 km s-1. With emissivity scaled as A-2 (Draine et al. 1984), the dust
changed the estimate of Ty by less than 0.05 K. This limit is small compared to other
systematic sources of uncertainty.
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The estimated systematic uncertainties are listed in Table 5.8. Uncertainties in the
kinetic temperature, abundance ratio, collisional rates, and dust emission are not correlated
with each other, although they are invariant from clump to clump. We took the quadrature
sum of the systematic uncertainty from each term as the estimate of the total systematic
uncertainty of the measurement. The resultant value, 0.9 K, was added in quadrature with

the statistical uncertainty of the weighted average from the eight clumps to yield the final
result

Tem =3.2£20.9 K (2.1 mm)

5.6 Discussion

The CMB temperature at 2.1 mm is in agreement with a 2.7 K blackbody, although
the large uncertainty makes the H;CO measurement of limited use with respect to the CMB
spectrum. It is not consistent with a zero temperature, however, and provides additional
confirmation of the presence of the CMB throughout our Galaxy. In this respect, the
measurement provides evidence for the growing utility of interstellar spectroscopy as a
remote probe of the CMB.

The uncertainty in Tcpmp is dominated by systematic effects. As observations
provide better estimates of the kinetic temperature and abundance ratic toward W51, the
errors can be expected to decrease. Although it is highly unlikely that HoCO will ever
approacl: the sensitivity of CN measurements, HoCO protbes a much larger distance scale
than CN, even within the Galaxy.

More significantly, we have demonstrated that HyCO can be used to provide a CMB
measurement in the presence of a large collisional pumping effect. The implications for a
CMB detection at moderate redshift (z ~ 1) are promising. HoCO is a ubiquitous
component of molecular clouds. It has the advantage over CN that the observed transitions
are in the microwave, and the required continuum sources are HII regions instead of
individual stars. CN is unlikely to provide a CMB detection outside the Galaxy, while
HzCO has been observed in external galaxies in absorption against both continuum sources
and the CMB(Graham er al. 1978, Cohen et al. 1979) . The transition at 2.1 mm is near the
CMB peak even at z=1; consequently, we can still expect significant population of the
lower rotational levels. In this respect H2CO is superior to atomic measurements, which
are in the Wien region of the CMB even at z=2.
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The uncertainty of the measurement is dominated by systematic effects associated
with the molecular physics of the HoCO-Hj system. As such, these uncertainties will not
grow with redshift as rapidly as the (1+z) dependence of the CMB signal. The signal to
noise ratio would become the limiting factor for extragalactic observations. A positive
CMB detection at significant redshift, even with 30% uncertainty, would be of great
interest. We are currently investigating the feasibility of a search for HoCO absorption
toward distant galaxies or QSOs.

Effect Magnitude Uncertainty in Tcms (K)
Collision Rates 120% +0.15
Kinetic Temperature 2K +0.45
Abundance Ratio Magnitude (20+0.5) x 10-9 0.6
Abundance Ratio Power Law 0.5£0.1 +0.45
Dust Emission Greybody at Tkin <0.05 K
Total Estimated Systematics - 0.9 K

Table 5.8: Systematic contributions to the error budget.
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Chapter 6
Analysis and Interpretation

6.1 Precise CMB Measurements

Since 1980, a number of researchers have provided CMB measurements with greatly
improved precision and spectral range. These data are summarized in Table 6.1 and plotted
in Figure 6.1. Several general observations can be made about this data set. First, it
should be noted that the uncertainties in these measurements are dominated by systematic
effects. For measurements using similar techniques (e.g., the Iow-frequency
measurements from Barcroft [A = 20.5, 7.9, 4.0, 3.0, 0.91, and 0.33 c¢m] or the CN
measurements [A = 0.264 and 0.132 cm] ), some portion of the systematic uncertainty is
correlated. The effect of correlated systematics is difficult to assess. Throughout this
chapter, I shall assume that the correlation has negligible effect, and treat the entire
uncertainty of each measurement as independent. At the present time, the data set is large
enough that various subsets may be examined to obtain crude estimates of systematics.
Assuming the means are gaussianly distributed within the uncertainties (and that no spectral
distortions are present), the data weighted by 6-2 will be a valid estimator of the mean of

the parent distribution. Table 6.2 lists weighted means of various subsets of the data.

A natural division of the data is by spectral regime. The maximum brightness B,(T)

of a blackbody at temperature T occurs at a frequency vq given by the Wien displacement
law,

vo = 2k~ 60 T GHz (6.1)
in terms of unit frequency, or
Ag=029T-1cm

in terms of unit wavelength. For a 2.75 K blackbody, these are 165 GHz and C.11 cm,
respectively. I have separated the data set into a Rayleigh-Jeans set (A » Ag), a transition
region (A ~ Ag), and a Wien set (A « Ag), indicated by the thick lines in Table 6.1

Subsets of the full data set, separated by spectral regime, generally agree within 20.
The high %2 within each subset suggests that either the data do not follow gaussian
statistics, that the errors are underestimated, or that CMB spectral features may be present.
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Figure 6.1: Recent measurements of the CMB spectrum.
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Reterence | Wavelength  Frequency  TCMB  lechmque
(cm) (GHz) (K)
Sironi er al. 1987 50.0 0.6 2.98 £ 0.55 GB
Bensadoun (Smoot er al. 1989) 20.3 1.47 250+ 0.19 GB
Sironi and Bonelli 1986 12.0 2.5 2.79£0.15 GB
De Amici (Smoot er al. 1989) 7.9 3.8 2.63%£0.11 GB
Mandolesi er al. 1986 6.3 4.75 2.70 £ 0.07 GB
Kogut 1989 4.0 7.5 2.59 £ 0.07 GB
Kogut 1989 3.0 10.0 2.62 £ 0.06 GB
Johnson and Wilkinson 1986 1.2 24.8 2.783 £ 0.025 BB
De Amici er al. 1985 0.909 33.0 2.81£0.12 GB
Bersanelli er al. 1989 0.333 90.0 2.60 £ 0.09 GB
Meyer and Jura 1985 0.264 113.6 2.70 £ 0.04 CN
0.132 2273 2.76 £0.20 CN
Crane et al. 1988 0.264 113.6 2.796 3013 CN
0.132 227.3 2.85£0.10 CN
Meyer et al. 1989 0.132 227.3 2.83 £0.07 CN
Matsumoto er al. 1988 0.116 259 2.799 £ 0.018 R
Matsumoto et al. 1988 0.0709 423 2.955 £0.017 R
0.0481 624 3.175 £ 0.027 R

Table 6.1: Recent precise measurements of the CMB temperature. The thick lines separate
the Rayleigh-Jeans, intermediate, and Wien regions. "GB" indicates a ground-based
measurement, "BB" a balloon-borne measurement, "CN" a spectroscopic measurement
using the CN molecule, and "R" a rocket-borne experiment. "Kogut 1989" is this thesis.

Subset Weighted Mean %2 DOF
Rayleigh-Jeans (A 2 0.75 cm) 2.736+0.020 15.1 8
Intermediate (0.75 cm S A S Ag) 2.783£0.015 12.1 6
A<SAio 2.766+0.012 32.1 15
Ground-Based 2.646+0.031 5.45 8
Not Ground-Based 2.786+0.013 7.7 6
Three Most Precise 2.794+0.014 0.52 2

Table 6.2: Weighted means of various subsets of the spectral data set.
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Classifying subsets by observing technique sheds further light: now the subsets
disagree at the 46 level, and arc generally consistent internally. Ground-based
measurements are systematically lower than other techniques by 0.14 K. Since the most
precise ground-based measurements are at A 2 3 cm, this can indicate either the presence of
undetected systematic error in the measurements or a possible spectral distortion at long
wavelengths. To distinguish between these two alternatives requires somewhat more
sophisticated analysis. '

6.2 Mechanisms for Spectral Distortions

Energy releasing processes in the early universe can produce distortions from a
Planckian CMB spectrum, provided that the release leaves the matter and radiation fields
out of equilibrium and that a mechanism exists to transfer energy between the matter and
radiation. The present-day size, shape, and spectrum of the distortion will depend on the
epoch and nature of the energy release.

The CMB does not probe the entire thermal history of the universe. At sufficiently
early times, radiative processes such as double Compton scattering (Y +e «>Y+Y+¢€)and
thermal bremsstrahlung can completely thermalize an arbitrarily large energy release.
Energy releases at times earlier than a characteristic redshift zpc result in a nearly
exponential increase in photon number density with time until a Planckian distribution is

established at a higher temperature. Danese and De Zotti (1982) estimate the limit of
observable distortions to be

zpc =~ 2.2 x 106 Qy1/3 h-23, (6.2)

where h is defined as the Hubble constant in units of 50 km s-1 Mpc-1 and Qy, is the baryon
density of the universe relative to the critical density. For nominal values Qp ~ 0.1 and
h=1, double Compton scattering limits the history of the universe observable in the CMB
spectrum to zghs S 5 x 106, or energy scales kTo(l + zops) ~ 1 keV. Processes at higher

energy scales leave observable distortions only through such long-lived phenomena as
particle decay.

At more recent epochs, the dominant interactions between charged particles and the
CMB are non-radiative Compton scattering, which changes the photon energy but
preserves the photon number, and bremsstrahlung, which generates new photons at low
energies. At z < zpg, these processes are unable to regenerate a Planckian spectrum. Itis
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convenient to parametrize distortions from a blackbody spectrum by the Planckian
brightness temperature Tg, defined as

Tr < hv/k _ xTr
B a0l + 1mx)]  Infl + 1m(x)]

(6.3)

where Tgr is the radiation temperature, x = hv/kTR is the dimensionless, redshift-

independent frequency, and M(x) is the photon occupation number. For a Planckian
spectrum, T(x) is the familiar expression 1(x) = (¢* - 1)1, and Tg = TR.

Compton scattering transfers energy between electrons and existing photons but does

not create new photons. The rate of energy transfer for non-relativistic electrons is
parametrized by

_ k[Te(z) - Tr(z)]
= 2

o(z) OT Ne(z) ¢ (6.4)

where me, Te(z) and ne(z) are the electron mass, temperature, and density at redshift z, and
oT is the Thomson cross section

oT = %E (e2/mc2)2.

Eq. 6.4 is simply the average dimensionless energy transfer per collision multiplied by the
collision rate. The integral of this quantity with respect to time gives a measure of the

fractional energy change from Compton scattering, characterized by the dimensionless
quantity

(z) z
y(2) = -ofao dt = -fao %rdz' (6.5)
0

(Zel'dovich and Sunyaev 1969, Kompaneets 1957). The universe is optically thick to
Compton scattering at a redshift z, defined by y(za) = 1, where the value of z, is given by

z3 = 3800 bl 172

(Darese and De Zotti 1980). Energy releases in the range zpc € z < za generate a Bose-
Einstein spectrum, characterized by a chemical potential pu(x):
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1
™=y (6.6)

A Planckian spectrum is a special case of a Bose-Einstein spectrum with p=0.

Bremsstrahlung creates new photons, attenuating the chemical potential exponentially at
low frequencies from its value g at high frequencies:

() = o exp( - 2L ) | (6.7)

(Sunyaev and Zel'dovich 1970). The chemical potential is related to the magnitude of the
energy release OE (relative to the energy Eg stored in the unperturbed radiation) by the
relation

go = 1.4 S_E](E)' ) (6.8)

The frequency x; is the transition frequency between a Planckian and Bose-Einstein
spectrum, the lowest frequency for which Compton scattering can remove newly-generated

bremsstrahlung photons to higher frequencies at z = z;. Danese and De Zotti (1980)
estimate xi as

x1(z) = 67 g(x)112 Qy-1/2 z-3/4

for z ~ z,, where g(x) is the Gaunt factor. The brightness temperature reaches a minimum
at x = 2x). After z3, Compton scattering ceases to sweep bremsstrahlung photons to
higher energy. Free-free processes continue until recombination, effectively attenuating the
initial spectrum and regenerating a Planckian spectrum at frequencies below

x1(z<za) = Qb gx)V2 [ (Z+2eq)V2 - (Zeq+Zrec) V2 112

(Danese and De Zotti 1978). The photon occupation number evolves from Eq. 6.6 to a
form

1 - eYB(X)

= -yB(x)
nx)=mae Y ex o1

(6.9)
where 1) is the Bose-Einstein occupation number and ygp({x) is the optical depth to
bremsstrahlung calculated from the current epoch to the latest epoch zg at which Compton
scattering could sweep bremsstrahlung photons to higher energy, zg = 1.2 x 104 Qy'!
(Danese and De Zotti 1978). Since the initial energy release occurred before the universe
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became optically thin to Compton scattering, zy > z3, Eqs. 6.7—%.9 are insensitive to the
redshift zy, of the release,.

The CMB spectrum evolves along similar lines for energy releases after z,. For z < z,,
the universe is optically thin to Compton scattering (y<!1), which cannot produce the
equilibrium Bose-Einstein spectrum. The result is a partially comptonized spectrum, with
occupation number given by '

T\c(x,)') =

1 X
ity Tl 4t (6.10)

valid for yx2 « 1 (Danese and De Zotti 1978). As before, bremsstrahlung attenuates this
distorted spectrum and adds a source term at low frequencies. At low enough frequencies
xB, the universe is optically hick to bremsstrahlung.

xB = 2.9 x 10-5 : 242 g(x) x2 [(z+Zeq)1/2 - (zrec+2eq)1/2]

The resultant occupation number hxs a form similar to Eq. 6.9,

1 - e"YB(%e)

N(x) = Tc eYB(Xe) T

(6.11)
with M¢(x) taken from Eq. 6.10 and xe calculated from the electron temperature Te. The
magnitude of the energy release is related to the Compton y-parameter by

dE
-E-=C4Y-1

=dy (y«l) (6.12)

(Sunyaev and Zel'dovich 1980). Compton-distorted spectra may be summarized as
follows according to the redshift zy of the release.

* 7 > zpc- Radiative Compton scattering thermalizes any release. No observable distortion
remains.

* ZIDC < Zh < Za: Single Compton scattering establishes a Bose-Einstein spectrum
characterized by a chemical potential g ~ 1.4 S3E/Eg (independent of z). The
spectrum rises at high frequencies, reaches a minimum at x=2x1, and thermalizes
to a Planckian spectrum at low frequencies. The drop in brightness temperature at
2x is the largest observable feature.
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* Za < Zh < Zree: The spectrum is evolving toward, but can not reach, a Bose-Einstein
spectrum. The resultant partial comptonization is characterized by the redshift z
and the Compton y parameter, with 8E/Eg = 4y. The spectrum rises sharply at
high frequencies, falls to a broad minimum in the Rayleigh-Jeans region, and rises

at very low frequencies. The temperature in the Rayleigh-Jeans regime is related to
the undistorted temperature by Ty = Tr(1 - 2y).

* Z < ze¢: The spectrum is similar to the previous case, with negligible rise from
bremsstrahlung. Compton processes arise only in the ionized matter; hence, only
energy releases large enough to ionize the matter are observable. For very recent
releases (z < 8), the number of scatterings per photon is small and energy is not
transmitted efficiently to the CMB.

Although Compton-distorted spectra are fairly natural in that they do not depend on
the details of the energy release, they are by no means the only processes capable of
producing observable distortions. The recent detection of excess flux in the sub-mm CMB
spectrum revived interest in theories of greybody dust emission from an early (Pop III)
generation of stars. In these models, UV radiation from an assumed population of very
massive stars is thermalized by dust and re-emitted at the equilibrium dust temperature.
Since the stars form well after recombination, the re-emitted photons are simply redshifted
to the present era, adding an excess to the Wien region but leaving the Rayleigh-Jeans
spectrum unperturbed. The exact form of the distortion depends on the epoch zj, of the
emission, the dust opacity Xy, and the energy released by the Pop INI stars {(Adams et al.
1989, Hayakawa er al. 1987)

Another process capable of adding photons to the CMB is the decay of massive long-
lived particles in the early universe. Such processes will add excess photons at a frequency
dependent on the mass, lifetime, and decay mode. If the decay is sufficiently early,
bremsstrahlung and Compton-scattering will further distort the excess (Silk and Stebbins
1983). More exotic possibilities include vacuum decay of the universe (Bartley and Silk
1989, Freese er al. 1987) and superconducting cosmic strings (Ostriker and Thompson
1988). These models have the general features of Compton y-distortions, with a large rise
in the brightness temperature at very low frequencies. In such constant-energy source
models, the universe may not go through recombination.
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6.3 Comparison of Data to Theory

Within the past year, the greatest theoretical activity has surrounded the sub-mm
CMB excess of Matsumoto er al. (1988). Their data show a clear deviation from a Planck
spectrum in the Wien region. Largely for technological reasons, the CMB spectrum is
much better sampled in the Rayleigh-Jeans region. The results of this thesis at 3.0 and 4.0
cm fall well within the Rayleigh-Jeans regime; therefore, I shall concentrate on implications
of the low-frequency data on the CMB spectrum.

6.3.1 Dust Emission

The sub-mm excess can be modelled by red-shifted emission from warm dust at
redshifts 40 < zp £ 20. The main constraints on such theories are energetic: the energy

density in the sub-mm excess is ~20% of the energy density in the CMB. Adams er al.
(1989) find that models with Q, between 0.1 and 0.2 can explain the observed excess,

where Q, is the baryon energy density tied up the Pop III stars. The large baryon density
required is uncomfortably close to limits on the total baryonic density, Qp h2 < 0.2, set by
standard models of nucleosynthesis. The effect of the Rayleigh-Jeans data on such models
is small. The value of the CMB temperature in the Rayleigh-Jeans (sufficiently far from the
distortion to be uncontaminated by it) determines the energy density of the CMB and hence
the fractional energy in the sub-mm. The new results at 3.0 and 4.0 cm suggest a slightly
lower temperature, and make the energetics of the excess slightly more severe.

6.3.2 Compton y-Distortions

The general shape of the sub-mm excess also suggests a2 Compton y-distortion.
Since such models predict the Raleigh-Jeans temperature to be lowered by an amount
TRy = TR(1 - 2y), the quality of the fit depends critically upon the Rayleigh-Jeans
temperature. Table 6.3 lists the fitted values for y and Tg for various values of z,. The
best %2 for these models occurs for an energy release at zp ~ 103, and yield values

Tr = 2.818 £ 0.019 K
y =0.020 £ 0.010
%2 = 34.4 (16 DOF) (Al data)
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where the uncertainties are at the 95% confidence level (%2 = X2pest + 4). The significance

of the values for TR and y results entirely from the measurements in the Wien region of the
spectrum; if only points with A < Ag are considered, the values drop to

TR =2.789£0.022 K
y = 0.009 £0.010
x2 = 22.1 (14 DOF) (A < 20)

consistent with a Plank spectrum. Compton-distorted spectra also face a problem of
energetics. Recent energy releases from 3 £ zy < 6 have been considered as possible
progenitors of the diffuse X-ray background, but require Qp > 0.2 (Guilbert and Fabian
1986). Non-baryonic energy sources would escape this problem, and could provide
observable signatures at very long wavelengths.

6.3.3 Compton p-Distortions

Energy released at redshift zp > z, will result in a distorted Bose-Einstein spectrum.
Table 6.4 lists fitted values for pg and Tr. Although the fitted values are not consistent
with a Planck spectrum, the model does a very poor job of describing the data (x2 ~ 200).
The sub-mm excess is not well-described by a Bose-Einstein distribution.

6.3.4 Distortions at Long Wavelengths

A large fraction of the %2 in various models fitting the sub-mm distortion is
attributable to the discrepancy between ground-based and other techniques in the Rayleigh-
Jeans portion of the spectrum. It is instructive to re-examine various models of CMB
distortion to test whether these measurements can be reconciled with each other.

For all data to be consistent within their error bars would require a drop in CMB
brightness below ~ 1 cm, characteristic of Compton p-distortions. The data are consistent
with this interpretation. Table 6.5 lists fitted parameters and %2 of various models for the
data set below Ag. The best fit to the data results from a p-distortion with

Tr = 2.789 £ 0.026 K
o = 0.005 + 0.002
x2 = 18.9 (14 DOF). (A <)
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The uncertainties are 95% CL limits. The required energy release is given by Eq. 6.8, and
amounts to 0.430.1% of the energy in the CMB. Figure 6.2 shows the data along with the
best-fitted mu-distortion. Significantly, the %2 of this model is no longer attributable to a
single method of measurement. However, the drop'in brightness temperature is produced
solely by ground-based measurements and has not been tested by a method with different
systematics. In a field with a history of unsuspected systematic effects, confirmation of
any suspected spectral feature should be obtained by as many methods as possible.

6.4 Conclusions

The long-wavelength results reported in this thesis have improved the characterization
of the Rayleigh-Jeans portion of the CMB spectrum. With the new results at 3.0 and 4.0
cm, there exists an apparent discrepancy of 0.14 K between ground-based measurements
of the CMB and measurements made using other techniques or observing platforms. This
discrepancy can be resolved in two ways: either one set of measurements has undetected

systematics at the 0.14 K level, or the spectrum of the CMB below 1 mm wavelength could
contain a spectral feature such as a Compton p-distortion.

The best model of the measured CMB spectrum below 1 mm wavelength requires an
energy release dE/E = 0.0042£0.001 at redshifts z, = 3800 h-1 Q,-12. The required CMB
temperature at shorter wavelengths (< 1 cm) is 2.789+0.026 K (95% CL.).

At much shorter wavelengths, the measured CMB spectrum rises sharply. This can
be fitted by various dust models (e.g., Adams et al. 1989) or by a Compton y-distortion
with TR = 2.818 K and y = 0.020. This model predicts a flatter spectrum below 1 cm and
is in marginal agreement with the data in the Rayleigh-Jeans region.

Since models such as dust emission do not alter the long-wavelength CMB spectrum,
the entire spectrum can be adequately modelled by an early energy release at zp 2 4 x 104
followed by a later, much larger release responsible for the sub-mm distortion. One is not
forced to infer large undetected systematics in any of the current CMB measurements,

although this remains a possible explanation for the low values of CMB measurements
below 10 GHz.
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103 2.818 0020 344 16

Table 6.3: Results of fitting Compton y-distortions to all recent spectral measurements.

x2  DOF
Qp= 1.0 2.92040.022 0.028+0.003 180.4 16
Q001 28060020  0010+0.002 2057 _ 16

Table 6.4: Results of fitting Compton p-distortions to all recent spectral measurements.
Uncertainties are 95% CL estimates.

Model (Qp = 0.1) Tr 1o y_L x2 DOF
y-distortion 2.789+0.026 0.005+0.002 18.9 14
y-distortion 2.789+0.028 0.0120.01 22.1 14
Weighted Mean 2.766+0.024 32.1 15

Table 6.5: Results of various models for all data with A € A9. Uncertainties are 95% CL.
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6.5 Future Experiments

A second possible CMB distortion would be of great interest. At present, however,
the evidence for such a distortion is not overwhelming, as it rests upon statistical analysis
of a number of measurements with uncertainties comprising a fair fraction of the signal.
All measurements below Ag are within 3¢ of an undistorted spectrum, in distinction to the
large deviations reported at sub-mm wavelengths. Since the Berkeley/Italy collaboration is
responsible for all recent CMB measurements below 10 GHz where a pt-distortion is
greatest, one cannot rule out the possibility that undetected systematics, not the CMB
spectrum, are the cause of the apparent decline in brightness temperature. As long as the
question of the CMB temperature in the Rayleigh-Jeans region remains open at the current
level, competing models of the sub-mm excess (e.g., dust emission and Compton-
scattering) will not be subjected to sufficiently stringent experimental tests.

An independent measurement of the CMB spectrum below 15 GHz would be of great
use. The FIRAS experiment on the COBE satellite will measure the spectrum above 1 cm,
which should confirm the sub-mm excess but will not shed further light on the Rayleigh-
Jeans spectrum. In November 1989, the Berkeley group in collaboration with G. Sironi of
Milano will make CMB measurements from the South Pole at frequencies 0.8, 1.5, 2.5,
3.8, 7.5, and 90 GHz. The measurements at 1.5 and 0.8 GHz in particular will test
models of p-distortions, as they occur near the maximum predicted distortion from a
Planck spectrum (Figure 6.2). The lower foregrounds in terms of RFI, atmospheric
magnitude and variability, Galactic profile, and horizon from a polar site will allow a
reduction in systematics from previous measurements; however, these experiments cannot
be considered independent of other ground-based results.

An CMB measurement in the range 1—10 GHz from a balloon platform is an
attractive possibility. Such a measurement would preclude the necessity of performing tip
scans to measure TA Aim, and would avoid a potential source of systematic uncertainty
(e.g., from antenna near-field response to TA Ground). The frequency would be chosen to
maximize the expected signal difference between a distorted and a Planckian spectrum, in
terms of the achievable error (effectively trading off between the larger galactic signal and
the larger distortions near 1 GHz).
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- ABSTRACT

We bave measured the temperature of the cosmic microwave background radiation (CMBR)
at a frequency of 10 GHz (wavelength 3.0 cmn) as part of a larger effort to determine the
spectrum of the CMBR in the Rayleigh-Jeans region. The instrument used is a superheterodyne
Dicke-switched radiometer. We have repeated the measurement over four summers with
successively improved techniques and equipment. Gur best estimate of the CMBR thermodynamic
temperature at 10 GHz is 2.61 £ 0.06 K, where the error estimate is a 68% confidence level limit.

Subject headings: cosmic background radiation

'Now at the Univeraity of California, San Diego.

2Now at the Massachusetts Institute of Technology.




Appendix A 133

I. INTRODUCTION

The spectrum of the cosmic microwave background radiation (CMBR) constrains energy-
releasing processes in the early universe (Danese and De Zotti 1977). Energy injected into the
CMBR (from turbulent processes, particle decay, or other mechanisms) distorts the spectrum
from a Planckian distribution. If the energy transfer occurs at a redshift less than a few times
109, there is insufficient time for the radiation field to thermalize to a new Planckian distribution;
a combination of Compton scattering and bremsstrahlung results in a distorted (non-thermal)
CMBR spectrum (Sunyaev and Zel'dovich 1970; Danese and De Zotti 1980). The existing data
allow large (200 mK) deviations in the long-wavelength Rayleigh-Jeans portion of the spectrum
(Danese and De Zotti 1978).

To provide better measurements of the Rayleigh-Jeans portion of the spectrum, we entered
an international coilaboration in 1979, the results of which have been reported elsewhere (Smoot
et al. 1983, 19854). The 10 GHz radiometer described here was a part of that collaboration, aand
took data in 1982 and 1983. 1n 1984, the Berkeley group modified the 10 GHz radiometer to allow
automzted atmospheric measurements. In 1986, the radiometer was used once ageain, with further
modificationa to reduce systematic errors observed in previous years. This paper describes the 10

GHz radiometer and the results of measurements taken with it between 1982 and 1988.

II. EXPERIMENTAL CONCEPTS AND DESIGN

The output of a radiometer is proportional to the power P received by the antenna within
a finite bandwidth 8. The radiometer is calibrated in units of antenna temperature T4, which
is related to the thermodyunamic temperature T of a blackbody completely filling the antenna

aperture by the relation

P 2

TA=E=——(¢'—1)T'

where 2z = hv/kT, v is frequency, h is Planck’s constant, and k is Boltzmann's constant.

The antenna temperature of the zenith sky, T4 senuh, i8 Mmeasured by comparing the output of
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the radiometer viewing the zenith sky to the output viewing a load of known temperature, T4 joaq:

Tasemith = T4 load = G(Vaenith = Viowd)

where G is the calibration coefficient (inverse gain) of the radiometer and Vienich and Vi are
the output voltages of the radiometer viewing the zenith or load, respectively. The sky signal is
the sum of signals from the CMBR, the atmosphere, the galaxy, and extraneous ground radiation
entering through the 2ntenna iidelobu. where we have neglected (for purposes of this discussion

but not in the actual analysia) the small attenuation of the CMBR signal by the atmosphere:

T4 senith = Ta.cMBR + Ta st + Ta gataxy + T4 ground - 1)

The antenna temperature of the CMBR is the residual after the atmospheric, ground, and

galactic signals have been subtracted from the measured zenith sky temperature:

Ta.cMBR = G(Vaenitn = Vicad + Taload = Ta.em = Ta ground = Ta.guiaxy) - 2

We have chosen a wavelength of 3.0 em to minimize the two largest residual signals, atmospheric
and galactic emission. Figure 1 shows galactic and atmoapheric emission spectra for low
frequencies at a high-altitude site. Galactic emission is highly anisotropic, with a maximum in
the galactic plane. At low frequencies it is dominated by thermal (Hil emission) and non-thermal
(synchrotron) radiation, and rises steeply at lower frequencies. Atmoapheric emission at 10 GHz
is primarily from oxygen continuum; a small component is due to residual water vapor. On time
scales of a few hours, only the component due to water vapor fluctuates; observing from a dry,
high-altitude site reduces both the water vapor content and variability. Accordingly, we have
performed all measurements from the Nello Pace Laboratory of the Barcroft Facility, White
Mountain Research Station of the University of California, situated at an aititude of 3800 meters
in the White Mountains of eastern California (latitude 38°). The site lies in the rain shadow of the
Sierra Nevada range and has typical water vapor column density below 0.5 g cm~2. Atmospheric

signal magnitude and variability are reduced by a factor of three compared to measurements taken
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near sea level in Berkeley, California.

To reduce systematic errors as much as possible, we measure the contribution of the
atmosphere (which constitutes more than 99% of the last three terms in Equation 2) with the
same instrument used to measure the zenith sky temperature. By proper design of the experiment,
remaining systematic uncertainties in the result may be reduced to a low level.

We measure the first four quantities of Equation 2 (zenith sky, cold load, atmospheric, and
ground signals) at nearly the same time and with the same instrument. Only the small galactic
contribution is modeled, from measurements at lower frequencies appropriately sca.lec'l to 10 GHz.
The galactic model agrees well with measurements at 10.4 GHz (Davies et al. 1987) and with
upper limits at 10 GHz (this work).

The cryogenically cooled reference target, shown in Figure 2, has been described elsewhere
(Smoot et al. 1983) and is shared with other radiometers. It consists of a microwave absorber in
a large (0.7 m) open-mouth dewar covered by two windows of 23-micron polyethylene film. The
absorber is submerged beneath ambient-pressure liquid helium (LHe) and acts as a microwave
blackbody in an oversized multimode waveguide. The helium boiling temperature is calculated
from the measured ambient barometric pressure and converted to antenna temperature. Emission
from the polyethylene windows contributes 3 £ 2 mK; resistive losses in the walls contribute 9 +
5 mK; the power emitted by the radiometer and reflected by the absorber contributes 7 & 4 mK
(Friedman 1984). The coherence length of the radiometer is small enough that coherent reflection
is not a problem; coherent reflections from the target and the radiometer contribute 0 £+ 10 mK to

the total load signal. Summing these signals, the antenna temperature of the cold load is

Taloaa 3.562 £ 0.013 K (1982 - 1984)

= 3.568+0.013 K (1986) .
The higher value for 1986 is the result of a slightly higher ambient pressure in the cold load that
year,

We measure the zenith sky temperature T4 sencn by comparing the output of the radiometer as



136 Appendix A

it alternately views the cold load and the zenith sky. At 10 GHz on White Mountain, the zenith
sky is within 100 mK of the cold load, which greatly reduces the dependence of the CMBR result
on precise knowledge of the absolute calibration.

We measure the atmospheric temperature T4 .1 by correlating the signal change with the
air mass in the beam as the radiometer beam scans different zenith angles. Using the same
radiometer to measure both the atmospheric and zenith sky temperatures eliminates a large source
of potential systematic uncertainty. We further reduce uncertainty in the atmospheric results by
mensuring the atmosphere in two independent ways and correlating the results with atmospheric
mensurements performed at the same time at other frequencies.

We calibrate the radiometer by comparing its output as it alternately views targets of
known, dissimilar temperature. The use of targets at widely different temperatures (LHe and
ambient) reduces the precision to which each temperature must be known. A third, intermediate-
temperature target (liquid nitrogen, LN) allows the small saturation effects to be calculated. The
calibration is monitored to better than 1% throughout the measurement.

The use of a Dicke-switched radiometer viewing similu-témpenture targets in close succession
reduces the effecta of absolute calibration uncertainties and drifta to low levels. A calibration
uncertainty of 1% corresponds to an uncertainty of 12 mK in the atmgpheﬁc temperature and
less than 1 mK in the zenith sky temnperature. Proper use of a Dicke-switched radiometer requires
a stable, ecold reference target. We use the zenith sky for a reference, either viewed directly
(primary antenna) or reflected by an aluminum mirror (secondary antenna). The radiometer is

designed to allow the two antenna beams to scan independently.

III. DESCRIPTION OF THE RADIOMETER

The radiometer used throughout the experiment is a superheterodyne Dicke-switched
radioms=ter with a passband from 9.5 to 10.5 GHz, shown schematically in Figure 3. The two input
ports are identical, conical, corrugated horn antennas, manufactured by CSELT of Torino, Italy,

and designed to have low sidelobes. The measured half-power beamnwidth is 1275, symmetric in
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the E- and H-planes (Bielli et al. 1983).

The signal received by the antennas is fed through rectangular waveguides to an
electromagnetic switch consisting of a latching ferrite three-port circulator. The switch has a
measured insertion loss of less than 0.3 dB between any two coupled ports and has greater than 25
dB isolation between uncoupled ports. It is switched at 100 Hz by an external clock signal. The
circulator allows the input horns to act as sky horns: when the switch connects one horn to the
radiometer, power emitted by the radiometer is broadcast out the other horn, reducing reflection
effects. An isolator located between the switch and the mixer further reduces the magnitude of the
broadcast power. The measured isolation is greater than 36 dB.

The Gunn-effect local oscillator (LO) has output power of approximately 18 mW, which ia
reduced to approximately 10 mW by a waveguide attenuator. The LO is tuned to 10.00 £ 0.01
GHz as confirmed by a spectrum analyzer.

The mixer and intermediate-frequency (IF) pre-amplifier are a single unit with nominal
bandpass 45-550 MHz and direct RF to IF gain of 24 dB. The difference frequency between the
LO and sky signal, after preamplification, undergoes an additional 41 dB of amplification in
a second IF amplifier with nominal bandpass 5-500 MHz. A 6 dB attenuator between the two
amplifiers serves to decouple them and reduces non-linear saturation in the radiometer. The
signal is rectified by a Schottky-barrier detector diode and fed to a lockin amplifier. The lockin
consists of a demodulator synchronous with the switch and an ideal integrator which averages
the demodulated signal for a 2-second period. The voltage gain of the lockin is approximately
1.5%10*. The signal is then digitized and recorded on magnetic tape.

The sensitivity of a Dicke-switched radiometer is defined as the input temperature difference
AT which gives rise to an output voltage equal to the RMS thermal noise fuctuations of the

radiometer itself. For a system with square-wave switching and wide band detection this is given

by (Kraus 1966)

lel

AT=2(_B‘T)_”7- , 3
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where T,,, is the system noise temperature, B is the IF bandwidth, and r is the post-detection
integration time. For this system, To=490 K, B=455 MHz, which gives AT = 46 mK for an
integration time 7 = 1 second. The measured value is 46 + 3 mK Hz~!/2

All receiver components from Dicke switch onward are enclosed in RF-shielded, thermaily-
insulated boxes, as are the power supplies for the receiver and associated electronics. As the
calibraticn coefficient of the radiometer is sensitive to changes in the temperature of the receiver
components, thermal control circuits regulate the temperature of the plate and the power-supply
bax to within 0.1 K. We also monitor the temperatures of the Dicke switch, the power-supply box,
both antennas, and the plate containing the mixer, I[F amplifiers, and detector diode. The horns
are too large and exposed to regulate; however, temperature drifts in the horns are slow compared
to the period over which a single measurement of the CMBR is made (160 to 256 seconds).

The radiometer is mounted on bearings and is free to rotate about a horizontal axis coincident
with the symmetry axis of ~t.he secondary horn. The primary horn, mounted at right angles, may
rotate though 360°. Stops on the bearing mounts allow the primary to point at angles of £30°,
+40°, £90° degrees from the zenith, directly st the zenith (0°), or directly downward (180°, the
position of the cold load). A mirror mounted at 45° to the secondary horn axis redirects the
secondary beam to the gky.

The finite conductivity of the aluminum mirror contributes a small linearly polarized
component to the signal received by the secondary horn. The rotation of the radiometer with
respect to the fixed mirror then induces an angle-dependent modulation of the reference signal.
To reduce the magnitude of the modulation, a quarter-wave plate is installed in the throat of
the secondary horn. The quarter-wave plate consists of a thin Teflon card, which creates a phase
difference of 30° between the components of incident radiation polarized along and acroes the card.
Mounted at 45° to the rectangular waveguide, it has the effect of transforming linearly polarized
radiation aligned with the rectangular waveguide into left-circularly-polarized radiation, and vice
versa. The secondary arm of the receiver is then sensitive to left-circularly-polarized radiation and

10 insensitive to the orientation of incident linearly polarized radiation. The quarter-wave plate
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is not perfect, and a amall residual modulation exists. The magnitude, though, is reduced from
approximately 70 mK.to less than 5 mK.

The ambient calibration target consists of a slab of microwave absorber (Eccosorb CV-3)
mounted in a thermally insulated box. Held over the primary horn, it completely fills the horn
aperture. A temperature sensor buried within the absorber monitors the tamperature to an

accuracy of 0.1 K. The box is closed on all sides when not actually calibrating the radiometer to

allow the entire absorber to maintain thermel equilibrium.

a) 1982 Configuration

The radiometer was first assembled in 1982. The primary horn could point to zenith angles of
£30° while the secondary viewed the sky reflected in a large rectangular aluminum mirror. The
secondary horn faced due north; the primary horn swung in an east/west plane with negative
zenith angles weat. Ground screens constructed of wire mesh prevented extraneous ground
radiation from entering the beam. One set of screens surrounded the secondary born and mirror
on the sides and bottom; another set surrounded the sides of the primary horn as it viewed the
sky (Figure 4).

We took data by rotating the primary horn so that it aiternately viewed the cryogenic target
buried in the ground, the zenith sky, the atmosphere at zenith angles of -30° and +30°, and finally
an ambient calibration target mounted at +90°. The radiometer viewed each target in turn for
32 seconds, then rotated to the next. Less than 4 seconds of each 32 were spent rotating the

radiometer; the rest were devoted to collecting and averaging the signal.

b) 1933 Configuration

The small differential air mass between zenith angles of 30° and 0° magnified the effect of
systematic errors on the calculated atmospheric temperature. In 1983, we added additional zenith
angles of £ 40° to the allowed primary horn positions. This brought the tilted primary beam
closer to the horizon; to provide adequate protection against diffracted ground radiation. the mesh

screens about the primary horn were enlarged. The screens surrounding the secondary horn and
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mirror were also enlarged, and mechanical support for the radiometer’s electronics was improved.

In all other respects, the radiometer in 1983 closely resembled the 1982 configuration.
¢) 1984 Configuration

Atmospheric measurements taken with the primary horn were subject to a fairly large
statistical scatter, due mostly to the small zenith angles used. In 1984, the rectangular mirror
redirecting the secondary beam was replaced by a smaller elliptical mirror. This mirror rotated
about an axis coincident with the secondary horn axis and could be stopped automatically to view
any desired zenith angle to within 4’.

Two independent methods existed to measure the atmospheric temperature. Measurements
with the primary antenna (“primary atmospheres”) were made as part of the CMBR
measurements. In addition, measurements with :he secondary antenna (“secondary atmospheres”)
were made at other times throughout the night to provide & check on the primary results and to
monitor the atmosphere while other radiometers performed CMBR measurements over the cold
load. The secondary measurements took place on a platform located approximately 20 m from
the cold load, rotated 25* to the west to take advantage of the horizon profile at the platform site.
Positive zenith angles during secondary acans have an azimuth of 245°, negative zenith angles
65°. Primary atmospheric scans were changed to view the zenith twice per scan; primary scans
now comprised the angles 180° (cold target), 0°, -40°, -30°, 0°, +30°, +40°, and +90° (ambient
target), in sequence. The secondary scanned angles of +54°, +47°, +40°, +30°, 0°, -30°, -40°, -
47", and -54° in order, ;hile the primary horn viewed the zenith sky as a convenient reference.
Periodically, the scan was stopped and the radiometer calibrated with the ambient target held over
the secondary homn.

The elliptical mirror was measured to intercept 99.7% of the secondary beam. To prevent
signal modulation arising {rom the remaining 0.3%. a large mesh screen was erected behind the
mirror to redirect to the sky any spillover that might otherwise view the ground. The mesh
screens to the sides of the mirror were redesigned to allow the mirror to rotate, and enlarged again

to prevent diffracted ground radiation from entering the redirected beam at the largest zenith
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’ H
angles. Due to problems with the ground shields, the secondary atmospheric scans did not provide

any useful data in 1984.

d) 1986 Configeratson

Mezsurements made after 1984 showed that a combination of dust and dirt collecting on the
wire mesh ground screecs and ground radiation transmitted through the screens could add a signal
of up to 10 K if the antenna directly viewed the screens. While part of this was due to the aging
and oxidation of the wire mesh, prudence dictated that we build alternate ground shields. By
1986, the mesh screens had been replaced by aluminum sheet ground shields, with the exception
of » umall screen used around the primary during secondary atmosepheric scans. Additional ;round
shields were added; the secondary horn/mirror were now completely shielded in all directions
except up. To block diffracted ground radiation during secondary atmospheric scans, a set of
extensions to the side shields was added. The extensions were fixed at a larger zenith angle than
the side shields and undzrcut them; they were designed to substitute sky radiation for diffracted
ground radiation. A set of quarter-wave traps on the original side shields further reduced the
amount of diffracted radiation entering the secondary beam.

Data from 1984 showed that the quarter-wave plate in the throat of the secondary horn could
move far from its optimal position, greatly reducing it effectiveness. Thermal stress from diurnal
heating also bent the Teflon card, again reducing its effectiveness. In 1986, a shallow groove was
cut to hold the card, and the card was removed during the day. New cards made for the 1986
measurements showed an improvement over past years; their performance did not deteriorate
throughout the night.

Tests in 1986 showed a 100 mK signal modulation caused by a slight (10 arcrmin) musalignment
of the necondary horn's symmetry and rotation axes. Rotating the primary horn caused the beam
spillover past the elliptical mirror to vary slightly with position. An oversized trapezoidal murror
was fitted over the elliptical mirror during primary CMBR scans. This removed the modulation.

With new confidence in the results of the secondary atmospheric scans, we altered the
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data collection routine. Each night, secondary atmospheric measurements were made from

the platform for about an hout, with all ground shields in place and a small mesh screen
protecting the (reference) primary from the movement of nearby personnel. The mirror changed
positions automatically every 32 seconds. We then carried the radiometer to the cold load,
where the trapezoidal mirror was placed over the elliptical mirror and an aluminum ground
shield placed around the primary. The side diffraction shields were not not needed for primary
scans, where the secondary contribution needed only to be stable. After the usual CMBR
measurements over the cold load, the radiometer was carried back to the platform, where it
resumed secondary atmospheric scans until dawn. Repeated movement of the radiometer did not

affect its performance. Figure 5 shows the radiometer in its 1986 configuration.

IV. SYSTEM PERFORMANCE TESTS

We made numerous tests of the radiometer and ascociated apparatus before and after each
trip to White Mountain to assese the magnitude of effects contributing to the error budget.
These teste were performed in Berkeley during nights when the atmosphere was stable enough to
yield consistent results. We repeated the most critical tests at White Mountain to vernify that no

changes had occurred during the trip to the site.

a) Systcm;:tic Offset Change e

The CMBR measurements and atmospheric measurements made with the primary horn
compare data taken with the radiometer rotated to view various targets. As the radiometer
rotates on its bearings, gravitational stressea on the components change. It s vital that these
changing stresses do not systematically change the performance of the radiometer, either in offset
or gain, where the offset is defined as the output signal {or zero temperature difference between
the twe input ports. We have tested extensively to limit this effect.

In the simplest test, we covered the primary horn with an ambient-temperature Eccosorb

target, completely filling the aperture. The secondary viewed the reflected sky. We then looked
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for output changes as the radiometer rotated. This procedure tested all radiometer components
except the primary horn upstreem of the Dicke switch, and was quite sensitive to gain changes.
To test the primary upstream of the switch, the primary must view a cold target. This may be
cither an Eccosorb target saturated in LN, or the sky viewed directly or through reflectors. In the
latter two cases, the radiometer cart direction was reversed (or the reflectors interchanged) and
the test repeated to separate instrumental asymmetries from signal asymmetries. In all cases, the
radiometer was repeatedly moved between two or more positions for periods of approximately 17
minutes; the output was recorded every 32 seconds and digitally signal-averaged to improve the
statistics.

Small signal variations were observed as the radiometer primary horn rotated, but they were
not consistent in sign or value from test to teat. Upper limita to sigral variation induced by
changing radiometer position are given in Table 1 for both warm and cold targets. The lack of
consistency from test to test precluded the simple interpretation of warm and cold signals in terms
of a combination of gain variation and offset change for both targets. Instead, we preferred a more
conservative approach and took the magnitude of the cold target resui. as an upper limit on offset
changes and the warm target result as an upper limit on gain variation. As we have taken the
largest signal change observed in many tests rather than the average, the result is likely to be an
overestimate of the actual systematic offset change during CMBR measurements.

In all years, the gain was seen to vary negligibly as a function of radiometer position.
Maximum fractional gain variation measured with Eccosorb over the primary horn was less than
10-3. Note that, for the 180° (straight down) position, it was impossible to use the sky as a cold
target. In this case, s piece of LN-soaked Eccosorb was held over the primary horn and the output
compared for the up and down positions. Prior to 1986, this placed an upper limut of 55 mK on
the size of any output changes caused by radiometer rotation. The limiting factor was observed
drifts in output commencing approximately 15 seconds after the LN-saturated target was placed
over the horn. We assumed that thia represented thermal drift in the target. Tests in 1986 with a

new target revealed that the drifts were caused by the rapid cooling of the primary horn induced
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by contact with LN. Tests performed with the horn temperature carefully controlled then gave a
sigral change of 6 + 17 mK due to horn rotation, consistent with zero change and with the results
obtained with ambient Sccosorb over the primary. Rapid horn cocling at White Mountain was

not a problem, as the measured horn temperature changed by less than ! K over a 40 minute

cbservation.

b) Calibration Stability

Use of a Dicke-awitched radiometer reduces effects of calibraticu variation, but does not
eliminate them completely. An error of 1% in the calibration of the radiometer causes a 12
mK error in the atmospheric temperature, and thus in the CMBR temperature. We measured
the calibratica coefficient every 256 seconds during CMBR measurements, and approximately
once every 15 minutes during secondary atmospheric scans. We therefore required the system
calibration to be stable to 1% or better for at least this long.

We measured calibration stability by placing an ambient Eccosorb target over one horn while
the other viewed the sky. Drifts as smzll as 6G/G = 10~ produced output changes larger than
radiometer or atmospheric noise and were casily observable. Maximum drift observed in all years

was less than 3% 1073 in 17 minutes, easily satisfying our requirement.

¢) Calibration Linearsty

We calibrated the radiometer by comparing the output as the radiometer viewed targets of
known, widely separated temperature. Saturation of the detector diode due to the large power
emitted by the ambient target caused a slight decrease in signal from strict linearity. For the
calibration to be accurate to 1%, this eflect must be measured and included in the data analysis.
Detector non-linearity was found two ways: by direct measurements of the detector diode, and by
substitution of an intermediate-temperature (LN) target for the warm target. The second method
had the advantage of testing the response of the entire detection chain, and provided the more
accurate result. In this method, we alternately calibrated between the ambient target/zenith sky

and a LN target/zenith sky. LN provided a convenient target in the linear regime of the detector.



Appendix A 145

We then measured the atmospheric signal, assumed a zenith sky temperature, calculated the
system gain, and repeated unti] we achieved a self-consistent result. The ratio of system gain
viewing LN and system gain viewing an ambient target provided the non-linear response of the
system. The resulting detector saturation is shown in Table 2. The higher saturation value in 1982
was due to a faulty zener diode in the lockin amplifier, replaced after 1982; all other results were
within experimental limits. Maximum calibration uncertainty was 1% in 1982 and 1983, and was

negligible for 1984 and 1986.
d) Integration

The sensitivity of the radiometer, as defined in Equation 3, is inversely proportional to the
square root of the observing time so long as the radiometer noise contains no time-dependent
structure. As a basic test of radiometer performance, and as a planning tool to enable us to
determine how best to use our limited observing time, we measured the period at which the
white-noise assurnption broke down. In this test, both horns viewed the same cold target (to
prevent target variations from entering the analysis) while the data were averaged for longer
and longer periods. Typically the zenith sky was used as a target. The RMS fluctuations in the
data decreased as expected for periods up to 64 seconds, after which non-random radiometer

fluctuations domninated. This corresponded to an RMS noise level of 5 mK, negligible for our

purposes.

e) Magnetic Sensitivity

The Earth has a magnetic field of approximately 0.5 Gauss. The ferrite switch and isolator
are the components most sensitive to changes in the external magoetic field; as the radiometer
rotates, the changing relative orientation between radiometer components and external field
could conceivably induce a position-dependent signal modulation. We minimized the effect by
wrapping the awitch and isolator in several layers of mu-metal foil. To ensure that enough foil is
used to reduce the residual field to negligible levels, we erected large (1.5 m diameter) coils around

the radiometer and tested for magnetic response at field strengths of 10 and 5 Gauss, oriented
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perpendicular to the rotation axis of the radiometer. The largest response (1.5 mK/Gauss)

contributed negligibly to the radiometer response, and was consisteut with the limits established

by the offset tests.

f) Polarizaticn Response

A quarter-wave plate in the throat of the secondary horn transformed the small linear
polarization of the signal emitted and reflected by the mirror into circular polarization. The
transformation is not perfect, and a residual linearly polarized signal causes a position-dependent
output modulation. We evaluated the efiectiveness of the quarter-wave plate by recording the
response of the radiometer to a known large polarized signal as the angle between the polarization
vector and the radiometer was changed. The small polarized signal from the mirror has been
measured and agreed with the expected signal within the limits of measurement. The resultant
reaidual signal after installation of the quarter-wave plate had a maximum amplitude of 5 mK.
This was consistent with the limits set by the offset tests, which included but did not separat:
polarization eflects. The effectiveness of the quarter-wave plate depended slightly cn its position

within the secondary born's throat. We measured the response of the plate each time it was

installed.

g) Pointing

We determined the atmospheric temperature by correlating the total signal received at a given
zenith angle with the air mass at that angle, using ao atmospheric model. Both the accuracy and
repeatability of the angles used have been tested many times. Prior to 1986, the primary horn
was the major source of atmospheric information. The pointing was found to be accurate and
repeatable to within 4’. In 1986, the secondary and rotating mirror provided the most accurate
atmospheric information, while the primary provided the zenith sky measurement central to the
CMER determination. Each time the large trapezoidal mirror was placed over and then removed
from the amaller rotating eiliptical mirror, the previous absolute pointing of the rotating mirror

was destroyed. Rather than spend the hours necessary to set the angles back to their precise



Appendix A 147

nominal positions, the angles were reset to within 30’ of the nominal positions and the actual
positions recorded. Tests then showed the actual positions chosen were repeatable to 4 or better.
We accorded similar treatment to the primary horn in the interests of saving time, using the the

recorded true pointing angles in the atmospheric analysis.

A) Sidelobe Reception

Extranecus ground radiation entering the beam sidelobes or diffracting over the shields into the
inper beam represented a potentially large source of error in the measurement of the atmosphere
and zenith sky. We preferred to measure the effect directly rather than rely on models based on
beam patterns and shield/horizon profiles. We measured sidelobe reception over the shields by
alternately raising and lowering large aluminum sheeta as simple extensions to the existing ground
shields. We recorded the output and looked for signal changes correlated with extension position.
If any signal was observed, we repeated the test with successively larger shields until no further
change was seen. The total signal change from the largest extension to no extensions was taken
as the magnitude of the sidelobe signal. A similar procedure teated for radiation diffracting over
the shields, with the single exception that the additional shields were not held at the same augle
as the main shield, but at a shallower angle. We tested the primary horn at all angles in all years.
No sidelobe signal was ever observed at zenith. Small (typically 3 mK) signals were seen at 40°;
these were consistent in any given year and were subtracted from the data at the appropriate
angles. The secondary has also been tested since its inception in 1984. Sidelobe reception of up
to 20 mK was observed in 1984; improved ground shields in 1986 reduced this to below 3 mK at

all angles.

i} Primary Screen Interference

During secondary atmospheric measurements, we placed a small mesh screen around the
primary horn to prevent the movement of nearby personnei from affecting the reference beam.
Tests after we returned to Berkeley in 1986 showed that this screen itseif caused a signal

modulation dependent upon the mirror position. We measured the effect in Berkeley in two ways.
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We alternately removed and replaced the screen and checked for effects correlated with screen
position. We also performed alternate atmospheric scans with and without the screen. The two
methods gave results in agreement with each other; the effect ranged from 70 mK at -30° to 140

mK at +47°. We removed this effect from the 1986 secondary data.

V. DATA REDUCTION AND ANALYSIS

To measure the antenna temperature of the CMBR, T4 cmpR, we independently measured
the zenith sky temperature T4 senitn and the atmospheric temperature TA';,m. We then obtained
Ta.cumBr by solving Equation 2.

The voltage output of the radiometer was digitized with a 16-bit analog-to-digital converter
(ADC) and recorded in digitized units (du). Housekeeping information (temperatures within the
radiometer, beam pointing, ambient temperature and pressure) was also recorded. Data taken
between positions were discarded, and the rest used for analysis. Analysis proceeded on a scan-
by-scan basis. First, the calibration was calculated (for scans with a LN or LHe cold load) or
estimated (for secondary atmospheric scans which use the zenith sky as a second calibration
load). Corrections to the data were made, the galactic contribution removed, and the sky and
atmospheric temperatures calculated. For secondary atmospheric scans the calibration, zenith sky

and atmospheric temperatures were recalculated to obtain a self-consistent result.

a) Calibration

We measured the calibration coefficient G of the system using an ambient target and a cold load:

G= 1 Ta.umb = T losd
S Ve = Viowd

where S is the gain saturation factor (Table 2); T4 ump is the antenna temperature of the ambient
target; T4 joas i8 the anienna temperature of the LHe load; Vimp is the radiometer output viewing
the ambient target; and Viauq is the radiometer output viewing the LHe load. The value of
G was roughly 9 mK/du in all years, adjusted so the largest signal difference (ambient-sky,

approximately 300 K) remained on the £32767-du scale of the ADC.
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b) Atmospheric Antenna Temperuture

If the antenna beam were a delta function, the atmosphere were a flat slab, and no sources

existed external to the atmosphere, the atmospheric antenna temperature would be given by

Vo = Vienich

TA'.;‘=G m(o)-l ] (4)

where Vienicr is the radiometer output viewing the zenith sky, and V} is the radiometer output at
zenith angle 4.

In practice, the antenna beam has a 12?5 half-power beamwidth, the atmosphere follows the
curve of the Earth, external radiation is attenuated differently at different angles, and highly
anisotropic sources of radiation exist external to the atmosphere (e.g. the galaxy). These effects
are small (the optical depth of the atmosphere r = 0.005; a curved atmosphere deviates from
a flat one by 0.2% at 40°) and partly cancel; the total difference between Equation 4 and the
atmospheric model used amounts to about 50 mK. The model used is similar to that used by
Witebsky et al. (1986), with a single ambient atmoespheric temperature of 240 K and a single scale
height of 7 km for O; snd H20. Uncertainty in these parameters contributes negligibly to the
atmospheric uncertainty; the dominant uncertainty in the model is the convolution of the beam
pattern with the atmosphere.

The galactic signal, although less than 30 mK at 10 GHz, does have the potential to affect the
atmospheric calculations. In summer at White Mountain, the atmospheric scans can cut through
the galactic plane. The differential galactic signal between zenith and the angie # is multiplied by
approximately [sec(d) — 1]~! in the atmospheric calculations. At 40°, this triples the effect of the
signal. We subtracted the galactic signal from the data using galactic maps compiled from data at
lower frequencies (Haslam et al. 1982) and extrapolated to 10 GHz. An error in the extrapolated
values as great as 50% would, in the worst case, affect the measurement at one atmospheric angle
by less than 40 mK, or the mean T4 om by less than 10 mK.

The automated atmospheric scans taken in 1986 provided a direct upper limit to the

magnitude of the differential galactic signal. Data in which the galactic plane has moved through
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the beam at one angle were indistinguishable from reference data at other angles far from the
plane. This placed an upper limit of 30 mK on the peak magnitude of the galactic signal, limited
by atmospheric drifts over several hour intervals, and consistent with model predictions of 25 mK
peak differential signals.

After corrections for galactic and minor sidelobe contributions, the data at various angles
were averaged to get one value for the atmospheric temperature for each scan. In 1982 through
1984, we took T4 am at each angle § to be the mean of the values at £8. This procedure reduced
the effecta of an overall tilt in the radiometer cart to less than 10 mK, so long as the relative
separation of the angles wxa correct to 10’. The mean value was sssigned an uncertainty; we then
took 8 weighted average of the 30* and 40° results. The statistical and (weighted) systematic
uncertainties were added in quadrature; the resulting uncertainty was dominated by systematic
effects, primarily limits to the systematic offset change.

In 1986, the most accuraté atmospheric data came from the secondary measurements, which

were not subject to an offset change. Eight independent measurements were made each scan.
We made an additional correction for the eflects of the primary screen modulating the secondary
signal. After correction, the data still showed a systematic spread of about 130 mK, with +54°
consietently highest and -30° lowest. The eflect may be due to uncertainty between the screen
modulation effect at White Mountain and as measured in Berkeley with a different bhorizon
profile. As the spread was largsr than the individual systematic errors discussed above, we did
not weight each angle but inatead simply took the mean of all 8 values. We took half the value
of the total spread in the dats ss a conservative estimate of the systematic uncertainty and added
it in quadrature with the smeli ; tatistical uncertainty. The resultant uncertainty was still smaller
than the uncertainty in the primssv atmospheric measurements; the atmospheric temperatures
obtained by both methods were in excellent agreement. Table 3 shows the measured atmospheric
temnperature for 1982-1986.

The secondary atmospheric data were not taken simultaneously with the zenith sky

measurement. 90 GHz (0.33 cm) atmospheric scans showed a smooth linear drift of atmospheric



Appendix A 151

temperature throughout the night. Accordingly, we obtained the 10 GHz atmospheric temperature
by linear interpolation of the secondary atmospheric data. The resulting 10 GHz atmospheric
temperatures for the times of the zenith sky measurement are shown in Table 4, along with the
results of (noisier) primary atmospheric scans taken during zenith sky measurements.

Comparison of atmospheric resuits from all four years is a useful check against possible
systematic effects. Figure 6a shows the 10 GHz atmospheric antenna temperature plotted against
the atmospheric antenna temperature measured simultaneously at 90 GHz, an independent
measure of the atmosphere. The 1982 values are all anomalously low, indicative of either
anornalous atmospheric behaviour or a systematic error. In addition, the 1982 atmospheric data
did not support the result of measurements taken by our collaborators at nearby frequencies
(Partzidge et al. 1984). We have additional atmospheric information in the form of the zenith sky
temperature, which is roughly the sum of a constant CMBR term and a variable atmospheric term
(Equation 1). Figure b shows the measured sky temperature at 10 GHz, also plotted against the
90 GHz atmosphberic temperature. The data correlate well; in particular, the 1982 result shows
no sign of atmospheric anomalies at either 10 or 90 GHz. Any true atmospheric effect should
sppear in both plots; as it does not, we conclude that the previously reported 1982 atmospheric
temperatures are too low by approximately 0.23 K. This is easily understood if a systematic offset
of 0.03 K were present; at zenith angles of 30° used in 1982, the effect of any offset change on the
atmospheric calculations is multiplied by more than six. The previously quoted uncertainty of
0.18 K for the 1982 atmospheric temperature is probably an underestimate, as this value used the
average of many offset testa rather than the maximum reported in Table 1.

A better estimate of the 1982 atmosapheric temperature may be obtained by using the
correlation between the atmospheric temperature at 10 and 90 GHz as measured from 1983 to
1986, for which the data show no evidence of systematic effects. The best-fit line to the 1983-

86 atmospheric data has a slope 0.013 = 0.005 and an intercept 1.012  0.075 K, compared to a
theoretical slope of 0.019 £ 0.001 and an intercept of 0.88 + 0.08 K (Costales et al. 1986). From

this and the measured 1982 atmospheric temper>:..;e at 90 GHz, we obtain the estimated 10 GHz
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atmospheric temperature shown in Table 5. As the atmosphere at 10 GHz may change by more
than 50 mK over several hours, we do not attempted to calculate temperatures for those times
during which 90 GHz data are not available.

The resultant atmospheric and sky measurements form a self-consistent data set. Figure 7
shows the measured zenith sky temperature plotted against the corrected atmospheric temperature
for 1982-1986. The zenith sky temperature measurements include an atmospheric component, but
are much lesa sensitive to systematic effects than the atmospheric measurements. Ignoring a smail
(<15 mK) galactic component, the data should correlate with a unity slope and an intercept equal
to the CMBR anterns temperature. The data are in statistical agreement with the expected ft,

indicating there are no serious undetected systematic errors.

VL. RESULTS

As is usually the case in CMBR measurements, our uncertainty in the CMBR temperature
is dominated by systematic effecta. The atmosphere is the largest background signal in the
experiment; in every year, the total systematic uncertainty is dominated by the uncertainty in
the atmospheric temperature. We have used three different methods to calculate the atmospheric
temperature, with correspondingly different systematic effects. As stated above, we derive
an atmospheric temperature for 1982 by correlating results at 90 GHz with results at 10
GHz taken in later years. The atmospheric uncertainties of 1983 and 1984 are domninated by
upper limits to possible systematic angle-dependent changes in offset. Secondary atmospheric
measurements are not subject to this effect; the 1986 atmospheric uncertainty is dominated
instead by the interference of the primary screen, an effect not present during primary atmospheric
measurements.

Table 6 shows all contributions to the atmospheric systematic uncertainty for a typical vear,
1983. The source terms may vary independently; the total uncestainty at each atmospheric
angle is thus the quadrature sum of the individual atmospheric terms. The data at each angle

are independent of data at other angles. We weight the atmospheric data at each angle by the
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corresponding uncertainty; the uncertainty in the resuit is given by the inverse squared sum of the
individual uncertainties, as shown in the bottom row of Table 6. Values for 1984 or 1986 may be
found by using the appropriate values for offset and gain variation from Tables 1 and 2.

Table 7 shows all systematic effects for the CMBR measurement (zenith sky minus atmospheric
and other signals, Equation 2). After the atmospheric contribution, the major components
are from the cold load and systematic offset changes. While uncertainties in the absolute load
signal do not correlate with atmospheric uncertainties, systematic offset changes due to changing
radiometer position may, and must be considered. Although tests reveal small differences in
radiometer performance as the zenith angle varies, the differences each year are not consistent
from test to test. We take the largest differences each year as upper limits to the magnitude of
any angle-dependent effect (Table 1). The effect at any angle is not correlated with the effect at
any other angle; in particular, the up-down offset change is not observed to correlate with the
zenith-8 atmoapheric offset change. Accordingly, we add the limits on offset change in quadrature

with the atmospheric and other systematic effects to derive a total systematic uncertainty on the

CMBR temperature.

We find the CMBR antenna temperature T4 cmBR by evaluating the terms in Equation 2,
shown in Table 8 as averages over each run. The most important terms are the zenith sky - cold
load temperature difference GAV (column 4) and the atmospheric antenna temperature T4 yem
{column 6). These data are consistent and correlate as expected. To obtain the best estimate
of the CMBR temperature, we solve Equation 2 on a scan-by-scan basis for each year and fit
the resultant CMBR data to a Gaussian. The resuitant CMBR temperatures for all four years
are shown in Table 9. The statistical scatter of the CMBR data after the atmosphere and other
signals have been removed is given in column 4; the total uncertainty is the quadrature sum of the
statistical uncertainty and the systematic uncertainties of Table 7.

The CMBR data from 1982 to 1984 were well described by Gaussian distributions. In 1986, we
obtained only 26 data points, which showed a much larger RMS than expected. Each data point

was the average of one scan, and had an associated uncertainty consistent with that expected
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from radiometer noise. From one scan to the next, however, there were large (~100 mK) jumps
which could not be explained by radiometer noise alone. We conjectur= that the jumps were
caused by equipment shocks induced by rapid movement of the radiometer between jusitions while
taking data at White Mountain, causing a random shift in the offset. Shocks would be expected
to generate random offset changes of either sign, independent of angle, whose average over many
repetitions is zero. This is supported by the observed behaviour of the effect: the output changed
relative to the previous scan only at the 180* and 0° positions, for which the largest movement
and shocks were generated. No effect was observed in offset tests, which involved much gentler
movements of the instrument and test for repeatable non-random systematic changes. Integration
tests with both horns viewing the senith taken between two runs over the cold load showed no
effect, ruling out most intermittent sources of interference whose signs! "rould not be expected to
average tc zero (ground loops, interference with other radiometers, radio-frequency interference).
We concluded that the effect served to inject noise to the output signal at §®and 180°, but did not
alter the mean of the signal difference between the two angles when averaged over many scans.
With this additional source of noise, the RMS noise of the data integrated down to the 47 mK
level. We took the value of 47 mK as a 68% confidence level for the estimate of the uncertainty

of the mean of the parent distribution.

The final 1986 uncertainty of 83 mK was still dominated by the systematic uncertainty in the
atmospheric measurement. In the unlikely event that the effect causing the increased RMS also
changed the mean, the most conservative estimate of the uncertainty is 180 mK, half the total
spread in the 1986 data. As the 1986 results were in agreement with the results of previous years,
there is no statistically significant evidence to justify such a procedure.

Column 5 of Table 9 lists the thermodynamic temperature of the CMBR as determined each
yea;r. along with the total estimated uncertainty. The uncertainty is dominated in each year
by different systematic effects. The 90 GHz correlation uncertainty, any angle-dependent offset
changes, and the primary screen interference are all independent eflects. The results for all years

are in agreement with each other. Since most of the total uncertainty is systematic, not statistical,



Appendix A 155

and since the systematic uncertainty is largely independent each year, we have averaged the values

in Table 9 weighted by their total estimated uncertainty. The resultant CMBR thermodynamic

temnperature at 10 GHz is

Ta.cmar = 2.61£0.06 K.

The combined resuit differs from previously published estimates of the CMBR temperature using
the same radiometer (Smoot et al. 1985a,5) by more than the estimated error. This is largely
due to reanalysis of the 1982 atmospheric temperature made possible by three years of additional
atmospheric data at 10 and 30 GHz. The smaller uncertainty is largely due to the use of the
secondary atmosepheric scans in 1986, which have greatly improved our ability to monitor the

temperature of the atmosphere.

VII. COMPARISON WITH RELATED MEASUREMENTS

Prior to the start of our effort, the only CMBHR measurements near 3.0 cm wavelength were
taken at 3.2 cm shortly after the discovery of the existence of the CMBR. Roll and Wilkinson
(1966) reported T .cmar = 3.0 = 0.5 K, while Stokes et al. (1967) reported a CMBR temperature
of 2.693 33, These data are in agreement with our results. Table 10 lists results of recent CMBR
spectral measurements across a wider frequency range. Taken together, these data are consistent
with an undistorted blackbody with a temperatuie of 2.741 £ 0.016 K. The strictest limits on
energy-releasing processes in the early universe occur for energy released at a redshift = between
10% and 10%. Compton-scattering distorts the CMBR spectrum to higher frequencies, while
bremsstrahlung has largely filled in the low-frequency deficit with new photons, leaving a narrow
colder transition region in the low-frequency spectrum (Danese and De Zotti 1980). The best fit
to such a spectrum yields a fractional energy release AE/Ecspr = 0.0015 with x* of 21.2 for
16 degrees of freedom. Fits to an undistorted spectrum (A E/E=0) by comparison have x* =
22.5 for 17 DOF. (The cosmological barycn density parameter 2, has ~een takzn to be 0.1 for tke
purposes of this discussion). A more comnlete discussion of the CMBR spectrum and resulting

coamological implications will be published in a forthcoming paper (Smoot et al. 19875).
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FIGURE CAPTIONS

Figure 1. Atmospheric and peak galactic emission for a site at 3800 m elevation. The

atmospheric emission is dominated by oxygen (O3) and includes the contribution from typical

water vapor column density of 0.25 g em~3.
Figure 2. Liquid-helium-cooled target used as a reference load.
Figure 3. Schematic of the radiometer.

Figure 4. Radiometer configuration in 1982. The 1983 configuration it similar with slightly larger

screens.
Figure 5. Radiometer configuration in 1986.

Figure Sa. Measured 10 GHz vs 90 GHz atmospheric antenna tempetature. Solid line is best fit

to data excluding the 1982 results.

Figure 6b. 10 GHz zenith sky vs 90 GHz atmospheric antenna temparature. Solid line is best fit

to all data.

Figure 7. Zenith sky vs calculated atmospheric anienna temperature. Solid line is the expected

fit for Ta.cmea = 2.38 K.



160 Appendix A

M. Bersanelli, G. De Amici, A. Kogut, S. Levin, G. Smoot, and C. Witebsky: 50/232 Lawrence

Berkeley Laboratory, University of California, Berkeley, CA 94720

S. D. Friedman: CASS C-011, University of California at San Diego, La Jolla, CA 92093

M. Griffith and B. Grossan: 37/624D Center for Space Research, Massachusetts Institute of

Technology, Cambridge, MA 02139



Appendix A 161

TABLE 1

UPPER LIMITS To SYSTEMATIC OFFSET CHANGES *

Year Warm Target Cold Target
Tested (mK; (mK)
1982 154 40 =8
1093 41 £ 8 43+ 8
1984 65 % 15 ¢ £ 600°
1386 24£6 6 £ 17

% Warm targets are sensitive to gain and offset changes.
Cold targets are sensitive only to offset changes.
® No precise cold measurements were made in 1984.

TABLE 2

MEASURED GAIN SATURATION

Year Saturation (%)
1982 6+1
1983 159%1.0
1984 1.8 £0.2

1986 1.8+0.1
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TABLE 3

MEASURED ATMGSPHERIC ANTENNA TEMPERATURE 2

Dats Time Gain T30 T4D0 T47 T54 Ta.atm

(UT) (mK/du) (K) (K) (K) (K) (K)
1982 Primary Atmosphere?

5 July  5:08-5:48 9.71 £ 0.10 1.00 £0.16 1.00 £ 0.16
12:00~12:30 9.65 = 0.10 0.91 £0.16 091 £0.18

8 July  3:09-3:54 9.75£0.10 0.99 £0.16 0.99 £ 0.16
6:25-7:22 9.69 £ 0.10 0.90 £ 0.16 0.90 £ 0.16
11:45-12:22 9.68 = 0.10 0.91 £0.16 0.91 £ 0.16

1983 Primary Atmosphere

4 Sept  8:26-9:18 895+0.10 1.02+028 1.21+0.14 1.17 £ 0.13

5 Sept  3:32-4:17 895+£0.10 105+028 1.20+£0.14 1.17 £ 0.13
9:01-6:38 891 +0.10 1.06+0.28 1.19 +0.14 1.16 £ 0.13

6 Sept  T:03-8:17 887+0.10 1.37+£028 1.22+%0.14 1.25 = ‘2‘»13

1984 Primary Atmosphere

24 Aug  10:36-11:27 886 +£0.03 1.03+0.43 1.09+ 0.22 1.07 £ 0.20
12:32-13:17 8.85+0.03 1.00£0.43 1.10 £ 0.23 1.08 £ 0.20

25 Aug  7:04-7:51 867003 1.18+043 1.16 £0.22 1.17£0.20

1986 Secondary Atmosphere®

8 Aug  2:53-3:34 924003 1.21£0.09 122+£005 126003 1.27£0.02 125 +0.07
10:12-11:38 .13 £0.03 1.12+0.09 116+£0.05 1.18+0.03 122002 1.17%0.07

9 Aug  3:11-4:18 949+003 129£009 127005 130£003 1.32+0.02 1.30£0.07
9:14-10:08 9.17+£0.03 1.12+0.09 1.17+£005 1.20£003 1.22+0.02 1.18+0.07

® Quantities T30, T40, T47, and T54 (columns 4-7) are the meaa atmospheric antenna
temperatures for £30°, £40°, £47°, and £54°, respectively. T4 um is the appropriately
weighted ryean value (see text). A du is a digiitized unit of radiometer output. Errors
quoted are 68% confidence level limits.

 The uncertainty for TA.aem for 1982 may be an underestimate (see text).

¢ Prior to 1986, only primary atmosepheric measurements were made. For 1986, only
the more accurate secondary results are shown.
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TABLE 4

CoOMPARISON OF 1986 PRIMARY AND SECONDARY ATMOSPHERIC MEASUREMENTS®

Date Time Linear Drift Primary T4 atm Secondary Ty uem

(1986) (UT) (mK/bour) (X) (K)

8 Aug  4:40-5:27 =11=+1 1.24 + 0.12 1.23 £0.07
7:48-8:24 1.19 £ 0.12 1.20 £ 0.07

9 Aug 5:51-6:21 =237 1.17 £+ 0.12 1.24 £ 0.07
7:35-8:11 1.15 £ 0.12 1.20 £ 0.07

® The quoted errors are 68% confidence level limits and include systematic uacertainties.

TABLE 5

CALCULATED ATMOSPHERIC ANTENNA TEMPERATURE *

Date Time Mesasured 50 GHz Measured 10 GHz Calculated 10 GHz

(1982) (UT) Ta.um (K)® Taum (K) Ta.am (K)

5 July 5:08-5:48 13.38 £ 0.57 1.00 £ 0.16 1.19 £ 0.11
12:00-12:30 0.91 £ Q.16

6 July 3:09-3:54 14.08 £ 0.57 0.99 £ 0.16 1.20 £ 0.11
9:01-9:38 13.34 £ 0.57 0.90 £ 0.16 1.19 £ 0.11
11:45-12:22 0.91 £0.16

® Quoted uncertainties are 68% confidence level limits. The “Measured 10 GHz” uncer-
tainty (column 4) may be an underestimate (see text).
® Simultaneous 90 GHz values are not available for some observing times.
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TABLE 6

CONTRIBUTIONS TO ATMOSPHERIC SYSTEMATIC ERROR *

Source Term Approximate Source Approximate Source Atmospheric Error (mK)
Magnitude Uncertainty 30° 40°

Offset Changes 0 mK 43 mK 269 135

Pointing Repeatability i 4 10 ]

Gain 9 mK/du 0.10 mK/du 12 12

Sidelobes 5 mK 3 mK 19 10

Galaxy 25 mK 12 mK 39 19

Atm Model 3% 38 36

Total 275 142

Weighted Total 126

® The values shown are for 1983. Similar values hold for 1984, with larger offset un-

certainty. The 1986 error has no offset term but has an additional observed 63 mK
effzct.

TABLE 7

CoNTRIBUTIONS TO CMBR SYSTEMATIC ERROR

Source Term  Approximate CMBR Error (mK)
Value 1982 1983 1984 1986

Atmosphere 1.15K 110 130 200 65
Offset Change 0 mK 10 43 65 17
Gain 9 mK/du <l <l <1 <1
Cold Load 3.562 K i3 13 13 13
Ground 0 mK 3 3 X} 3
Galaxy 4 mK 3 2 2 4

Total 118 138 211 69
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TABLE 8

TeRMS USED To CALCULATE CMBR ANTENNA TEMPERATURE *

Date Time Number Gav Tatond TA.uT_TT,‘m““ Ta galaxy
(UT) Of Scans (mK) (mK) (mK) (mK) (mK)
1982 5 July 5:08-5:48 15 48 =41 3562 £ 13 1189 =110 0+3 3+3
6 July 3:09-3:54 18 72 £ 41 1195 = 110 3£3
6:25-7:22 22 65 = 40 1185 % 110 33
1983 4 Sept  8:26-9:18 15 =24 £43 3562 £ 13 1170 £ 130 0%3 33
S Sept 3:32-4:17 13 46 = 44 1165 & 130 53
) 9:01-:38 9 32+ 44 1162 + 130 3x3
6 Sept  T:03-8:17 23 108 + 45 1253 £ 130 4+3
1984 24 Aug 10:36-11:27 13 ~53£65 3562+ 13 1074 £ 195 0£3 432
12:32-13:17 9 -94 &= 67 1075 £ 205 3x2
25 Aug T7:04-T:51 12 34 £ 65 1166 £ 195 84
1986 8 Aug 7:48-8:24 9 8+£37 3568 £13 197+ 65 0%£3 5+3
9 Aug  5:51-6:21 8 40 £ 35 1240 = 65 15+ 8
7:35-8:11 9 —68 £ 33 1201 + 65 T4

& The quoted errors are 68% confidence level limits and include systematic uncertainties.
GAYV (column 4) refers to the measured zenith sky - co!: load temperature difference.

TABLE 9

CMBR RESULTS FOR 1982-1986 *

Year Number of Tycupr Statistical CMBR Thermodynamic
Observations (K) RMS (K) Temperature (K)

1982 55 2.430 0.035 2.66 £ 0.12

1983 61 2.401 0.069 263 £0.14

1984 34 2.419 0.045 2.65 £0.21

1986 26 2.331 0.093° 2.56 + 0.08

Combined: 2.61 £0.06

® The errors of the CMBR thermodynamic temperature are 68% confidence level limits
and include systematic effects. The combined result is a weighted average of the resuits
of the four years. '
b The 1986 data are not well-described by a Gaussian distribution (see text).
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TABLE 10

RECENT MEASUREMENTS oF CMBR THERMODYNAMIC TEMPERATURE

References Wavelength  Frequency TcBr
(em) (GHz) (K)
Sironi et al. 1987 50.0 0.6 2.45+0.70
Levin (Smoot et al. 1987a) 21.2 1.41 2.22£0.55
Sironi (Smoot et al. 19855) 12.0 2.5 2.78 £0.13
De Amici (De Amici et al. 1987) 8.1 7 2.58 £0.13
Maadolesi et al. 1986 8.3 4.75 2.70 £ 0.07
Kogut et al. 1987* 3.0 10.0 2.61 %+ 0.06
Johnsoa and Wilkinson 1986 1.2 24.8 2.783 £ 0.025
De Amici (Smoot et al. 1985b) 0.909 33.0 2.81£0.12
Bersagelli and Witebsky 0.333 900  2.60£0.10
(Smoot et al. 19874q)
Meyer & Jura 1985 0.264 113.6 2.70£0.04
Meyer & Jura 1985 0.132 2273 2.76 £0.20
Crane et al. 1986 0.264 113.6 2.74 £ 0.05
Craae et al. 1986 0.132 - 227.3 2.75%3 %3
Peterzon, 0.351 85.5 2.80+0.16
Richards, & 0.198 151 2.95%311
Timusk 1985 0.148 203 2.92+0.10
0.114 264 2.65%3 93
0.100 299 2.55%9 14

-3 148

* This work
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Appendix B
Antenna Temperature of the Reference Load

The reference target/radiometer combination may be modelled without loss of
generality as a perfect radiometer observing a perfect absorber, with a series of reflecting
and absorbing surfaces between them. The antenna temperature of the load is then the sum
of the power emitted by the load (attenuated by the surfaces between the load and the
radiometer) and the power broadcast by the radiometer and reflected back by the load (in
practice, the attenuation is negligible). We will consider these two terms independently.

B.1: Reflection

The reflection coefficient of the cold load is the coherent sum of the individual
amplitude reflection coefficients. Radiation reflecting from surfaces within a coherence
length L of the radiometer can interfere coherently with the broadcast radiation. We include
this effect as an effective phase term for each reflecting surface, where the phase of
reflections internal to the radiometer has been selected as the reference phase. The
amplitude reflection coefficient r of the cold load is thus

[ = IR + [G1€i¥G] + rgoei®G2 + ryyei®H + rpeitA
+ Ip1ei®Pl 4 rpyeitP2 4 rreidT, (B1)

where subscripts R, G, H, A, P, and T refer to the radiometer, glass/teflon windows,
helium liquid/gas interface, microwave absorber, polyethylene windows, and transition
from homn to radiometric cavity, respectively. The magnitudes of the last three terms are
small, and may be ne:glected with negligible error:

I = IR + IG1ei%Gl + rG1ei?G2 + ryei®H + rpeitA | (B2)

The reflected signal is proportional to the square of the reflection coefficient and the
difference in broadcast temperature between the radiometer and the cold load,

ATref = |r|2 (TBroad - TAbs) (B3)

where the temperature of the load to lowest order is simply the temperature of the absorber.
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Squaring Eq. B2 gives the sum
Irf2 = Irr|2 + [rG1]2 + [rG2l? + |ru|2 + |ral2

+ 2TRIG1 cos(9G1)
+ 2IRIG2 cos(0G2)
+ 2IRIy cos(®H)
+ 2IRIA cos(0a)

+ 2rG1rg2 cos(dc1 - $G2)

+ 2rG1TH cos($G1 - OH)

+ 2rG1rA cos(¢G1 - $A)

+ 2rG2ry cos(¢G2 - dH)

+ 2rGgara cos(9Gz - ¢a)

+ 2IHIA cos(OH - GA)- (B4)

Equation B4 is valid for radiation coherent over regions much larger than the separations
between any two surfaces. In practice, the 500-MHz bandwidth B of the radiometer
implies a coherence length A = ¢/B = 60 cm, comparable to the separations involved. Over
distances x~A, the phase coherence diminishes by an amount £(z), where

L@ = [-Silz(z—)]z, (BS)

where the phase difference z is related to the separation x between two surfaces by

2= (B6)
A

Each cosine term in Eq. B4 must be multiplied by the function {(z) applicable for the
separation between the reflecting surfaces.

In addition, there is an effect from illumination. The hom antenna occupies ~6% of
the aperture of the load; in addition, the radiometer beamn diverges as the distance from the
horn mouth increases. Only a fraction I" of the power broadcast from the radiometer and
reflecting from a surface actually re-enters the antenna; the rest reflects from the top plate
and is absorbed by the microwave absorber. Each term in Eq. B4 must also be multiplied
by the illumination " of the reflecting surface. With these corrections, the reflection
coefficient of the reference load may be written as
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1|2 = |rr|2
+|rg1l2 g1 + Irg2[2 TG+ Irul2 T+ [ral2 Ta

+ 2IRIG1 cos(9G1) T'G1 &(zg1)
+ 2IRIG2 cos($G2) T'G2 L(zG2)
+ 2rrry cos(¢H) Tu (zH)
+ 2rrra cos(¢a) Ta §(za)

+ 2rg1rG2 cos(da1 - ¢62) I'c1 6(za1,62)

+ 2rG1ru cos(9G1 - ¢H) T'e1 §(zG1,H)

+ 21G1rA cos(9G1 - $a) I'c1 8(zG1,H)

+ 2rGary cos(9G2 - oH) I'G2 §(zG2,1)

+ 2rGara cos(¢Gz2 - 9a) I'Gz2 L(zg2,0)

+ 2rura cos(¢y - 9a) 'y &(zH,a) (B7)

All terms contributing to Eq. B7 are listed in Table B1. Equation B7 consists of a
constant term (proportional to the summed power reflectivity of each surface and the
illuminations), a term dependent on the product of the amplitude coefficients of the
radiometer and reflecting surfaces (modulated by the phase ¢ between the radiometer and
the reference load), and a term dependent on the amplitude reflection coefficients within the
load (modulated by their separation). The power reflection internal to the radiometer, |I[2,
may be neglected as it cancels in the sky—Iload comparison (provided TA zenith iS not
greatly different from Ta [ pad)-

The phase-independent terms sum to Zirj|2 I = 2.0 x 10-5. Multiplied by the 298 K
temperature difference between the radiometer's broadcast temperature and the absorber
temperature, these terms contribute 6+3 mK to Ta 1 gad-

Terms dependent on the single phase ¢i between the radiometer and the ith reflecting
surface can be calculated knowing the positions of each surface. The terms are small: were
all of the terms to add coherently, the reflection dependent on radiometer position would
sumto < 1 mK. As a precaution, we tested for this effect by sliding the radiometer on a
specially-constructed extension of the radiometric wall. We otasived no signal while
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changing the phases ¢; by more than 4n. Terms dependent on the radiometer's position
contribute 0x1 mK to T [ pad.

Of the remaining terms, only the first has an appreciable magnitude. The term

2rg1rg2 cos(dg1 - ¢62) I'c1 &(zg1,62) .

represents coherent reflection between the two glass/teflon IR-blocking windows. The
windows are spaced 5 cm apart; consequently, the phase term between them has a nominal
value -1. In practice, we cannot be sure that gas pressure does not force the windows
closer together. We take this term to be 0+4 mK instead of the nominal -4 mK. Including

the 3 mK power reflection from the polycthylene windows (neglected after Eq. B2) gives
the total estimated reflected power of 6+5 mK.

B.2: Emission

Emission properties of the reference load are summarized in Table B2. The
temperatures for the glass/teflon IR-blocking windows are taken from sensors on the
radiometric wall where the windows attach. The IR heat load may heat the windows to a
somewhat higher temperature.

The 78-cm diameter radiometric wall is a good approximation to free-space. We
estimate emission from the false wall by convolving the far-field beam pattern with the
radiometric wall, using the emissivity of a thin aluminum layer. The aluminum foil
contributes <1 mK to T4  gad. In addition, there are two joints in the radiometric wall at
the locations of the glass/teflon windows. Modelling emission from the joints as
blackbody gives an upper limit to their contribution of 6 mK. We estimated the total
contribution to TA,Load from emission of warm parts of the load as 13 + 7 mK.

The microwave absorber has an emissivity > 0.999. Its thermodynamic temperature
is that of the liquid helium bath. At the ambient pressure of 481 mm Hg, helium boils at
3.771 £ 0.002 K. Converting to antenna temperature at 7.5 GHz and adding the minor
reflection and emission terms gives the final value for the reference temperature:

TALoad =3.6131£0.009K
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Position (cm) r r £(z)
Radiometer (R) 0.0 0.1 1.0 -
Top IR Window (G1) 111 6.5 x 10-3 7.9x 102 7x 103
Bottom IR Window (G2) 116 1.3 x 10-2 7.9 x 10-2 7 x 103
LHe interface (H) 156 1.2 x 102 2.1x 102 4x 1073
Absorber (A) 162 3.2x 103 2.1 x 10-2 4 x 103
G1-G2 - - -e- 0.9
Gl1-H --- - - 5x 102
Gl-A - 4x 102
G2-H --- - - 6x 102
G2-A - - - 4x 102
H-A - --- --- - 0.9

Table B1: Properties of the reflecting surfaces within the reference load. The position is
relative to the throat of the horn, taken as the reference for position and phase.

Material

Emissivity Temperature (K) Emission (mK)
Polyethylene 2.4 x 10-6 270 0.7
Top IR Window 49 x 10-5 50 2.5
Bottom IR Window 9.9 x 10-5 30 3.0
Radiometric Wall ~104 4—270 <1
Joints 1.0 30, 50 6
Total 13+ 7 mK

Table B2: Emission properties of the reference load.



180

Appendix C
Interferometry

The electric field E(r,t) at a point r emitted from a radio source at location R may be
expressed in terms of its Fourier transform E\(R). For sources of astrophysical interest,
[R| is large, and we may treat the emitting region as a two-dimensional distribution on the
surface of a sphere, characterized by the field distribution gy (R). The resultant field at the
observer's location r is

Ev(r) = | ev(R) °"p(2l’§"_'§l _riie) s 1)

where dS is the element of surface area on the celestial sphere. An interferometer measures
the correlation of the electric field at points rj and ry,

Vy (r1,r2) = <Ey(r) Ey(r)>

2miviRi-rijc -2riviR2-r2lc
e e
=< H ev(R1)ev(R2)

R Rz-rg 451d52>(C2)

where the asterisk represents complex conjugation. Radiation from most astrophysical
sources is spatially incoherent,

<ev(R1)ew(R2) >=0, R;#Rz

and Eq. C2 simplifies to

eZrcile-ru/c e-2n:iviR-r2|/c

= 25 RI2
VV (rl,rZ) = J- < |£V(R)l > IRI lT - rll ‘R . r2| ds (C3)

Defining the unit vector s = R/|R| and the observed intensity I,(s) = IRI2 < [ey(R)|2 >, and
neglecting terms of order {r/R| gives the relation for the correlation

Vy(rry) = f Iy(s) e2mivs- (r1-12)ic 4Q (C4)

For most observations, we are restricted to observing a small section of the sky (often

defined by the primary beam pattern Ay(s) of the racio telescopes used), so that we may
express the unit vector s in terms of the unit vector sg and the vector ¢ perpendicular to sq,

$ =50 + O.
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With the coordinate system conventionally taken such that sg = (0,0,1), the vector ry - ry
may be expressed in terms of unit wavelength,

ri - r2 = A(u,v,w).
Eq. C4 then becomes
Vy (u,v,w) = e-2miw .” Iv(l,m)e-2mi(ul + vm) d] dm (C5)

By convention, the phase e-“™W is absorbed into the left side of Eq. C5 so that the
correlation is independent of w:

Vy(u,v) 7,620% V§ (u,v,w)
= }} Iy(1,m) e-2mi(ul + vm) 4] dm (C6)

Eq. C6 is the coherence function relative to the phase center sq. Its Fourier transform gives
us the desired surface brightness Iy (1,m) on the surface of the celestial sphere:

Iy(I,m) = ﬂ Vy (u,v) e2ri(ul + vm) dy dv (CT

In practice, the surface brighmess Iy(s) is convolved with the normalized beam pattern
Ay(s) of the individual elements of the interferometer. The coherence function (Eq. C6)
then becomes

Vy(u,v) = .U Av(l,m) Iy(1,m) e-2mitul + vm) 4} dm (C8)

and is referred tc as the complex visibility. For a finite number of clements in the
interferometer, the complex visibility is not known for all (u,v), but is a set of discrete
samples in the u-v plane. Defining the sampling function S(u,v) to be zero wherever no

data are taken and unity otherwise, the Fourier transform of the complex visibility (Eq. C7)
becomes

I%(0,m) = .U Vy (u,v) S(u,v) e2ni(ul + vim) gy dv (C9)

and is referred to as the "dirty" image of the source brightness distribution. L is the true
intensity convolved with the synthesized beam,

B(l,m) = _” S(u,v) e2wi(ul + vm) dy dv. (C10)
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The smallest spatial structure to which the interferometer is sensitive is given by the largest
baselines in the (u,v) plane, and the largest structure by the smallest baselines.

For a thorough derivation of interferometry and synthesis imaging at the VLA, the
reader is referred to the NRAO Synthesis Imaging course notes (ed. Perley ez al. 1985).
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