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Search for Right-Handed Currents 

in Muon Decay 

Alexander Ezra Jodidio 

Abstract 

Limits are reported on charged right-handed cu r ren t s , based on 

precise measurement of the endpoint e + spectrum i'l u + decay. Highly 

polarized \i+ from the TRIUMF "surface" muon beam were stopped in high 

pur i ty metal f o i l s and l iquid He t a rge t s selected to minimize 

depolar izat ion e f f e c t s . Decay e + emitted within 160 mrad of the beam 

direc t ion were momentum-analyzed to 0.15%. Muons were stopped within 

e i ther a spin-precessing t ransverse f i e ld (70-G or 110-G) or a 

spin-holding longi tudinal f i e ld (0.3-T or 1.1-T). Data collected 

with the spin-precessing f i e l d were used for the momentum ca l ib ra t ion 

of the spectrometer. The spin-held data were used to measure the 

r e l a t i v e e + r a t e a t the endpoint. An extrapolat ion was made to 

ext rac t the endpoint r a t e opposite to the u + sp in . In terms of the 

standard muon decay parameters t h i s r a t e i s given by (1-£;P„6/p) where 

Py i s muon po la r i za t ion . The r e s u l t for CP^/p was consistent with 

the V-A predic t ion of 1. I t i s quoted as a 90% confidence lower 

l imi t 5P u6/p>0.9975 since we are unable to correct for a l l possible 

sources of muon depolar iza t ion. For the model with manifest 

l e f t - r i g h t symmetry and massless neutrinos the r e s u l t implies 90% 
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confidence l imi ts m(W2)>^32 GeV/c2 and -0.050<£<0.035, where \i2

 i s 

the predominantly right-handed boson and r, i s the l e f t - r i g h t mixing 

angle . With the assumption of no l e f t - r i g h t mixing an equivalent 90% 

confidence upper l imi t of 0.025 is obtained on the absolute value of 

the r a t i o of a possible V+A amplitude to the dominant V-A amplitude 

in muon and pion decays. Limits are a lso deduced on the V„L niass and 

h e l i c i t y in TT+ decay, non-(V-A) couplings in he l i c i ty project ion 

form, the mass scale of composite l ep tons , and the branching r a t i o 

for y+e+f where f (familon) i s the neut ra l massless Nambu-Goldstone 

boson associated with flavor symmetry breaking. 
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I . INTRODUCTION 

In the widely accepted Glashow-Weinberg-Salam (GV/S) SU(2)L x U(1) 

model of weak and electromagnetic i n t e r a c t i o n s 1 the V-A s t ructure of 

weak in te rac t ion has been put in _a p r i o r i to obtain agreement with 

experiments. Although the model agret.; wi ?h a l l experimental r e s u l t s 

up to presently ava i lab le energies , the experimental precision has 

not been suf f ic ien t to ru le out r e l a t i v e l y large deviations from the 

V-A s t r u c t u r e . 2 We have made a sens i t ive search for such deviations 

by measuring the muon decay spectrum near the end-point . Our r e s u l t 

i s pa r t i cu la r ly su i ted for s e t t i n g s t r ingent l imi t s on charged 

right-handed, i . e . V+A, cur ren t s , and for constraining parameters in 

the l e f t - r i g h t symmetric models. 

The l e f t - r i g h t symmetric (LRS) models, 3 based on the gauge group 

SU(2)f{ x SU(2)L x U(1), have been in tensively s tudied as extensions 

of the standard GWS model. Such models have a great aes the t ic appeal 

because the Lagrangian has a L-R symmetry and pa r i t y conservation i s 

res tored at moderate energies . In such models the V-A nature of weak 

in te rac t ion at low energies i s due to the spontaneous symmetry 

breaking mechanism, as a r e su l t of which the predominantly 

right-handed gauge boson W2 acquires a heavier mass than the 

predominantly left-handed boson W-].1* The mass-squared r a t i o 01 

physical bosons Ŵ  and W2 wil l be denoted by E=m2(Wi)/m2(W2). The 

mass e igenstates W-| and W2 are r e l a t e d to Ŵ  and WR by a mixing angle 

i,, Wi=WLcos^-WRSin^,, W2=WL,sinc+WRCOS5> 

Let us review the exis t ing l i m i t s on charged right-handed 
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c u r r e n t s . The l imi t s that can be obtained from leptonic and 

semi-leptonic weak processes depend on the masses of the associated 

right-handed neu t r inos . If neutrinos are Dirac fermions, v^ and VR 

must necessar i ly have the same mass, s ince they are di f ferent 

h e l i c i t y s t a t e s of the same p a r t i c l e . In t h i s case the predominantly 

right-handed boson W2 par t i c ipa tes in low-energy processes . However, 

in some a t t r a c t i v e theor ies neutrinos are Majorana p a r t i c l e s . 5 Since 

the re can be both Majorana and Dirac mass terms in the neutrino mass 

matr ix , the physical neutrinos V| and V2 may have d i f ferent masses. 

In most models the predominantly left-handed neutrino v-| i s predicted 

to be very l i g h t , m(v-| )~me2/m(W2), while the predominantly 

right-handed neutrino V2 i s very heavy, m(v2)~m(W2), and therefore 

cannot be produced in low energy experiments. The physical neutrinos 

v-j and V2 are r e l a t e d to v^ and VR by a mixing angle 6, expected to 

be of the order of me/m(W2). Ignoring the very small neutrino mixing 

angle , purely leptoni . ; processes, requi r ing production of at l eas t 

one V2, do not se t l i m i t s on right-handed currents in such theor ies . 

Semi-leptonic processes such as vN and vN sca t t e r ing , which do not 

r equ i re a production of V2, can s t i l l se t a l imit on the mixing 

angle 5. 

Hadronic weak processes set l i m i t s on right-handed currents 

independently of VR masses. In a c lass of models, ca l led 

'manifes t ly ' L-R symmetric, the left-handed and right-handed 

Kobayashi-Maskawa quark mixing angles are assumed to be iden t i ca l , 

and CP invariance i s assumed to hold. In these models the K -̂Kg mass 

difference requires m(W2)>1.6 TeV,6 and current algebra analysis of 
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AS=1 decays yie lds eSO.004, m(W2)>300 GeV for £=0. 7 If left-handed 

and right-handed mixing angles are not ident ica l (which i s a very 

unnatural and unaesthet ic assumption), hadronic processes are 

consis tent with m(W2)~300 GeV.8 

Another s t rong l imi t on the mixing angle c, £<0.005, has been 

obtained in a model-dependent ana lys is of semileptonic weak 

processes, assuming again manifest L-R symmetry.9 

The contours corresponding to 90? confidence l i m i t s 1 0 on e and c 

from the experiments in 0 decay, u decay and vN, vN sca t t e r ing , are 

shown in Fig. 1 .1 . The allowed regions contain the or ig in e=£=0, 

which i s the V-A l i m i t . Manifest L-R symmetry has been assumed. The 

contours from \i and 0 decay experiments have been p lo t ted with the 

assumption that the right-handed neutrinos are su f f i c i en t ly l igh t not 

to affect the kinematics. The bold e l l i p se in Fig . 1.1 i s the 

combined r e s u l t from the analysis of muon decay spectrum at the 

end-point, opposite the y + sp in , presented in t h i s t h e s i s , and from 

the pSR analysis published p r e v i o u s l y . 1 1 ' 1 2 The other muon-decay 

contours are derived from the measurement of the polar iza t ion 

parameter gP (dotted curve, Ref. 13) and the Michel parameter p 

( so l id curve, Ref. 11). Nuclear ($ decay contours are derived from 

the Gamow-Teller f$ polar iza t ion (dot-dashed curve, Ref. 15); the 

comparison of Gamow-Teller and Fermi 0 polar izat ions (long-dashed 

curves, Ref. 16); and the 1^Ne asymmetry A(0) and f t r a t i o , with the 

assumption of conserved vector current (short-dashed curves, 

Ref. 17). The l im i t s from the y d i s t r ibu t ions in vN, vN sca t t e r ing 

(double l i n e s , Ref. 18) are val id i r respect ive of VR mass. 
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XBL 8512 11762 

FIG. 1.1. Experimental 90$-confidence limits on the 

mass-squared ratio e and mixirg angle £ for the gauge bosons W-j and 

W2. The allowed regions are those which include E=£=0. The sources 

of the limits are described in the text. 
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The rest of this thesis is organized as follows. In section II 

we discuss the properties of the muon decay spectrum and present the 

basic idea in the data analysis. The beamline and experimental 

apparatus are discussed in section III. Event reconstruction and 

selection are considered in section IV. Data analysis and data 

fitting results are presented in section V. Corrections and 

systematic errors are discussed ir. sections VI and VII. The 

conclusions from the experimental result are drawn in section VIII. 
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I I . MUON DECAY SPECTRUM 

In the discussion of the muon decay spectrum we wi l l assume that 

neutr inos are s u f f i c i e n t l y l ight not to affect the kinematics. We 

wi l l r e tu rn to the question of massive neutrinos in sec t ion VIII . 

The muon d i f f e r e n t i a l decay r a t e for an in te rac t ion mediated by a 

heavy vector boson W di f fe rs from the decay r a t e computed with the 

corresponding four-fermion contact i n t e rac t ion Hamiltonian by t e r m s 1 9 

of order (m^/My)2. These terms are -10~6 for My=80 GeV/c 2 and are 

neg l ig ib le at the present level of experimental prec is ion . 

Consequently we wi l l use the expression for the muon decay spectrum 

computed for a four-fermion contact i n t e r ac t i on . 

If rad ia t ive correct ions are ignored, the muon d i f f e r en t i a l decay 

r a t e , 2 0 integrated over e + spin d i r e c t i o n s , i s given by 

/H2T. H mp Y-i 
i [<3-2x) + ( !p - l ) (Hx-3)+12 ^ ^ TIJ x 2 dxd(cose) 3 m u x 

(2.1) 
- [(2x-1)+(r6-1)CJx-3)]5PyOOse • 

Here x i s the standard reduced energy var iable x = E e / E m a x , where 

E m a x =(m e

2 +m u

2 ) / (2m l I )=52.83 MeV i s the maximum energy; me and m^ are 

the p a r t i c l e masses. The effects of f i n i t e positron mass are 

neglected in the above formula but not in the ana lys i s , ir-6 i s the 

angle between posi tron momentum and muon polar izat ion vector P^ in 

the ]i+ r e s t frame. The four muon decay parameters p, TI, £, <5 have 

been previously measured, and the i r world average v a l u e s 2 1 prior to 

our experiment are given in Table I I . 1. The values these parameters 

take in the L-R symmetric model are a lso l i s t e d in Table I I . 1 to 
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TABLE II.1. Values of the muon decay parameters p, n, £, 6 in 

the V-A model and the manifestly left-right symmetric (LRS) model 

with massless neutrinos. Their world-average experimental values21 

prior to our experiment are also listed. The values in the LRS model 

are given to the lowest order in the mass-squared ratio e and mixing 

angle t, for the gauge bosons W-] and W 2. 

Decay V-A Value in 
Parameter Value in the LRS model Experimental Value 

3 3 
- - (1-2e2) 0.7517 + 0.0026 4 H 

0.06 ± 0.15 

£ 1 1-2e2-2£2 

» 0 } 5P U: 0.972 + 0.011 
Pj 1 1-2U+C) 2 U 

1 3 
4* ~4 

0.7551 ± 0.0085 

P y is the muon longitudinal polarization from ir+ decay at rest. 



(iii) Two-Layer Design: 

Specification of 6,, 9p, <j>,, and <j>F for the two-layer design permits one to 

seek values of e„, 9,, 9., and <fu such that harmonic components of orders m = 3,5,7, 

and 9 simultaneously vanish. The requisite conditions for this design then become 

(neglecting, for simplicity, the contributions from image fields): 

sin mg, - sin mg- + sin mg, - sin mg4 + sin m9F 

RA 

sin m$, - sin m$0 + sin m&-
! — - ^ 1 _ = o 

pin-l 
R B 

for m = 3,5,7, and 9. Solutions are conveniently sought computationally by again 

employing the IMSL Routine ZSYSTM (as in the VAX program listed by V.O. Brady as 

SUPER.FOR;28). 

Results 

(i) Single-Layer. Two-Block Design: 

With 9p assigned successively various values 5*45°, the corresponding values for 

6. and 9_ which simultaneously depress harmonic components of orders m = 3 and 

m = 5 are as shown in Table I and on Fig. 1. I t is noted that for 9p = 45° the widths of 

the individual blocks vanish (9. -»0 and 9 2 -»9p). For values of 9p in the neighborhood 

of 64° the requisite wedge thickness 9 ?-0, is seen to pass through a minimum, and for a 

slightly larger value (0F s 67.275°) the harmonic component of order m = 7 is found to 

vanish. 

20 
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2.0 

tf(a)+$(az)_: 
effects 

0.2 0.4 0.6 0.8 I 
Reduced positron energy x 

XBL 8512-11756 

FIG. I I . 1 . The V-A rad ia t ive ly corrected muon decay spectrum 

plo t ted for cos0=+1, 0 and - 1 . The effects of r ad ia t ive corrections 

are also indica ted . 



small admixture of V+A, s c a l a r , tensor or pseudoscalar cu r ren t s , then 

the posi t ron spectrum near the endpoint, for cos8=1, can be expressed 

as a sum of two pure V-A spect ra : one with P =cos9=1 and another with 

P ucos6=0. An i n t u i t i v e explanation i s tha t near the end-point a 

posi t ron spectrum at a pa r t i cu la r value of cose i s given e s sen t i a l l y 

by a sum of a l inear function c h a r a c t e r i s t i c of the P„cose=1 

V-A spectrum, which vanishes at x=1, and a s tep function, represented 

by the unpolarized, P„eos6=0, V-A spectrum. The r e l a t i v e s i ze of the 

s tep or the r a t e at the endpoint i s l-^PyCosee/p. Measurement of the 

r a t e as a function of cose allows us to ex t rac t 5P„6/p. 

In order to simplify the algebra i t wi l l be convenient to use 

" 1 4 

P = 1 ~ -3P 

6 = 1 ~ §6 

with p=6=0 for a pure V-A in t e rac t ion . The decay spectra wi l l be 

denoted by 

S(x,P pcos9) - spectrum for an a r b i t r a r y weak coupling 

( i . e . a rb i t r a ry values of 5,p,6) and a 

pa r t i cu la r value of P ucose 

S v _ A (x ,1) - V-A spectrum at Pucos6=1 with the same normal­

iza t ion as S(x,P cose) 

Sy_ A(x,0) - V-A spectrum at P cos 9=0 with the same normal­

iza t ion as S(x,P l i cos9) . 

Let us ignore for the moment the r ad i a t ive cor rec t ions . Since near the 

endpoint the n term in (2.1) i s negl ig ib le and can be ignored, there i s 

an exact r e l a t ionsh ip 

S ( x , P u c o s e ) = q ( e ) S v _ A ( x , 1 ) + r ( e ) S v _ A ( x , 0 ) (2 .2 ) 
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where 

q(9)=5P u cose- -6£P ucos8+-p . (2.3) 

and r (9 ) i s the r e l a t i v e r a t e at the end-point 

r(e)=(1-£P u cose)+65P u cose-p (2.4) 

Equations (2.3) and (2.4) can be rewr i t t en in a simpler form using 

the smallness of p and 6 (~.0'i), and the fact that ^P^cose i s 

approximately 1. To f i r s t order in p, 6, r (6) and q(6) take the 

simple forms 

r(9)=1-CP ) J-cos8 . (2.5) 

and 

q(6)=1-r(e)=CP u-cose . (2.6) 

When radiative corrections are included, the exact relation (2.2) 

becomes only an approximation, and if the data were fitted according 

to (2.2), with q(6)=1-r(9), then r(e) would only approximately 

correspond to (2.5). The high precision of this measurement has 

required a detailed study of the effect of the radiative 

corrections. For the fitting procedure to be described in section V, 

it was checked, that for a spectrum given by a combination of only 

V+A and V-A effective couplings, the radiative corrections had a very 

small effect on the value found for r(6). Hence, within the 

experimental errors, £Pu6/p could be extracted from r(e) as in (2.5) 

without introducing an additional systematic error. If our result is 

to be used for sitting limits on the presence of other effective weak 

couplings, it must be verified that when all couplings are taken into 

account, the radiative corrections do not introduce an additional 
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systematic e r ro r . 

The highly polar ized muons in our experiment were obtained by 

means of a "surface" muon beam, 2 5 derived from pions decaying at r e s t 

near a surface of the production t a r g e t . Right-handed currents would 

reduce muon po la r iza t ion in pion decay to P u=1-2(e+i;) 2 (assuming 

manifest l e f t - r i g h t symmetry). When t h i s effect i s included, our 

f i na l r e su l t i s given in terms of e and £ by 

£PpS/p=1-2(2e 2+2Ee+S 2) . 

Since we are unable to correct for a l l possible sources of muon 

depolar iza t ion , our r e s u l t can be in te rpre ted only as a lower l imi t 

on 5P p 6/p. 
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I I I . EXPERIMENTAL METHOD 

I I I . A . Overview 

The experiment was made possible by the nearly complete 

polarization of the "surface" muon beam, derived from pions decaying 

at rest near the surface of the production target. The "surface" 

muons were transported in vacuum by the M13 beamline at the TRIUMF 

cyclotron to a stopping target in the muon polarimeter, shown 

schematically in Fig. III. 1. High-purity metal foils (Ag, Al, Au, 

Cu) and liquid He were selected as stopping targets, since in these 

materials muonium (;i+-e~ atom) formation, leading to muon 

depolarization, is strongly suppressed. 

The target region was immersed either in a strong longitudinal 

'spin-holding' field (0.3-T or 1.1-T) aligned with the nominal beam 

direction, or a vertical (70-G or 110-G) spin-precessing field. The 

longitudinal field quenched muon depolarization in muonium via the 

Paschen-Back effect. The data collected with the longitudinal field 

were used to measure the rate at the spectrum endpoint. The data 

collected with the spin-precessing field, after the appropriate cuts 

on muon decay time, were equivalent to the unpolarized, i.e. P^O, 

data. In this analysis these data were used for the momentum 

calibration of the spectrometer. 

The angular acceptance for positrons was significantly increased 

by the downstream portion of the solenoid, which served as a 0.5 T-m 

solenoidal field lens. The solenoid lens focused the decay positrons 
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XBL 834-147 

FIG. III.1. Plan view of muon polarimeter. P1-P3 are 

proportional chambers; S1-S3 are scintillators; D1-D1 are 

driftchambers. The veto scintillators V1 and V2 surrounding SI and 

S2 respectively are not shown. Muons entering the solenoid are 

stopped in the target (Tgt). Decay e + emitted near the beam 

direction are focused by the solenoid onto the spectrometer. 
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onto the dipole magnet spectrometer. The septum between the target 

and solenoid bore made the focal length of the solenoid lens nearly 

independent from the choice of target field orientation. 

The horizontally-focusing spectrometer was chosen in order to 

achieve a high momentum resolution and to maintain a large angular 

acceptance for positrons in combination with the solenoid. The 

volume between the spectrometer conjugate focal planes was 

evacuated. The vacuum windows were positioned close to the focal 

planes to minimize the adverse effects of Coulomb scattering on 

momentum resolution. 

Particle trajectories in the target region (see inset of 

Fig. III. 1) were measured by the proportional chambers P1 and P2 for 

muons, and by the proportional M, *,er P3 and driftchambers D1 and D2 

for positrons. Positron trajectories outside the spectrometer focal 

plane3 were measured by the driftchambers D3 and D4. The 

scintillation counters S1, S2 and S3 provided trigger signals. 

The data were accumulated in three running periods (to be denoted 

by Run 1, etc.) at the TRIUMF cyclotron during 1982-81. The 

experimental conditions were essentially the same for all three 

running periods, except for minor differences mentioned below and in 

Appendix A. The longitudinal field in the stopping target region was 

1.1-T for Runs 1 and 2, and 0.3-T and 1.1-T for Run 3. A total of 

1.8'10? (1.1-10^) triggers were collected in the spin-holding 

(apin-preceaaing) mode on 130 (170) computer tapes (1600 BPI). Under 

the optimal conditions these data would have been accumulated in -20 

continuos days of running time. In each of the three running periods 
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the data were also collected in many special runs to be described in 

section IV. The data collected in these special runs were used for 

the momentum calibration of the spectrometer. 

The "surface" muon beam, muon polarimeter and the trigger will be 

described in greater detail below. We will also briefly review the 

process of muon deceleration to thermal energies and the suppression 

of muon depolarization in muonium by the longitudinal field. 

III.B. The Beamline 

The experiment utilized the M13 beamline26 at the TRIUMF meson 

facility. M13 is a low energy (20-130 MeV/c) muon and pion channel, 

which views a 2 mm or a 10 mm thick carbon production target at 135° 

with respect to the primary proton beam (see Fig. III.2). The 

particles are transported in vacuum through two 60°-bending dipoles, 

with momentum-selecting slits at the two foci allowing a momentum 

bite Ap/p as low as 0.5$. The beamline was tuned to deliver about 

15.000 ii+ per second in a \l momentum interval at a typical proton 

beam current of 100uA. The particles were focused in a narrow 

0.3 msr cone on a ~1 cm radius spot at the muon stopping target. 

Positive particle fluxes in the beamline, obtained in beam tuning 

studies of Ref. 26, are shown in Fig. III.3. Just below 29.8 MeV/c 

the muon flux is dominated by "surface" muons, produced by pions 

decaying at rest near the surface of the production target. In the 

experiment the beamline was tuned to 29.5 MeV/c, just below the 

surface muon edge. At this beamline setting the surface muons 
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XBL 858-11662 

FIG. I I I . 2 . The M13 beamline at TRIUMF. B1 and B2 are dipoles; 

Q1-Q7 are quadrapoles; F1-F3 are foc i ; the s l i t s SL1 and SL2, and 

the jaws J have both horizontal and ve r t i ca l components. 
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FIG. III.3. Positive particle fluxes versus beamline momentum 

settings in the M13 beamline at TRIUMF (taken from Ref. 26). The 

data was collected with all slits and jaws in the beamline fully 

open. 
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constitute over 98? of the muon flux. In the absence of right-handed 

currents and scattering they are expected to be fully polarized. The 

remaining 1.55& component of the muon flux at this beamline setting 

consists of "cloud" muons, produced by pions decaying in flight. The 

cloud muons are not highly polarized, and hence were removed from the 

event sample. 

The cut to eliminate cloud muons was made possible by the pulsed 

structure of the primary proton beam. At TRIUMF protons bombard the 

primary target at 43 ns intervals. The cloud muons must be produced 

in close proximity to the production target, i.e. promptly within few 

ns of the 2-5 ns beam bursts, if they are to be transported by the 

Ml3 beamline. Since the production of cloud muons is restricted to a 

small time interval in the 43 ns cycle, they could be eliminated from 

the event sample by a cut on particle arrival time at the stopping 

target with respect to the cyclotron RF signal. 

The rate of particle arrival at the stopping target with respect 

to the cyclotron RF signal is shown in Fig. III.4 for the beamline 

settings of 29.5 MeV/c and 30.5 MeV/c. For the beamline setting of 

29.5 MeV/c (Fig. III.4a), the arrival rate is dominated by the 

surface muons, which results in an exponential time distribution 

corresponding to the pion lifetime. For the beamline tuning of 

30.5 MeV/c (Fig. III.4b), there are two isolated peaks corresponding 

to the cloud muons and pions. The cloud muons and pions were 

eliminated from the event sample by a timing cut, shown by the shaded 

regions in Fig. III.4. 

Aside from muons and pions, the other particles in the beamline 
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FIG. III.4. Beam particle arrival times at the stopping target 

with respect to the cyclotron RF cycle at (a) 29.5 MeV/c and 

(b) 30.5 MeV/c. The shaded regions, containing almost all of the 

cloud u + and prompt ir+ contaminations, were rejected. 



21 

are protons and pos i t rons . Protons stopped in the beamline vacuum 

window and did not reach the de tec to r s . Positrons passed through the 

stopping ta rge t s and therefore were re jec ted by the t r i gge r 

requirement. 

I I I . C . Muon Deceleration and Thermalization 

Before describing the muon slowing down process, l e t us br ief ly 

review the suppression of muon depolar izat ion in muonium by the 

longi tudina l magnetic f i e ld aligned with the nominal beam di rec t ion . 

The magnetic f i e ld d i rec t ion wi l l define the axis of quant izat ion. 

The energy e igens ta tes of muonium wi l l be expressed in terms of a 

var iab le y=|B|/(1585 G), and a "na tura l" basis |m l Jme>: 

s|+-> + c|-+> 

c|+-> - s|-+> 

l - > 
where the compact nota t ion |+-> means |m =+1/2,m e=-1/2>, e t c . , and 

-•11 -I i 
c=(1/ /2) [1+ y(1+y 2 ) 2 ]2 s=(1/ /2) [ 1 - y (1+y 2 ) 2 ] 2 . 

For simplicity, suppose that all muons arrive with a spin 

parallel to the field. Then half of the muonium ensemble is formed 

in the state |++> and half in the state |+->. The state |++> is 

stationary, and hence the muon polarization of half of the ensemble 
is preserved. The polarization for the other half of the ensemble 

oscillates between 

P l I=(c 2-s 2) 2-1s 2c 2=(y 2-1) (y2+1 ) ~ 1 
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1 

and Pu=1 with a frequency u=2.3(1+y 2 ) 2 GHz. The net po lar iza t ion i s 

thus P p =(1 /2 ) (2y 2 +1) (y 2 +1)" 1 , and therefore the magnetic f i e l d 

reduces muon depolar izat ion in muonium to ( 1 / 2 ) ( 1 + y 2 ) - 1 . 

Muons reached the stopping ta rge t with a k ine t ic energy of 

-3.3 MeV, a f te r t ravers ing 50 mg/cm2 of mater ia l (mostly windows, 

wires and gas) upstream of the t a r g e t . The main energy-loss 

processes , as u + slows down to thermal v e l o c i t i e s , depend on the u + 

kine t ic e n e r g y . 2 7 For k i n e t i c energies E>2-3 keV the energy loss i s 

due to s c a t t e r i n g with e l e c t r o n s , and \i+ a re p a r t i a l l y depolarized 

through sp in exchange with the unpolarized e lec t rons of the 

medium. 2 8 A correction to the r e su l t for £;Pu6/p due to such 

depolar iza t ion wi l l be computed in sect ion VI.C. At E=2~3 keV the y + 

veloci ty i s comparable to t ha t of the valence electrons of the 

medium, and muons begin to capture and lose electrons rap id ly , 

forming a succession of shor t - l ived muonium (p +e~) s t a t e s . Again, 

energy i s l o s t in c o l l i s i o n s with e l e c t r o n s . Below E=200 eV the 

energy lo s s i s due to c o l l i s i o n s of a s t a b l e muonium atom with atoms 

and molecules. The time spent by the decelera t ing p + in muonium 

s t a t e s (~10~ 1 2 sec) i s too short for the hyperfine t r a n s i t i o n s to 

cause any appreciable depolar iza t ion . 

The s t a t e in which u + i s f ina l ly thermalized depends on the 

medium. In many non-metals muons are thermalized as muonium. In 

metals, however, the y + a re thermalized in a quasi-free s t a t e , 

because the high conduction electron concentration ef fec t ive ly 

screens the u + from in t e rac t ions with individual e lec t rons . For t h i s 
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reason most of our data was col lected with high-puri ty (299.99?) 

metal f o i l s (Ag,Al,Au,Cu) as stopping t a r g e t s ( target thicknesses are 

tabulated in Appendix A). A small amount of data was col lec ted with 

l iquid He, where muonium i s disfavored in the f ina l s t a t e due to a 

large difference between the ionizat ion po ten t i a l of He (2k.6 eV) and 

muonium (13.5 eV). The energe t ica l ly favored f ina l s t a t e in l iquid 

He (in which the \i+ po la r i za t ion i s preserved) i s the molecular ion 

Hep+ with binding e n e r g i e s 2 9 of 1.9 eV for the ground s t a t e and 

1.2 eV for the f i r s t v ib ra t iona l s t a t e . (We were therefore surprised 

to find in our experiment that l iquid He i s 12? depolarizing without 

the s t rong longitudinal f i e l d . 1 2 A poss ib le explanation i s that if 

muons are thermalized as •nuonium, they survive in t h i s form for a 

considerable time because of the improbabili ty of encountering a He+ 

ion with which to recombine as He+ + u + e~ -»• Hep"1".) 

Although the strong longi tudinal f i e l d i s suff ic ient to quench p + 

depolar izat ion in muonium, i t cannot ' ho ld ' the spins of quasi-free 

muons in metal t a r g e t s . The energy difference between s t a t e s where 

the muon spin i s pa r a l l e l or a n t i - p a r a l l e l to the 

1.1-T (0.30-T) f i e ld i s only AE = 6.2x10*7 eV (1.7x10*7 eV), while 

the room temperature thermal energy i s kT = 2.6x10*^ eV. Relaxation 

of the muon spins toward the equilibrium s i t u a t i o n , where the number 

of spins pa ra l l e l or a n t i - p a r a l l e l to the applied f i e ld are almost 

equal, requires the presence of o s c i l l a t i n g magnetic f i e ld s with 

frequency ID = 9.Mx108 s " 1 for 1.1-T longi tudinal f ie ld (2 .6x10 8 s~ 1 

for 0.30-T). Such f i e ld s may be provided by the nuclear magnetic 

dipole moments. The stopped muon polar iza t ion would then decay 
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exponential ly towards thermal equilibrium with the c h a r a c t e r i s t i c 

s p i n - l a t t i c e re laxat ion time Ti . In sect ion V we wi l l look for 

possible evidence of spin re laxa t ion by comparing the r e s u l t s for 

5P u6/p from different time i n t e r v a l s . 

I I I . D . The Muon Polarimeter 

The muon polarimeter i s shown schematically in Fig. I I I . 1 . Muons 

traversed about 50 mg/cm2 of material before being stopped in metal 

fo i l or l i q u i d He t a r g e t s , placed on the axis between the f i r s t two 

coi l s of the solenoid magnet. The solenoid magnet served two 

purposes. The front portion produced a 0.30-T or 1.1-T longi tudinal 

spin-holding f i e l d aligned with the nominal beam d i rec t ion . The 

strong longi tudinal f i e ld quenched muon depolar izat ion in muonium. 

The back por t ion , with a bore of 11-cm rad ius , served as a 0.5 T-m 

solenoidal f i e l d l r n s , focusing the decay posi trons onto the dipole 

magnet s p e c t r o r e t e r . The i ron configuration in the stopping t a rge t 

region was designed to produce nearly axia l f i e l d . The cosine of an 

angle between the f ie ld and the solenoid ax i s was >0.99999 in the 

f iducia l t a rge t area. 

The experiment was run in two modes, corresponding to two 

different f i e l d o r ien ta t ions in the ta rge t region. In the 

spin-holding mode a strong longi tudinal f i e ld was applied t o suppress 

muon depolar iza t ion . The spin-held data were used to measure the 

decay r a t e a t the endpoint. In the spin-precessing mode, the 

longi tudinal f i e ld was nulled to within ±2 G, and a 70-G or 110-G 
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v e r t i c a l f i e ld , t ransverse to the beam d i r ec t ion , was appl ied . The 

v e r t i c a l f i e ld was produced by an addi t iona l water-cooled Cu c o i l , 

cons is t ing of four hor izonta l sections t ransverse to the beam 

d i r e c t i o n . In the t ransverse f ie ld of 70 (110) G the muon spins 

precessed about the v e r t i c a l axis at a frequency of 0.95 (1.5) MHz. 

After appropriate cuts on muon decay t ime, the spin-precessed data i s 

equivalent to the unpolarized, i . e . P y=0, data , and hence i t i s used 

here for the momentum ca l ib ra t ion of the spectrometer. 

The res idual longi tudinal f ie ld in the ta rge t region was nulled 

to within ±2 G by means of a small reverse current applied to the 

upstream solenoid c o i l s . The null condition was indicated by the 

maximal r a t i o of events to stopped u + in Run 1, and by f i e l d 

measurements in Runs 2 and 3. 

The primary design goal of the posi t ron spectrometer was to 

achieve a high momentum resolu t ion , while maintaining an acceptance 

of 2250 msr in combination with the t a rge t solenoid. In order to 

minimize the adverse ef fec ts of mult iple Coulomb s c a t t e r i n g on 

momentum reso lu t ion , a hor izonta l ly focusing spectrometer was chosen, 

which bent the x=1 e + t r a j e c t o r i e s by 98°. The 37 i n . diameter 

dipole magnet with approximate cy l indr ica l symmetry (o r ig ina l ly used 

by Sagane et a l . 3 0 ) provided nearly symmetric point- to-point focusing 

for p a r t i c l e s o r ig ina t ing in a focal plane at a distance of -1 m from 

the center of the magnet. The volume between the conjugate focal 

planes was evacuated and the vacuum windows were posit ioned close to 

the focal planes. 

The combined solenoid lens-spectrometer magnet system accepted 
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p a r t i c l e s over a ±15% momentum range and decay angles r e l a t i v e to the 

solenoid axis of cose>0.95. In the f i na l analysis we use events only 

from a sub-portion of t h i s phase space. 

The spectrometer magnet was powered continuously, and the 

NMR-monitored cent ra l f i e l d of 0.32-T d r i f t ed by less than one gauss 

over a period of several weeks. The absolute momentum ca l ib ra t ion of 

the spectrometer was obtained from the posi t ion of the x=1 edge in 

the spin-precessed da ta , and subsequently t h i s ca l ib ra t ion was used 

to f i t the spin-held da t a . To minimize the effect of a d r i f t i ng 

spectrometer f i e ld and other possible d r i f t s on the x s ca l e 

c a l i b r a t i o n , the t a rge t f i e l d was switched approximately hourly 

between the spin-holding and spin-precessing o r i en t a t i ons . The 

res idua l longi tudinal f i e l d was nulled each time the change was made 

to the spin-precessing mode. 

P a r t i c l e t r a j e c t o r i e s in the t a rge t region (see inse t of 

Fig . I I I . 1 ) were measured by the proport ional chambers P1 and P2 for 

the incoming muons, and by the proport ional chamber P3 and 

driftchambers D1 and D2 for the outgoing pos i t rons . The 

s c i n t i l l a t i o n counters S1 (0.005 in . t h i c k ) , j u s t upstream of P1, and 

S2 (0.010 i n . t h i c k ) , j u s t downstream of P3, provided the t r igger 

s i g n a l s . The thickness of the s c i n t i l l a t i o n counter SI was kept to a 

mimimum to minimize the chance of a muon stopping upstream of the 

t a r g e t . The veto s c i n t i l l a t i o n counters V1 and V2 (0.125 i n . t h i ck ) , 

j u s t in front of S1 and behind S2 re spec t ive ly , had 1.5 i n . diameter 

aperture-defining holes around the solenoid a x i s . All s c i n t i l l a t i o n 

counters were viewed from l e f t and r i gh t by photomult ipl iers . 
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Positron track coordinates outside the spectrometer focal planes 

were measured by low mass driftchambers D3 and D4. A s c i n t i l l a t i o n 

counter S3 was placed behind the chamber D4 to provide t r igger 

s i g n a l s . 

The proportional chambers and driftchambers were run on 

methane-8/t methylal gas mixture, se lec ted to minimize Coulomb 

s c a t t e r i n g . Chamber resolut ions and ef f ic iencies wi l l be discussed 

in sec t ion IV on event reconst ruct ion. 

I I I .E . The Trigger 

The t r igger log ic was based on fas t s ignals from the 

s c i n t i l l a t i o n counters and the cathode planes of the proportional 

chambers. A t r igger required the s ignature of a p a r t i c l e stopping in 

the t a r g e t , followed, in delayed coincidence of 0.1-10 \xs, by a 

posi t ron * reg is te red by detectors downstream. With detector s ignals 

denoted by the i r symbols in Fig. I I I . 1 , the t r igger requirement was 

PI «V1 *S1 -P2'P3'S2-V2 in delayed coincidence with P3'S2-S3'VTV2. The 

s c i n t i l l a t i o n counter SI had a greater amount of mater ia l in the muon 

path than did the proportional chamber P2, and consequently i t was 

placed upstream of P2 t o minimize the probabi l i ty of a muon stopping 

in the l a s t detector element required for the mudn part of the 

t r i g g e r . The high voltage on the s c i n t i l l a t i o n counter S1 was set to 

make i t e f f ic ient for muons, but not for the beam pos i t rons , which 

deposited 8 times l e s s energy. 

Events were tagged if a pa r t i c l e was detected upstream of the 



28 

stopping target within 0.3~10 ys af ter a muon s top . Such events had 

a high probabi l i ty for the decay posi t ron being produced by an extra 

muon in the t a r g e t , r a the r than the muon causing the t r i g g e r . These 

events were re jected in analysis if the ext ra pa r t i c l e was detected 

before the decay pos i t ron . 

Beam posi t rons , which cons t i tu te -60% of the M13 beam flux for 

the beamline s e t t i n g of 29.5 MeV/c, passed through the stopping 

t a r g e t s and apparatus, and were stopped in lead shie lding next to the 

low momentum side of the vacuum tank in the spectrometer magnet. The 

beam posi trons did not s a t i s f y the p a r t i c l e stop requirement, and 

only an ins igni f icant f rac t ion of them reached the S3 counter to 

mimic decay pos i t rons . The beam momentum of 29.5 MeV/c was much 

lower than the minimum positron momentum of 49 MeV/c for events used 

in the data ana lys i s . Hence, beam posi t rons did not cons t i tu te a 

background. 
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IV. EVENT RECONSTRUCTION AND SELECTION 

Track reconstruction was relatively simple since there was only 

one incoming and one outgoing track, and all wire chamber planes were 

over 90? efficient with little noise. However, special attention had 

to be paid to the reconstruction of curved tracks in the solenoid 

magnet. The curved tracks were fitted using the first-order optics 

approximation for the cylindrically symmetric fields, as described 

below. 

Initially all e + track segments were fitted with straight lines. 

Positron track segments were found separately in the horizontal end 

vertical projections in the 3 groups of wire chamber planes (refer to 

Fig. III.1): P3, D1, D2 (5 vertical and 5 horizontal wire planes), D3 

(6 and 6), and DM (6 and 4). All possible hit combinations were 

considered, and a track with a minimum chi-square was selected among 

those that had hits in the maximum number of planes. A combination 

of hits was considered to be a track if the total x 2 w a 3 below a 

maximum value corresponding to a hit accuracy of -1 mm in D3 and DM 

and -2 mm in P3 through D2. 

In 99% of the triggers tracks were found in all six segments. 

13$ of the triggers were rejected to avoid ambiguities due to high or 

low hit multiplicities associated with the p + or e + track. To 

achieve greater accuracy in the cos8 measurement positron tracks were 

required to have unambiguous hits in both the horizontal and vertical 

planes of P3, and at least 3 hits were required in each projection of 

the e + track inside the solenoid. 95$ of events in the final sample 
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had the e + t rack port ion inside the solenoid recorded by a t l eas t 9 

wire p lanes . 

Muon tracks were accepted if they were unambiguous, or if there 

were no more than two h i t s in one and only one of the P2 planes . In 

the l a t t e r case {5% of the f inal sample) we selected the t rack which 

in ext rapola t ion to the stopping t a rge t was closest to the decay 

vertex indicated by the e + track ex t rapo la t ion . 

Track segments in the solenoid were then r e f i t t e d in both 

project ions simultaneously in the f i r s t - o r d e r optics approximation 

for cy l ind r i ca l ly symmetric f i e l d s . 3 1 In t h i s approximation pa r t i c l e 

t r a j e c t o r i e s through the solenoid are determined from i n i t i a l 

conditions by means of t ransfer matr ices , computed from magnetic 

r i g i d i t y and f ie ld values on the solenoid a x i s . Curved t racks could 

therefore be f i t t e d without detai led s tep-by-s tep computation of 

o rb i t s in the magnetic f i e l d . Incoming and outgoing t racks were 

extrapolated to the stopping t a rge t , so tha t the track angles could 

be determined at the decay vertex. I t was found in the Monte-Carlo 

simulation based on propagating the p a r t i c l e s through the magnetic 

f i e ld in small steps t h a t , in the absence of sca t te r ing and chamber 

reso lu t ion e f fec t s , cosG was determined extremely accurate ly using 

the f i r s t - o r d e r opt ics approximation (see sect ion VII.D). 

The non-linear t ime-distance r e l a t ionsh ips in the driftchambers 

were obtained separate ly for each plane of every chamber. All 

chamber planes were al igned in the t ransverse di rect ion; the res idual 

means were l ess than 50y. In the i n i t i a l approximation the 

t ime-distance r e l a t ionsh ips were found by in tegra t ing the f lux and 
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assuming uniform ce l l i l luminat ion. They were then dynamically 

f ine-tuned by making small adjustments based on t rack r e s idua l s . The 

procedure converged a f te r 1500 events . Curved t racks were f i t t ed in 

the f i r s t - o rde r op t ics approximation. Residuals of o<500u were 

achieved in D1 and D2, with the exception of two planes in D1 where o 

was =700p. Residuals in D3 and DM had O<250JJ. 

All proportional chambers had 2mm wire spacings, with up to 3 

consecutive wires considered as a s i n g l e acceptable h i t . Events with 

4 or more consecutive wires h i t were re jec ted . 

Positron t racks were required to l ink in the following 

ex t rapola t ions : ins ide the solenoid magnet, both in r a d i a l and 

azimuthal pos i t ions ; in ve r t i ca l slope and ve r t i ca l posi t ion inside 

the spectrometer magnet; and in impact parameter with respect to the 

cen t ra l axis of the approximately cy l ind r i ca l ly symmetric f ie ld of 

the spectrometer. Muon and positron extrapolat ions to the decay 

ver tex at the stopping target were required to match within 1 mm 

r a d i u s . Track linkage requirements resu l ted in a 30? loss of 

events . Events near the edges of geometrical acceptance were cut to 

avoid par t i c les that were sca t tered back into the apparatus (20? 

event l o s s ) . Other small f iducia l cuts were made to insure event 

unambiguity. 

The horizontal focusing property of the spectrometer allowed the 

e + momentum to be reconstructed from the sum of horizontal 

coordinates at the two conjugate focal planes. This sum was 

empirical ly corrected with momentum-dependent f i r s t or second-order 

terms in three va r i ab les : mean v e r t i c a l deviation from the median 
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plane of the spectrometer, impact parameter with respect to 

spectrometer ax i s , and ve r t i ca l pos i t ion at the spectrometer e x i t . 

I n i t i a l l y , the correc t ions were obtained from special ca l ib ra t ion 

runs , when beamline momentum b i te was reduced to 0.5? Ap/p, and 

s t ra ight - through beams of posi t rons , in 3 to 5% s teps in momentum, 

passed through the apparatus . The correct ions were then fine-tuned 

by requi r ing the edge position in unpolarized, i . e . spin-precessed, 

data to be ident ica l for every port ion of spectrometer phase-space, 

pa r t i t i oned in the above mentioned three var iab les . For ca l ibra t ion 

purposes, the spin-precessed data were col lected at several values of 

spectrometer current , varying by -15 t o +5% from the optimum in 3 to 

5% s t e p s . Momentum resolu t ion achieved was approximately Gaussian, 

with o=0.13?. 

Momentum dispersion of 1.056±0.008? was obtained from the 

s t ra ight - through ca l i b r a t i on runs taken with spectrometer currents 

varying from 42 to 100$ of the optimal current in five 15 to 20$ 

s t e p s , and a lso from the edge posi t ions found in runs at different 

s e t t i n g s of spectrometer current . The uncertainty in dispersion i s 

based on agreement between five ca l ib ra t ion curves, obtained at 

d i f fe ren t times during the three data- taking runs. 
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V. DATA ANALYSIS 

The analysis exploi ted the fact tha t near the endpoint the muon 

decay spectrum can be expressed as a l inea r combination of two pure 

V-A spec t ra , one with P^cosGMD, and another with P u=cose=1. This i s 

discussed in sect ion I I . The re levant equations are ( 2 . 2 ) , (2.5) and 

( 2 . 6 ) . The r e s u l t for £P p6/p was extracted from the r a t e at the 

spectrum endpoint r ( e ) , given by equation (2 .5 ) . 

F i t t i ng was performed with a double-precision version of the 

MINUIT program, and was based on minimizing the maximum-likelihood 

Poisson s t a t i s t i c s \ 2 , defined by 

X 2 =2Kei -o 1 +o i 2 ,n (o i / e i )3 

where o^ and e^ are the observed and expected number of events 

respec t ive ly for the i t n bin. 

The data were f i t t e d separate ly in five cose e bins as explained 

below. For each cos6 e bin the f i t t i n g proceeded in two s tages . 

F i r s t , the spin-precessed data were f i t t e d to c a l i b r a t e the 

spectrometer and determine i t 3 reso lu t ion and acceptance functions. 

The posit ion of the x=1 edge in the spin-precessed data determined 

the locat ion of the x=1 point on the reconstructed momentum scale; 

the edge sharpness determined the spectrometer momentum reso lu t ion . 

In the second s t age , the spin-held data were f i t t e d using the 

parameters found in the f i t of the spin-precessed da ta . We now 

consider the f i t t i n g procedure in d e t a i l . 
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V.A. The F i t t i ng Procedure 

Here we describe the f i t t i n g performed for each of the five cose e 

bins . 

For the spin-precessed da ta , cuts on muon decay time were 

adjusted to obtain an equivalent of the unpolarized, i . e . P u=0, data 

sample. The r e su l t i ng unpolarized spectrum, binned in x bins 0.001 

wide (see F ig . V.1), was f i t t e d from x=0.93 t o x=1.01 as 

N T S V - A U . O U U ) (5.1) 

where Nj i s a free normalizat ion, and Sy_A(x,0) i s the pure V-A decay 

spectrum with P cose=0. A(x) i s a quadratic acceptance function 

given by 

A(x)=1+B 1(1-x)+B 2(1-x) 2 , (5.2) 

where the l inea r and quadrat ic coeff icients B-| and B 2 are a lso free 

parameters. 

If p [ i . e . 1 — C^/3)pH i s non-zero, the unpolarized spectrum does 

not match the V-A unpolarized spectrum S V - A ( X , 0 ) , and the acceptance 

function (5.2) wi l l absorb the difference in spec t ra l shapes. As a 

r e s u l t , the l inear coeff ic ient Bi in equation (5.2) gets a systematic 

sh i f t of +6p, and a quadrat ic coefficient B 2 a sh i f t of (6B-|-12)p. 

The world-average value of p i s -,0023±.0035. Fortunately, an error 

in Bi (B 2 ) propagates in to an error in 5P„6/p with a factor of 10~3 

(1.5*10"5), and hence t h i s effect can be ignored. 

The f i t t i n g function (5.1) was smeared to r e f l ec t spectrometer 

resolu t ion and positron energy-loss s t raggl ing in the ta rge t (the 

amount of t a rge t material in positron path varied from 23 to 
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FIG. V.1. Measured positron spectra for (a) spin-precessing 

mode and (b) spin-holding mode, x is the reduced positron 

momentum. The solid curves show the fitted x ranges (x>.93 for the 

spin-precessed and x>.97 for the spin-held data). The edge in (a) 

corresponds to a resolution with gaussian part of <.15% rms. The 

spectra shown contain the data from all targets. Fits were 

performed for each target separately in 5 cos6e bins, as described 

in the text. 
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170 mg/cm2; see Appendix A) and in =200 mg/cm2 of material downstream 

up to the spectrometer vacuum tank window. 

The spectrometer ( i . e . x) reso lu t ion was parametrized by a 

normalized sum of three gaussians with standard deviations a, /Jo and 

3o. The / Jo and 3o gaussians were introduced in order to obtain a 

bet ter f i t to the t a i l s of the resolu t ion in x, and they usual ly had 

small coeff ic ients in the normalized sum. The resolut ion o was 

typ ica l ly 0.13?. The r e s u l t for £Pp6/p was r e l a t i v e l y insens i t ive to 

the number of free parameters in the reso lu t ion function, changing by 

less than 10"1* when a s ing le gaussian was used rather than a l l th ree . 

There were a t o t a l of 7 free parameters in the f i t of the 

spin-precessed data: the normalization N-|, the l inear and quadratic 

coef f ic ien ts B-| and B2 in the acceptance function, the 3 reso lu t ion 

parameters, and the pos i t ion of the x=1 point on the reconstructed 

momentum s c a l e . 

Despite the large momentum acceptance of the apparatus, the 

spin-precessed data were f i t t e d only from x=0.93 and the spin-held 

data only from x=0.97. A short extension of the x range below x=0.93 

for the spin-held data had nc effect on the r e s u l t for E,P^6/p. A 

s ign i f i can t extension would have required more free parameters to f i t 

acceptance, and would not have led to a decrease in the s t a t i s t i c a l 

error on £P„5/p. The s i t u a t i o n was s imi lar for the spin-held data . 

Here the extension of the x range below 0.97 would have required an 

int roduct ion of a free parameter to represent a possible difference 

in acceptance between the spin-precessed and spin-held data s e t s . 

Since the acceptance parameters correla ted with r ( 6 ) , the r a t e at the 
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endpoint, the s t a t i s t i c a l er ror on £Py6/p would have increased. 

Furthermore, the systematic error due to possible differences in x 

acceptance between the two data se ts increased quadrat ical ly with the 

x range for the f i t of spin-held data. The range xS0.97 for the 

spin-held data was optimal for the smallest combined ( i . e . 

s t a t i s t i c a l and systematic) e r r o r . 

The spin-held data, a l so shown in Fig. V.1, were f i t t e d using the 

values for the x acceptance, x resolut ion and x=1 ca l ib ra t ion point 

found for the spin-precessed data . In the second stage of f i t t i n g 

the two data se t s were f i t t e d simultaneously t o allow the 

uncer ta in t ies in the x=1 ca l ib ra t ion and x acceptance to contr ibute 

(-3$ of the e r ror ) to the s t a t i s t i c a l error on 5P„6/p. Since the 

reso lu t ion in x was determined primarily by the sharpness of the x=1 

edge in the spin-precessed da ta , the reso lu t ion parameters in the 

combined f i t were fixed to the values found when the spin-precessed 

data were f i t t e d alone. Fixing the reso lu t ion parameters shortened 

the overa l l computer time required by a factor of 3- I t was checked 

that f ix ing the reso lu t ion parameters in the combined f i t did not 

affect e i t he r the r e s u l t or the errors on 5P 6/p. 

In the combined f i t the spin-precessed data were f i t t e d to the 

same function (5.1) as before, except that the resolut ion parameters 

were f ixed . The spin-held data , also binned in x bins 0.001 wide 

(see Fig . V.1), was f i t t e d according to equation (2 .2) , from x=0.97 

to x=1.01, as 

N 2 [ (1 - r ( e ) )S v _ A (x ,1 )+ r (e )S v _ A (x ,0 ) ]A(x ) (5.3) 

where N 2 i s a free normalization, Sv_ A(x,1) and SV_A(X,0) a re the 
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pure V-A spec t ra at P^cose^ and PlJcos6=0 r e spec t ive ly , A(x) i s the 

quadratic acceptance function (5 .2 ) , and the f ree parameter r ( e ) i s 

the r e l a t i v e r a t e at the endpoint . The function (5.3) was smeared in 

the same manner as for the spin-precessed data to r e f l ec t the 

spectrometer reso lu t ion and posi tron energy-loss s t ragg l ing . 

There were a t o t a l of 6 f ree parameters in the combined f i t . 

They were the x=1 ca l ib ra t ion point , N-|, B-|, B2, a l l determined 

primarily by the spin-precessed data, and N2, r ( e ) , determined by 

the spin-held data . 

The r e s u l t for £P„6/p was extracted from r ( 8 ) , which, according 

to the equation (2 .5) , i s j u s t 1-(£P,,6/p)cos6. Since the data were 

f i t t ed in subsets in which the var ia t ion in cose was much greater 

than the e r ror on r ( 6 ) , and s ince any error in cos6 propagates in to 

the same error in g P ^ / p , we must consider the question of what value 

should be assigned to cose under such circumstances. We rewri te r (8) 

as 

6 
r ( 8 a v ) = 1 - 5 P u - c o s e a v . (5.M) 

P 

The complication i s that c o s e a v i s not j u s t cose averaged over the 

data , as wi l l be explained in sect ion V.B. 

Let us mention here the main point of that sec t ion: c o s 8 a v was 

computed from coseyCoseg averaged over the spin-held data . Here e„ 

and e e are the polar angles with respect to the solenoid axis for 

muons and posi t rons r e spec t ive ly . Since muon spins precessed about 

the solenoid axis very rap id ly {kO Mhz for 0.3-T longitudinal f i e l d 

and 150 Mhz for 1.1-T) compared to the muon l i fe t ime T „ = 2 . 2 n s , one 
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may think of cos8„co39 e as cose averaged over one spin-precession 

period ( T « T U ) : 

T 
cos9 u cos9 e =-(1/T) IsyCU-pgdt (5.5) 

where s u and p e are the uni t vectors corresponding to the muon spin 

and posi tron momentum respec t ive ly . Two small correct ions had to be 

added to the data-averaged cos6„cose e . They wi l l be discussed in 

section VI. The reader who does not wish to follow a ra ther involved 

discussion in sect ion V.B may now proceed d i r e c t l y to sect ion V.C 

summarizing the analysis method. 

V.B. Computation of c o s e a v 

Recall tha t in the expression for the muon decay spectrum cos9 

was defined as - s^ 'Pg , where s„ and p e are the unit vectors 

corresponding to the d i rec t ions of muon spin and positron momentum at 

the p + decay ver tex. At the ir+ decay vertex the muon spin i s 

pa ra l l e l or a n t i - p a r a l l e l to the muon momentum (massless neutrinos 

have been assumed; \i+ h e l i c i t y i s always -1 for V-A). For the the 

moment l e t us ignore the e f fec t s of s c a t t e r i n g , f i n i t e chamber 

reso lu t ion and f i n i t e accuracy of track ex t rapola t ion . The 

correct ions to c o s 8 a v due to these factors wi l l be considered in 

sect ion VI. Therefore, we can assume that the spin d i rec t ion of muon 

when i t en te r s a stopping t a rge t i s given by the extrapolat ion of the 

measured muon t rack, and s imi l a r ly that the d i rec t ion of the positron 

momentum at the decay ver tex i s given by the extrapolat ion of the 
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measured positron t r ack . 

Let 9u,ipy and Qe,tye be the polar and azimuthal angles with 

respect to the longi tudinal f ie ld axis for - s ^ (the minus sign i s put 

in for convenience) and p e r e spec t ive ly . Since muon spins precessed 

very r ap id ly in the s t rong longitudinal f i e l d , iJv, would have been 

d i f f i c u l t to measure. However, i t was not necessary to measure i|iy, 

for i t wi l l be shown tha t i t is suf f ic ien t to know j u s t 6 y . 

To d is t inguish the spin di rect ion s„ at the y + decay vertex from 

the spin d i rec t ion when a muon enters the stopping t a r g e t , l e t us 

denote the former by s^ v and the l a t t e r by s^ e n t * W e w i l l ignore 

muon s c a t t e r i n g in the stopping t a r g e t , so that e ^ y i s iden t ica l to 

e u,ent« a n d b o t n w 1 1 1 b e denoted by 9 p . 

Our goal i s to compute the positron spectrum for the spin-held 

data in terms of the theo re t i ca l decay r a t e , the angular and x 

acceptance functions, and the angular d i s t r i b u t i o n of incoming 

muon3. We wi l l now show tha t for muons reaching a stopping t a r g e t , 

the angular d i s t r i bu t ion of muon spins at the decay ver tex , i . e . the 

s u > v d i s t r i b u t i o n , i s independent of the azimuthal angle l i ^ y . 

Let Q(Quttyu,enO describe the angular d i s t r ibu t ion of s u > e n t f o r 

muons reaching a stopping t a r g e t , a f te r a l l software cuts relevant to 

muons have been applied. Muon spins precess about the longi tudina l 

f i e ld ax i s very rapid ly (40 Mhz for 0.3-T and 150 Mhz for 1.1-T) 

compared to the muon l i f e t ime 1^=2.2 us- This implies tha t for a 

muon, a r r iv ing with the spin d i rec t ion given by (By.^y.ent)• the 

p robabi l i ty of muon spin d i rec t ion at the decay vertex being 

^ u ' ^ u . v ) * s independent of ijiwy Since the s „ > v angular 
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d i s t r i b u t i o n , for the muons reaching a stopping t a r g e t , i s 

independent of \pu v , i t can be wr i t t en as 

2ir 

R(9 y )= ( 1 / 2 i r ) j Q ( e u . i n d e n t J d ^ e n t . 
0 

I t i s important to d is t inguish the S p > v d i s t r ibu t ion for the muons 

reaching a stopping t a rge t from the s ^ y d i s t r ibu t ion for events in 

the spin-held da ta . Although the former d i s t r ibu t ion i s independent 

of IJJ„ v , the l a t t e r d i s t r ibu t ion does in fact depend on i|»u v if the 

angular acceptance for positrons i s ij;e dependent. I t i s the former 

d i s t r i b u t i o n , represented by R(6p), which wil l be needed for the 

computations below. 

The muon decay spectrum may be wr i t ten as 

S(x,cos6)=a(x)+b(x)cos6.. 

For the spin-held data in one of the cos6 e b ins , l e t A(e e , ip e ,x) 

denote the t o t a l acceptance function for posi t rons, including the 

se l ec t ion process bias ( i . e . cos8 e must be in a ce r t a in range) , the 

acceptance of the apparatus and software cu ts . Ignoring s t a t i s t i c a l 

f luc tua t ions , the posi tron spectrum W(x) for the f i t t e d subset of the 

spin-held data i s given by 

W(x) - j[a(x)+b(x)cose]A(e e ,i | ; e ,x)R(e ) i)d(u ed(D u (5.6) 

where dm denotes the in tegra t ion over the angular phase space, i . e . 

d(j e=d(cos9 e)di|) e, and 

cos 8=cos e^cos 9 e+sin6,1sin6 ecosiJjj icosi|; e+sin6pSin8 esiniJj,1sini|> e 

From now on ^ always denotes i | » u y 

Let us make an assumption that x acceptance i s independent of 

c o s 6 e . In pract ice t h i s was not t r u e , and we wil l r e tu rn to t h i s 
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issue shortly. Under this assumption, A(9e,ijje,x) can be written as a 

product of two acceptance functions 

A(8e,iJje,x)=A(ee,ii/e)A(x) . 

If the spectrum W(x) is now fitted according to (5.3), cose a v is 

defined by 

N[a(x)+b(x)coseav]A(x)= 
f (5.7) 
j[a(x)+b(x)cos0]A(ee,iJ)e)A(x)R(e1J)d 

where N i s the normalizat ion. Hence 

JA( 6 e , ij>e)R( 9y)cosednjgduy 
cose a v = — . (5.8) 

JAtee.ipeJRteyJdajgdaijj 

Note tha t c o s 9 a v i s not cose averaged over the data, which i s given by 

Jcos9[a(x)+b(x)cos9]A(e e ,^ e)A(x)R(9 y)daj edio udx 
<cos9>= . (5.9) 

J[a(x)+b(x)cose]A(e e,iJ'e)A(x)R(9 1 I)du) edu) udx 

Since R(9U) i s independent of \|^, the ifip-dependent terms in cos9 

vanish in (5.8) af ter in tegra t ion over tp u, and hence in (5.8) cose 

can be replaced by cosepcoseg 

J cos9 v lcos9 eA( 9 e , iJ<e)R( 9u)du) eda)u 

cos9 a v = . (5.10) 

jA(9 e , i | ; e )R(e u )d u e d o j u 

As mentioned above, one may think of cosgyCosgg as cose averaged over 

one spin precession period (T<<T„): 
T 

coseucosee=-(1/T)jslJl(t)'pedt . (5.5) 

Since A(6 e,iji e) was not known a p r i o r i , in the analysis c o s e a v was 

computed from cos8„cos9 e averaged over the spin-held data 
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<cos6pCos6 e>= 

Jcos6pCos6 e[a(x)+b(x)cos8]A(9 e , ijje) A(x)R(8p)du)eduyix 
(5 .11) 

jCa(x)+b(x)cose]A(e e,ij; e)A(x)R(8 v l)dto edto udx 

Two correct ions had to be added to <cos8pCOs8e>. One correct ion i s 

due to the difference between <cos6yCOsee> computed from the measured 

t r acks , and <cos8 l J lcos8 e> if i t were computed from the t rue values of 

8„ and a e . This difference i s due to s c a t t e r i n g and f i n i t e chamber 

r e so lu t i on . Since posi t ron sca t t e r ing depended on the t a r g e t , t h i s 

correct ion was target—dependent. The second correction compensated 

for the difference between <cos8 ecos6y>, given by (5.11) , and the 

acceptance-weighted average cose e cos9„, defined by (5 .10) . The 

second correct ion was target- independent . The computation of these 

correct ions i s described in section VI. 

Let us now return to the issue of cose e-dependent x acceptance. 

If x acceptance depends on cos8 e , c o s e a v i s not r igorously defined, 

since the equal i ty (5.7) can no longer be wr i t t en . However, if the 

spectrum W(x) i s f i t t e d as in (5 .3) , with c o s e a v computed from 

<cose ) icos8 e> and the correct ions mentioned above, then the systematic 

error in r ( 8 a v ) wi l l be negl igibly small provided that the var ia t ion 

in x acceptance i s small for the range of cose e in the da ta . 

Therefore, in order to minimize the systematic error in r ( 8 a v ) due to 

cos9 e-dependent x acceptance, the data were f i t t e d in f ive cos8 e bins 

0.005 wide, 0.975Scos8 eS1. If the five cose e bins were f i t t e d 

together , the systematic error in r ( e a v ) due to cose e-dependent 

acceptance would have been ±1'10~^. When each cos8 e bin was f i t t e d 

sepa ra te ly , the systematic error in r ( 6 a v ) was smaller than ±0.2*10~^ 
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for each c o s e e b in . Events with cos8 e<0.975 were dropped from 

analysis since they had low s t a t i s t i c a l power. 

The r e s u l t for £P„6/p was obtained when the five values of 

r ( 9 a v ) = 1 - ( 5 P u 6 / p ) c o s e a v . taken with asymmetric e r r o r s , were used in a 

fixed slope extrapolat ion to c o s 6 a v = 1 . I t was checked tha t the 

r e su l t from f i t t i n g the f ive cos8 e bins separa te ly was consis tent 

with the r e s u l t obtained when a l l cos6 e bins were f i t t e d toge ther . 

V.C. Summary of the Analysis Method 

The data were f i t t e d separa te ly in five cose e bins 0.005 wide, 

0.975£cos6 e£1- For each c o s 8 e bin the f i t t i n g was performed in two 

s tages . F i r s t , the spin-precessed data were f i t t e d from x=0.93 

according t o (5 .1 ) . Then the resolut ion parameters were f ixed, and 

the spin-held data and the spin-precessed data were f i t t e d 

simultaneously, from x=0.93 and x=0.97 r e spec t ive ly , to determine the 

r e l a t i v e r a t e at the endpoint for the spin-held data , given by 

r ( 9 a v ) . The spin-held data were f i t t e d according to (5.3) and the 

spin-precessed data according to (5 .1 ) . For each cose e b in , c o s e a v 

was computed from cos8yCOs6e averaged over the spin-held data , to 

which there were added two small cor rec t ions . Final ly , the five 

values of r ( 8 a v ) = 1 - ( £ P „ 6 / p ) c o s 6 a v were used in a fixed slope 

ext rapola t ion to c o s e a v = 1 , which yielded S P ^ / p . 

The analys is method was checked in two ways. 

F i r s t , the positron spec t ra were evaluated numerically in the 

five cose e bins for various values of the muon decay parameters p, 6, 
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muon d i s t r i bu t ion was taken to be the measured d i s t r i bu t i on which 

wi l l be discussed in sec t ion VLB. The spectra were processed 

through the analysis program and the r e s u l t s for r ( 6 a v ) were compared 

with the predict ion [1 - (SPp6/p)cos8 a v ] , where c o s e a v i s defined by 

(5 .10) . I t was ver i f ied that for p=6=0 [p=1-(4/3)p, 6=1-(4/3)6] 

there was always an exact agreement between r ( 9 a v ) and the prediction 

[ s t a t i s t i c a l f luc tua t ions were not introduced in the s p e c t r a ] . For 

non-zero p and 6 the agreement was to f i r s t order in p and 6, as 

expected (see sect ion I I ) . 

Second, the same analys is was applied to the data generated in 

the fu l l Monte-Carlo simulation of the polarimeter. Events were 

generated assuming £P„6/p=1. Pa r t i c l e s were moved in small steps 

from the vacuum window to the stopping ta rge t for v+, and from the 

stopping target to the l a s t wire plane in the driftchamber Dh for 

e + . Scat ter ing and energy loss were applied at each s t e p . The data 

from the simulation were processed through the same event 

reconstruct ion and se lec t ion algorithm as the experimental data. 

After the two correct ions ( to t a l of -0.00023) to c o s e a v the r e su l t 

for £P u6/p was 0.99992±0.00038, in good agreement with the expected 

value of 1. 
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V.D. Data F i t t i n g Results 

All the data were used in the ana ly s i s , with the exception of 

runs which had some known deficiency ( e . g . too low a voltage on the 

driftchamber wire p l anes ) . The r e s u l t s for £P„6/p for a l l t a rge ts in 

the th ree data-taking runs (to be denoted by Run 1, e t c . ) are 

compiled in Appendix B. They are p lo t ted in Fig. V.2, where only 

s t a t i s t i c a l errors are shown. The systematic errors wi l l be 

considered in sect ions VI and VII. The r e s u l t s incorporate the three 

correct ions to be discussed in sect ion VI. One of the correct ions 

was target-dependent , and i t s value for each target i s a l so l i s t e d in 

Appendix B. 

I t was discovered during Run 2 tha t the thinner of the two Cu 

t a r g e t s was not su f f i c i en t l y thick to s top a l l muons. The amount of 

mater ia l beyond the mean muon stopping range i s estimated to be only 

2.5 s t ragg l ing lengths for t h i s t a r g e t . The f i t t e d g P ^ / p for t h i s 

t a rge t i s s ign i f i can t ly lower (3-0<j) than the combined r e s u l t from 

a l l other t a rge t s (see Table V.1), and a l so lower than the combined 

r e s u l t from the th icker Cu t a rge t s (4 .6o) . Since -0.6? of the muons 

which leaked out of the t a rge t could have been depolarized in a i r or 

in the mylar window of the proportional chamber P3, we have chosen 

not to include the r e s u l t for t h i s t a rge t in the computation of the 

combined r e su l t for £P 6/p. 

The values of £P 6/p for each metal , l iqu id He, and a l l ta rge ts 

together are tabulated in Table V.1 (the thinner Cu t a rge t in Run 2 

i s excluded; only s t a t i s t i c a l er rors are l i s t e d ) . Let us mention 
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FIG. V.2. Results for 5Pp6/p for each target in the three 

data-taking runs (denoted by Run 1, etc.). Only statistical errors 

are shown. The targets are Ag (triangles), Al (circles), Au 

(squares), Cu (diamonds) and He (inverted triangles). The 

spin-holding field was 0.3 T for the target marked by "w" and 1.1 T 

for the other targets. The thicker targets are marked by "t". 

Target thicknesses are compiled in Appendix A. 
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TABLE V.1. Results for 

ta rge ts combined. Only s t a 

Mater 

Ag 

Al 

Au 

Cu 

£P u 6/p for each meta l , l iqu id He and a l l 

i s t i c a l errors are shown. 

a l "5Pu6/p 

+0.0022 
0.9983 -0.0023 

+0.00056 
0-9985 -0.00056 

+0.0011 
0.9986 -0.0011 

+0.0015 
1.0007 -0.0015 

+0.0022 
0-9979 -0.0023 

+0.00046 
All targets 0.9986 -Q.00046 
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here that in the analysis of the spin-precessed data using the muon 

spin r o t a t i o n (ySR) t e c h n i q u e 1 2 He was found to be 12% depolar iz ing. 

The depolar iza t ion was most l i ke ly due to muonium formation, and if 

so, the suppression of muon depolazation in muonium by the 1.1-T 

longi tudinal f ie ld would explain the difference between our and ySR 

r e s u l t s . A possible reason for the muonium formation in l i qu id He 

was mentioned in sect ion I I I . C . 

The combined r e s u l t s from a l l t a rge t s were computed for the five 

cos9 e b i n s . In Fig. V.3 they are plot ted as 

6 
£P - c o s e a v = 1 - r (9 a v ) 

P 
versus c o s e a v . They incorporate the correct ions to be discussed in 

sect ion VI. Again, only s t a t i s t i c a l e r rors are shown. The f i t t e d 

s t r a igh t l i n e in Fig. V.3 indicates the fixed slope ext rapola t ion to 

c o s 9 a v = 1 . 

The r e s u l t s for £P y6/p were also evaluated in four muon decay 

time ranges for the three metal t a rge ts (Al, Cu and Au) cons t i tu t ing 

93% of the data (here the data from the thinner Cu targe t in Run 2 

were included) . The time ranges were (0.1 - 0.85) ps, 

(0.85 - 2.1) ys, (2.1 -5 .1 ) us and (5.1 - 10) us after the muon 

a r r i v a l at the stopping t a r g e t . As mentioned in sect ion I I I . C , the 

stopped muon polar iza t ion i s expected to decay exponentially with 

c h a r a c t e r i s t i c s p i n - l a t t i c e re laxat ion time constant T-| toward the 

equilibrium s i t ua t i on , where the numbers of muon spins p a r a l l e l or 

a n t i - p a r a l l e l to the f i e l d are almost equal . If T-| is much greater 

than 10 us , the r e s u l t s for 5P u6/p from the the four time ranges wil l 

have a l inea r dependence on the quantity 
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FIG. V.3. Results for £;P u-eos6 a v from the five cose e bins 

plotted versus cose a v. Only statistical errors are shown. The 

corrections, discussed in section VI, have been incorporated. The 

fitted straight line indicates the fixed slope extrapolation to 

cose a v=1. 
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t-tT + Ty- ( t 2 - t 1 ) { e x p C ( t 2 - t 1 ) / T y ] - 1 } ~ 1 (5.12) 

where t-| and t 2 are the s t a r t and end of a time range. 

As can be seen in Fig. V.U only the r e s u l t s for Al are suggestive 

of a time-dependent spin r e l a x a t i o n . If the o s c i l l a t i n g magnetic 

f ie lds causing the spin r e l axa t ion are produced by the nuclear 

magnetic d ipole moments, the re laxa t ion times for Al, Cu and Au 

should co r r e l a t e with the i r respect ive dipole moments of 3.6, 2.3 and 

0.1 nuclear magnetons. The f i t t e d slope of (-4.3±3-4) *10 - i* ps~ 1 for 

Al corresponds to T-| time of H.6 ms, which would imply that a 

correct ion of (+9.9+7.8) • 10 - 1* should be added to the r e su l t for 

5Pp6/p for Al. Contrary to the expectation based on the r e s u l t for 

Al, the best f i t slope for Cu i s actual ly pos i t ive 

[(+4.5+1.8)*10~^ ps ] . Since our r e su l t wi l l be used to set a lower 

l imit on £P u 6/p , we have chosen a conservative approach and decided 

not to apply a correction due to a possible spin re laxa t ion . 

Conclusions from the r e s u l t for E,P 6/p wi l l be drawn in sec t ion 

VIII, a f te r we consider the correct ions and systematic e r rors in the 

next two s e c t i o n s . 



52 

1.004 

1.000 

0.996 -

0.992 -

«=> | o. 1.000 

S> 0.996 

0.992 

1.004 

1.000 

0.994 

0.992 

Al (3.6 n.m.) 

T I T 

+ 
Cu (2.3 n.m.) 

H — i — h 

-I 
I 

- Au (0.1 n.m.) 

-I f 
± 

2 3 4 5 

t (Msec) 

i 

XBL 8512-11757 

FIG. V.4. The results for 5P„6/p evaluated in four muon decay 

time ranges for the three metal targets, Al, Cu and Au, constituting 

93? of the data. Only statistical errors are shown. The results 

are plotted versus t, given by equation (5.12). The target material 

nuclear magnetic moment in units of nuclear magnetons (n.m.) is 

indicated. Only the results for Al are suggestive of a 

time-dependent spin relaxation. 
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VI. CORRECTIONS 

This chapter describes the computation of three cor rec t ions . Two 

corrections were applied to c o s 6 a v > computed from data-averaged 

cose„cos8 e . Another correct ion was applied to the r e su l t for gP„6/p 

due to muon depolar izat ion during the stopping process in s c a t t e r i n g 

with unpolarized e lec t rons . The reasons for these corrections have 

been mentioned in sect ion V.B. We wil l continue to use the nota t ion 

introduced in tha t sec t ion . 

Let us b r i e f ly repeat the reasons for the correct ions to c o s e a v . 

In the expression (5.1*) for the r a t e at the endpoint c o s 6 a v i s 

defined by (5 .10) . However, in the analysis e o s 8 a v had to be 

computed from <cose 1 Jcose e>, i . e . cos8yCos0e averaged over the 

spin-held da t a . Two correct ions had to be added to <cos8j icose e>-

The f i r s t correct ion was due to the difference between <cos6pCOS6e> 

computed from the measured t r a c k s , and <cos9 l icos9 e> if i t were 

computed from the true values of 0 y and 9 e . This correction was 

mostly due to mult iple s c a t t e r i n g , although f i n i t e chamber reso lu t ion 

also contr ibuted. Since posi t ron sca t te r ing depended on the t a r g e t , 

t h i s correct ion was target dependent. The second correction was due 

to the difference between <cos6 ucosB e>, given by (5.11), and c o s 6 a v 

defined by (5 .10) . 

The values of the three correct ions and the uncer ta in t ies in them 

are l i s t e d in Table VI .1 . I t should be noted tha t adding a 

correction to c o s e a v > i . e . t o <cos8 1,cose e>, was equivalent to 

reducing £P u6/p by the same amount because <cose ) Jcos6e > w a s nearly 1. 
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TABLE VI .1 . Values of correct ions to c o s e a v and gPuS/p and 

estimated possible systematic e r rors in co r rec t ions . Adding a 

correct ion to c o s 6 a v i s equivalent to reducing 5P„6/p by the same 

amount. 

Corrections Values Errors 

Correction to E,P„6/p due to muori 

depolar iza t ion in s ca t t e r ing with +0.0007 <0.0001 

unpolarized e lect rons 

0.0001 ±0.0003 

+0.0001 <0.0001 

Correction (averaged over a l l t a rge t s ) 

. to c o s 6 a v due to Coulomb s c a t t e r i n g 

and f i n i t e chamber reso lu t ion 

Correction to c o s e a v due to use of 

data averaged cosByCoseg 

\ 
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The possible systematic e r ro r s in two of the three correct ions l i s t e d 

in Table VI.1 are estimated to be small compared to 1*10-1*. 

The three correct ions wi l l be considered below in t h i s order: 

f i r s t , the correct ion to c o s e a v due to mul t ip le sca t t e r ing and f i n i t e 

chamber reso lu t ion ; second, the correct ion to c o s 9 a v due to use of 

(5.11), r a the r than (5.10); f i na l ly , the correct ion to 5P p6/p due to 

muon depolar izat ion in s ca t t e r i ng with unpolarized e l ec t rons . 

VI.A. Correction due to Multiple Sca t te r ing and F in i te Chamber 

Resolution 

Let us denote <cos0 cos6 e> computed from the measured t racks by 

<cose r n ea3' >» r , n c l <cos8„cos6 e> if i t were computed from the t rue values 

of By and 9 e by < c o s 6 t r u e > . T n e unit vector given by the 

ext rapola t ion of the measured muon track to the stopping t a rge t will 

be denoted by Py | i neas« a n d 9jj,meas w i l 1 denote the corresponding 

polar angle with respect to the solenoid a x i s . 6 U t rue w i l 1 denote 

the t rue polar angle of - s y at the decay ver tex . 

Muon depolarizat ion due to sca t t e r ing with unpolarized e lec t rons , 

which i s cons* • ed in sec t ion VI.C, wi l l be ignored. Coulomb 

sca t t e r ing i s r e l a t i v i s t i c a l l y f e l i c i t y conserving and 

n o n - r e l a t i v i s t i c a l l y spin-conserving. The n o n - r e l a t i v i s t i c l imi t 

applies to the \x+, which i n i t i a l l y have f$=0.27 (when a muon with 

h e l i c i t y ±1 s ca t t e r s by an angle e, muon polar izat ion with respect to 

the i n i t i a l direct ion changes by =e 2B 1*/8). I t can therefore be 

assumed tha t the spin polar angle 6 U , when a muon enters the stopping 
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t a r g e t , i s iden t ica l to 6„ true* The t rue d i rec t ion of muon spin 

when the muon enters the stopping ta rge t wi l l be denoted by s u > e n t . 

Similar ly , l e t p e t rue denote the d i rec t ion of e + momentum at the 

decay ve r tex , and 9 e t rue ^he corresponding polar angle. Let the 

unit vector given by the extrapolat ion of the measured posi t ron track 

to the stopping ta rge t be denoted by p e m e a s , and e e m e a s D e t h e 

corresponding polar angle . 

We seek the correct ion < c o s e t r U e ' > " " < c o s e m e a s > - Since cose„ and 

cos6 e are both very close to 1, 

coselJcosee=coselJ+cosee-i , 

and hence 

< c o s e t r u e > - < c o s e m e a s > - C < c o s e t r u e > - < c o s e u m e a s > ^ + 

(6.1) 
[<cose e true>~<cos9 e meas 

>] . 

Let us consider q u a l i t a t i v e l y various contr ibut ions to the muon 

average in (6 .1 ) , i . e . to the f i r s t term on the right-hand s i d e . 

Similar arguments wil l apply for pos i t rons . There are severa l 

sources of misalignment between S y > e n t and p^ m e a s . Before the muon 

enters the vacuum window separat ing the beamline from the muon 

polarimeter ( i t i s located j u s t in front of the proportional 

chamber P1; see Fig. I I I . 1 ) , s^ and p u are misaligned due to 

s c a t t e r i n g in the production t a r g e t . Muon sca t t e r ing in the material 

(-50 mg/cm2) upstream of the stopping t a rge t contributes further to 

the misalignment. Although sca t t e r ing of the muons i s assumed to be 

spin-conserving, the muon spin di rect ion does change between the 

vacuum window and the stopping target di;p to spin precession in the 

longi tudinal f i e l d . 
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In order to estimate the ef fects of muon sca t t e r ing in the 

production t a rge t and in the material upstream of the stopping 

t a rge t , l e t us ignore the magnetic f ie ld in the stopping t a rge t 

region. I t can therefore be assumed that muon spin d i rec t ion does 

not change when a muon t r a v e l s from the vacuum window to the stopping 

t a r g e t . Let us denote the t rue di rect ion of the muon momentum before 

the muon enters the P1 vacuum window by p^ (subscript i stands for 

' i n i t i a l ' ) - Let 9̂  be the corresponding polar angle. The muon 

average in (6.1) can be rewr i t ten as 

[ < c o s e p j t r u e > - < c o s 9 i > ] + [<cos8 i> -<cosep > m e a 3 >] . (6.2) 

Without a loss of genera l i ty , we may assume that at the ir+ decay 

vertex s„ i s always a n t i - p a r a l l e l to p^. Let us consider the f i r s t 

term in ( 6 . 2 ) . The misalignment between s„ e n t (which determines 
c o s e u , t r u e s i n c e t n e magnetic f i e ld i s ignored) and pi i s due to 

sca t t e r ing in the production t a r g e t . For s impl ic i ty , l e t the 

sca t t e r ing angle <j>-| in the production ta rge t be the same for a l l 

muons. The angle <j>-| between s,, and p„ i s preserved by the magnetic 

f ie ld in the beamline, where muons are t ransported in vacuum. At the 

vacuum window s^ i s randomly misaligned with respect to p^ by an 

angle ^ . By a simple computation 

<cos9 l J j t r u e >=<cos8i>cos()) 1 , (6.3) 

and since 4>i i s small (-30 mrad) and cos8i=1, 

[ < c o s e l J i t r u e > _ < c 0 3 e i > ^ = - ( f , 1 2 / 2 • (6.1) 

Let us now consider the second term in ( 6 . 2 ) . The misalignment 

between pj and Pyfmea3 i s mostly due to s c a t t e r i n g between the vacuum 

window and the proportional chamber P2, although f i n i t e chamber 
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reso lu t ion and f i n i t e accuracy of track ext rapola t ion also 

cont r ibu te . To a good approximation, only mater ia l upstream of the 

mid-point between P1 and P2 contr ibutes to the misalignment (5'10 

rad ia t ion l eng ths ) . The acceptance effects and software cuts 

p r e f e r en t i a l l y re jec t events with the l a rge s t y + sca t te r ing angles 

between the vacuum window and P2, which leads to a decrease (-6*10"^) 

in the cor rec t ion . We wi l l re turn to these ef fects below, when we 

consider the systematic e r ro r s in the cor rec t ion , but for the moment 

suppose tha t these effects can be ignored. Again, l e t the angle $2 

between p^ and p^meas b e t n e same for a l l muons. The unit vectors 

Pp.meas a r e randomly misaligned with respect to p^ by an angle $2-

Hence 

< c o s e u , m e a s > = < c o s e i > C O S ( t , 2 

by the same computation as in (6 .3 ) . and 

[<cos 6j >-<cos 8„ m eas » < J > 2 2 / 2 • (6.5) 

Therefore the correct ion for y + s ca t t e r ing in the material near the 

stopping t a r g e t , given by ( 6 . 5 ) , has an opposite sign from the 

correct ion for y + s ca t t e r i ng in the production t a r g e t , given by (6 .1 ) . 

Since the correct ion (6.1) depends on the geometrical acceptance 

of the apparatus , on cuts in ana lys i s , on angular d i s t r ibu t ion of the 

incoming muons, e t c . , i t i s not possible to compute i t p rec ise ly by 

an ana ly t i ca l computation. Furthermore, the positron average in 

(6.1) depends on the t a rge t so that the correct ion i s also 

target-dependent . The correct ions were therefore computed, to a 

s t a t i s t i c a l error of l e s s than ±0.5*10~^ for each stopping t a r g e t , in 

a ful l Monte-Carlo simulation of the polarimeter described in sect ion 
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V.C. The sca t t e r ing model used in the simulation i s based on the 

theory of Nigam, Sundaresan and Wu. 3 2 The data generated in the 

simulation were processed through the same event reconstruct ion and 

se lec t ion algorithm as the experimental da ta , and the correct ion 

(6.1) was computed from Monte-Carlo events which passed a l l cu t s . 

The correc t ion varied by l e s s than 2.5"10"^ from cose e=0.975 to 

cos9 e=1 for a l l t a r g e t s . Hence, the correc t ion was assumed to be the 

same for a l l cos6 e b ins , s ince i t was found tha t the error in £P y6/p 

due to t h i s assumption was l e s s than ±0.5*10"^. The correct ions for 

a l l t a rge t s are tabulated in Appendix B. They include an upward 

adjustment of 2-10 - ^ discussed below. 

Let us now consider the possible systematic er rors in the 

correct ion (6 .1 ) . The accuracy of the s c a t t e r i n g model, assumed to 

be ±10$ in the sca t t e r ing angle magnitude, leads to an error of 

<1-10~\ but conservatively i t i s taken to be ±1-10—**. As can be 

seen from equations (6.4) and (6 .5 ) , the value of the correct ion 

should vary quadrat ica l ly with the s c a t t e r i n g angle magnitude if 

acceptance effects can be ignored. This quadratic dependence 

approximately holds in p r a c t i c e . The e r ror due to the uncertainty in 

the s c a t t e r i n g angle magnitude i s r e l a t i v e l y small because the 

correct ion for muon s c a t t e r i n g in the production ta rge t has an 

opposite sign from the correct ion due to s ca t t e r ing near the stopping 

t a rge t : the muon part of the correction (6.1) i s 0.1*10 - 1* ( t o t a l ) , 

compared to the contr ibut ion of sca t t e r ing in the production ta rge t 

of -H-10 - 1*. The positron part of the cor rec t ion , averaged over the 

stopping t a r g e t s , i s —1-10~"*. 
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The correct ion (6.1) depends on the f rac t ion of events with large 

s c a t t e r i n g angles remaining in the f ina l sample. The number of such 

events in the f ina l sample i s reduced because of software cuts 

requi r ing cos6v l20.99 and a radius at the stopping t a rge t £1.8 cm. 

Also, such events have a larger beam spot at the stopping t a r g e t , and 

consequently there i s a smaller p robabi l i ty for a positron to be 

accepted by the apparatus . The correct ion (6.1) therefore depends on 

the d i s t r i b u t i o n of incoming y + angles , and to a smaller extent on 

the beam spot at the t a r g e t . 

The t rue muon d i s t r i b u t i o n in angles and posit ion at the PI 

vacuum window i s not known since the measured d i s t r ibu t ion includes 

the e f fec t s of s c a t t e r i n g . Let us explain how the measured 

d i s t r i b u t i o n was obtained. In the experiment, when the data was 

col lected in the spin-precessing mode ( i . e . with 70-G or 110-G 

ve r t i c a l f i e l d ) , approximately every t h i r t i e t h event was taken with a 

' u - s t o p ' t r i g g e r , r equ i r ing only a s igna ture of a p a r t i c l e stopping 

in the t a r g e t . The angular d i s t r i bu t ion of the measured muon tracks 

in such events was used in the Monte-Carlo simulat ion. 

Since e s sen t i a l l y a l l muons at the PI vacuum window are accepted 

by the apparatus , i t i s possible to es t imate the t rue u + d i s t r i bu t i on 

that would yield the measured d i s t r i b u t i o n . When the estimated true 

ii + d i s t r i b u t i o n was used to compute the cor rec t ion , the muon part of 

the correc t ion was =<2"10_i' greater then i t was with the measured 

d i s t r i b u t i o n . Therefore, a l l correct ions computed with the measured 

d i s t r i b u t i o n were adjusted upwards by 2*10~\ and a possible 

systematic error of ±2'10~ 1 ' was assigned to the correct ion (6.1) due 
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to the uncertainty in the incoming y + d i s t r i b u t i o n . 

F ina l ly , the correc t ion (6.1) depends on the amount of sca t te r ing 

in the production t a r g e t . The mean thickness of material in the 

production ta rge t t raversed by muons i s determined by the mean beam 

momentum, estimated to be 29 . ' 5 MeV/c. The \i+ momentum from tr+ decay 

at r e s t i s 29.79 MeV/c, which implies tha t the mean energy loss in 

the graphi te production ta rge t was 0.0092 MeV, corresponding to a 

mean thickness t raversed by muons of 6.6 mg/cm2. An uncer ta inty in 

the mean y + beam momentum of ±0.2 MeV/c implies an uncer ta in ty of 

3.8 mg/cm2 in the mean thickness t raversed by muons, which leads to a 

poss ib le systematic e r ror in the correc t ion of ±2 ,10~1*. 

When these three systematic e r rors are added in quadrature, the 

combined possible syetematic error in the correct ion (6.1) becomes 

±3*10_ 1*. The correct ion averaged over a l l t a rge ts was -1*10~^. 
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VLB. Correction due to Use of Data-Averaged 0038^00389 

We seek a correc t ion due to the difference between c o s e a v defined 

by (5.10), and the data-averaged cose^cosee given by (5 .11) . The 

l a t t e r wi l l be denoted by <cose | J cose e >, j u s t as " s fo r e . The 

correct ion required i s given by 

coseav~<Gose lJ1cosee> . (6.6) 

Here i t i s assumed tha t <cos9„cos8 e> has been computed from the t rue 

values of 9 y and 6 e . 

In sect ion V.B i t was shown tha t when s t a t i s t i c a l f luctuat ions 

are ignored, the positron spectrum for the f i t t e d subset of the 

spin-held data i s given by 

W(x) - j[a(x)+b(x)£P ucO38]A(e e,i|j e)A(x)R(ep)d(0edu) u (6.7) 

where a(x) and b(x) are the angle-dependent and angle-independent 

par t s of the muon decay r a t e ; A(e e , ip e ) i s the angular acceptance 

function for pos i t rons , assumed to be independent of the x acceptance 

function A(x); R(9 V) denotes the 8 U d i s t r ibu t ion of muon spins at 

the decay vertex for muons reaching the stopping t a rge t (the 

d i s t r i bu t i on i s i so t rop ic in tkj); dm denotes the in tegra t ion over the 

angular phase space, i . e . do^=d(cos8 e)diji e; and 

cos9=cose 1 J lcose e+sin9 l Jsin8 ecos^ 1 Jcos<)j e+sin9„sin9 esin\|; 1 J 1sini|; e 

The two terms in the expression for cosg which contain IJJ,,, vanish in 

(6.7) af ter i n t e g r a t i o n . Aside from cos9, only A(9 e,<|/ e) in (6.7) 

depends on ip e. Hence, W(x) can be rewri t ten in terms of the angular 

acceptance function which depends only on 9 e : 

A(ee)- jA(e e i*e> d *e • ( 6 - 8 ) 
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This fact wi l l be useful for the discussion below. 

The correc t ion (6.6) depends on the range of cos6 e in the f i t t e d 

data s e t , and a lso on the minimum x in the f i t of the spin-held 

data . For cos6 e bins 0.005 wide and x m i n =0 .97 , the correct ion was 

small, only +1-10~^, and to an accuracy of ±0.1•10~^ i t was the same 

for a l l cose e b ins . The correct ion was computed by evaluating the 

spectrum W(x) numerically, using the estimated t rue R(6„) 

d i s t r i bu t ion (see sect ion VI.A), and assuming that A(x) and A(e e,iji e) 

were cons tant . 

I t was checked that the correct ion changed negl igibly for 

r e a l i s t i c A(x) and A(6 e ) . The x acceptance varied the most in the 

smallest cos6 e bin ( i . e . 0.975£cos6 e<0.98 b i n ) . When the 

spin-precessed data were combined from a l l t a rge t s and f i t t e d 

according to (5 .1 ) , with A(x) given by (5 .2 ) , i t was found tha t the x 

acceptance in t h i s cose e bin f e l l by 17? at x=.93 and by 1.5% at x=1, 

r e l a t ive to the acceptance maximum at x=0.985. The correct ion (6.6) 

changed by l e s s than 0.1 •10" 1 ' when t h i s A(x) was used in the 

computation of W(x). 

The angular acceptance A(8 e) for the spin-held data should be 

similar to A(6 e) for the spin-precessed da ta . The l a t t e r i s given by 

the number of events as a function of cos9 e , since after timing cuts 

the spin-precessed data i s equivalent to the unpolarized, i . e . P„=0, 

data , and the angular d i s t r i b u t i o n of decay positrons for P,j=0 data 

i s i s o t r o p i c . The angular acceptance at cose e=0.975 f e l l by -20? 

r e l a t i v e to cos9 e =1. The correct ion (6.6) changed by less than 

0.1•10~^ for a 10? var ia t ion in A(8 e) in a s ing le cos8 e b in . 
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Since A(ee) depends on x, one may define cos9 a v using the angular 

acceptance function for the center of the fitted cosee bin. If such 

acceptance function is denoted by A c(6 e), then 

cos9 a v = 
Jcose y cose e A c (6 e )R(8 u )d(cose e )d<i) u 

JA c (e e )R(e u )d (cose e )da ) u 

With t h i s de f in i t ion of c o s 8 a v the correct ion (6.6) i s s t i l l accurate 

t o ±0.1 • 10 - i* for a r e a l i s t i c va r i a t ion of A(8 e) with x. 

VI.C. Muon Depolarization in Sca t te r ing with Unpolarized Electrons 

Let us denote by the unit vector o^ the d i r ec t ion the muon spin 

would have if s ca t t e r i ng with e l ec t rons were absent . Muon 

polar iza t ion with respect to o y i s reduced due to spin-exchange 

effects in s c a t t e r i n g with unpolarized e l ec t rons . The polar izat ion 

with respect to o u would have been preserved in the absence of 

s c a t t e r i n g . For s impl ic i ty , l e t us assume that a t the w+ decay 

ver tex the muon spin i s a n t i - p a r a l l e l to p^, as i t i s for a pure V-A 

in te rac t ion . Let the solenoid ax i s define the z -d i r ec t ion . Muon 

depolar izat ion with respeet to o p in sca t t e r ing with unpolarized 

e lect rons during the stopping process wil l be denoted by AP. We wi l l 

continue to assume that Coulomb sca t t e r i ng from nuclei i s 

spin-conserving. The expectation value of the muon spin s^ with 

respect to o y i s 

<sp>^ = Cn/2)(1-AP) , 
o 

which implies that the expectation value with respect to the z-axis i s 
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<a M > z = (1-AP) <0]1>z . 

In sec t ion VI.A the correc t ion (6 .1 ) , due to the difference 

between <cos6 ucos6 e> computed from the measured t racks and 

<cose^coa9 e> computed from the t rue values of 8^ and 9 e , has been 

found assuming tha t c o s 8 ^ t r u e * s given by the z-component of o„, 

rather than by < s u > z . Hence, a f te r the correc t ion (6.1) has been 

added to <cos8 l icos9 e>, the r e s u l t i n g value must in addition be 

mult ipl ied by (1-AP). Since AP is only 7-10"1*, as wil l be shown 

below, and <cos9V Jcos9 e> is >0.97, an upward correct ion equal to AP 

has been made d i r ec t l y to the r e s u l t for ^P^e/p. 

We now consider the computation of AP. I t was shown by Ford and 

Mul l in 2 8 t ha t for a n o n - r e l a t i v i s t i c p + which s c a t t e r s with 

unpolarized e~ through a center of mass angle 6, the probabi l i ty that 

the f ina l p + spin di rect ion i s pa ra l l e l ( E = 1 ) or a n t i - p a r a l l e l ( E = - 1 ) 

to the i n i t i a l spin i s 

1 + e ra2 n o i, a 
Q(e,B)- " e — B 4 [ s i n 2 ( e / 2 ) - s i n ^ O / ^ ) + s in° (8 /2 ) ] 

2 2 

where 6 i s the muon veloci ty in the lab frame and m=me and u=mu. 

If the muons are i n i t i a l l y fu l l y polarized, the polar izat ion along 

the d i rec t ion o^ after one s c a t t e r i s 

m2 
P u = 1 - 2 — B" Csin 2 (8/2) - sin 1*(8/2) + s i n 6 ( 8 / 2 ) ] } 

and s imi l a r ly , if the polar iza t ion i s i n i t i a l l y P u ±, the 

polar iza t ion Py f f af ter one addi t ional sca t t e r i s 
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m2 

p p , f " p i i , i { 1 - 2 — 6** [ s i n 2 ( 6 / 2 ) - s i n 4 ( 8 / 2 ) + s i n 6 ( 8 / 2 ) ] } . 
U2 

The corresponding f rac t ional energy loss i s 

w = _ 8^sin 2 (9/2) . 
U 

One can wri te a d i f f e r en t i a l equation for the depolar izat ion as a 

function of energy. For the energy loss dE = wE, where E is the muon 

k ine t i c energy E = (Y-Dy, the r a t e of depolar izat ion i s 

d P U m 0 2 

= P U ( E ) t 2 [1 - s in 2 (6 /2 ) + s i n 4 ( 9 / 2 ) ] } . (6.7) 
dE M

 u 2 (Y-1) 

The n o n - r e l a t i v i s t i c cross-sect ion i s inversely proport ional to 

s i n ^ ( e / 2 ) , and hence the s in (e /2 ) terms in (6.7) can be ignored. The 

polar iza t ion Pp(E) wi l l be >.999, and can be se t equal to unity on 

the right-hand s i d e . Surface muons, coming from ir + decay at r e s t , 

i n i t i a l l y have k ine t i c energy E 0=4.1 MeV. Since muon energy loss for 

E>3 KeV is almost en t i r e ly due to sca t t e r ing with e lec t rons (see 

sect ion I I I . C ) , AP i s given by 

?0 _ , 2 _ E 0 f m ^ m f E 
AP = 2 dE = 2 — [2 - 3 - ] dE = 

3 keV U 2 <™> U2 J M 

mE 0 3 E 0 

4 (1 - ) = 7.3'10~ i ' . 
u 2 U v 

I t should be noted that AP i s r e l a t i v i l y insens i t ive to the lower 

l imi t in the i n t eg ra t i on . The uncertainty in t h i s correct ion i s 

therefore estimated to be small compared to 10 - 1*. 

The values of a l l correct ions and the uncer ta in t i es in them have 

been l i s t e d in Table VI. 1. 



67 

VII. SYSTEMATIC ERRORS 

The possible sources of systematic e r rors SI * 10~^ are summarized 

in Table V I I . 1 . The systematic e r ror in the s c a t t e r i n g correct ion 

has been discussed in sect ion VI.A. The sources of the remaining 

systematic e r ro r s wil l be considered one at a time below. The 

systematic e r r o r s l i s t e d in Table VII. 1 should in pr inc ip le be 

uncorrelated; they add in quadrature to ±7.5*10 . 

At the end of t h i s sect ion we wi l l also consider the systematic 

error due to events with decay positrons produced by an extra muon in 

the stopping t a r g e t , rather than the muon causing the t r i gge r . This 

error wi l l be shown to be small compared to 1*10" . 

VILA. x=1 Calibration 

Recall tha t the x=1 c a l i b r a t i o n was determined from the x=1 edge 

posit ion in the spin-precessed data (see sect ion V.A). The posi t ion 

of the x=1 point on the reconstructed momentum sca le was a free 

parameter in the f i r s t stage of f i t t i n g , when the spin-precessed data 

were f i t t e d a lone , and in the second s tage, when the spin-held and 

spin-precessed data were f i t t e d simultaneously. The position of x=1 

was assumed to be ident ica l for the two data s e t s . However, the x=1 

ca l ib ra t ion points may differ because of the s t rong longitudinal 

f i e ld in the t a r g e t region for the spin-held da ta , which provided 

extra bending for positron t r a j e c t o r i e s . Hence, for the same x, 

positron t r a j e c t o r i e s in the two data se t s had a different 



68 

TABLE V I I . 1 . The possible sources of systematic error 21-10" 

and the i r estimated con t r ibu t ions . 

Sources of Possible Error Errors 

Coulomb s c a t t e r i n g correct ion ±0.0003 

Difference in x=1 ca l ib ra t ion (±.00035) and 

x acceptance (+.0002) between the spin-held 

and spin-precessed data ±0.00055 

Spectrometer momentum dispersion +0.0001 

Uncertainty in the longi tudinal posi t ion of wire 

planes for chambers near the t a rge t ±0.00025 

Accuracy of cose^ and cos9 e reconst ruct ion 

using f i r s t - o r d e r optics approximation ±0.00025 

Total 1o possible error ±0.00075 
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d i s t r i b u t i o n in the spectrometer magnet, and there could be a small 

difference in x=1 ca l ib ra t ion points due to imperfections in the 

momentum reconstruct ion algori thm. Let us denote by x-j s _ n the 

posit ion of x=1 for the spin-held data . Similar ly , l e t x- | j 3 _p denote 

the posi t ion of x=1 for the spin-precessed da ta . 

The possible difference in x=1 ca l ib ra t ion 

A*1 = x 1 > s _ h - x 1 j S _ p 

was estimated by f i t t i n g the data . We have chosen not to r e l y on the 

r e su l t s from the Monte-Carlo simulation, s ince the simulation did not 

use the measured spectrometer f i e l d . The f i e l d in the simulation was 

computed assuming a cy l ind r i ca l symmetry and hence i t was only 

approximate. 

The pos i t ion of x=1 for the spin-precessed data , i . e . x - | ) S _ p , was 

already known from the f i r s t stage of f i t t i n g . The posit ion of x=1 

for the spin-held data, i . e . x-j s _ n , was determined by f i t t i n g the 

spin-held data according to (5.3)f j u s t as before, but leaving the 

posit ion of x=1 as a free parameter. In order to increase the 

s t a t i s t i c a l power of the spin-held data to determine the posi t ion of 

x=1, the cut to eliminate cloud muons (described in sect ion I I I .B) 

was not appl ied . 

The mean Axi averaged over a l l five cose e bins and a l l t a rge t s 

was found t o be (0.17±0.45) -10" 1 4 (x 2=36 for 51* degrees of freedom). 

The slope in Axi versus cos6 e was consistent with zero 

(0.0010±0.0066), and hence Ax-j was assumed to be the same for a l l 

cos8 e b i n s . I t was found empirical ly that for a non-zero Axi the 

error in £P 6/p was 8Axi. This error was determined by sh i f t i ng the 
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spin-held data in x and observing the r e s u l t i n g change in £P u 6/p. 

Since our r e s u l t wil l be used to set a lower l i m i t on 5P„6/p, a 

conservative approach was chosen and an upwards correction to £P„6/p 

due to a pos i t ive centra l value of Ax-| was not made. Hence, j u s t a 

systematic e r ror of +3.5"10"^ was assigned to 5P p 6/p. 

VII.B. Momentum acceptance 

The acceptance in reduced positron momentum x, which was assumed 

to be the same for the spin-held and spin-pr eeerfsed data, t.:ay a l so 

differ because of the s t rong longi tudinal f i e l d in the ta rge t 

region. Let us introduce a function D(x) to describe the possible 

difference in x acceptance between the two data s e t s . Since the 

normalization was a free parameter in the f i t , i t may be assumed that 

D(1)=1. The lowest order, i . e . l i nea r , term in D(x) may be estimated 

by extending the minimum x for the spin-held data from x=0.97 down to 

x=0.93, and adding D(x) to the f i t t i n g function for the spin-held 

data ( 5 . 3 ) . The f i t t i n g function for the spin-held data then becomes 

N 2 { [ 1 - r ( e a v ) ] S v _ A ( x , 1 ) + r (8 a v )S v _ A (x ,0)}A(x)D(x) 

where N2 i s a free normalization; Sy_ A(x,1) and Sy_A(x,0) are the 

pure V-A spec t ra at P„cos9=1 and Pycose=0 respec t ive ly ; r ( e a v ) i s the 

r e l a t i v e r a t e at the end-point; A(x) i s the quadratic acceptance 

function (5 .2 ) ; and D(x) describes the difference in acceptance 

between the spin-held and spin-precessed data: 

D(x) = 1 + D^x-1) 

where D-j i s a free parameter. 
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The mean D-| , averaged over the five cos8 e bins and a l l t a r g e t s , 

was found to be 0.1 4±0.18 (x 2=44 for 51* degrees of freedom). The 

slope in D-j versus cose e was consis tent with zero (7±27), and hence 

D-) was assumed to be the same for a l l cos8 e b i n s . I t was empir ical ly 

determined tha t when D(x) was used in the f i t of the spin-held da ta , 

the r e s u l t for SP p5/p changed by 0.001-D^ r e l a t i v e to i t s value with 

D-|=0. The r a t e of change in £Pu<5/p with D-| varied quadrat ical ly with 

( 1 _ x min)» w n e r e xmin i s t n e minimum x in the f i t of the spin-held 

data. The x m ^ n of 0.97 was optimal for the smal les t combined 

( s t a t i s t i c a l and systematic) e r r o r . 

A conservative approach was chosen here, j u s t as for the x=1 

ca l ib ra t ion e r r o r , and an upward correct ion to 5P„6/p due to a 

posi t ive cen t ra l value of D-| was not made. A systematic error of 

±2'10 - ^ was assigned to E.P^&Zp due to a possible difference in x 

acceptance between the spin-held and spin-precessed data . 

Since the possible differences in the x=1 ca l ib ra t ion and x 

acceptance are both due to the longitudinal f i e l d in the t a rge t 

region, these two errors were combined l i n e a r l y in the computation of 

the t o t a l systematic e r ro r . 
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VII.C. Momentum Dispersion 

The spectrometer momentum dispersion was measured to be 

(1.056±0.008)%/cm (see sec t ion IV). Let us es t imate the change in 

5P,,6/p if the dispersion i s decreased, for example. A decrease in 

the dispersion means that the reconstructed reduced positron momentum 

x i s shif ted closer to x=1. Hence one may think of the change in 

dispersion in terms of a factor A (A<1) by which the reconstructed 

momentum sca le i s compressed towards x=1. 

The spin-held data i s given approximately by a l inear function 

vanishing a t x=1 plus a cons tant . I t can be therefore eas i ly shown 

that when the x sca le i s compressed by a factor A, the normalization 

parameter N 2 in the f i t t i n g function for the spin-held data (equation 

5.3) increases by a factor of =1/A^. Near x=1 the number of events 

per x bin increases by a factor of 1/A. Since t h i s number i s 

proportional to N 2 r ( 9 a v ) , where r ( 6 a v ) i s the r e l a t i v e r a t e at the 

end-point, r ( e a v ) decreases by a factor of A, as was verif ied in the 

ana lys i s . Recall that gP 6/p was extracted from 

r ( e a v ) = 1 - ( g P ] i 6 / p ) c o s e a v . The mean r ( e a v ) was 0.015, and hence a 

possible systematic error of ±1*10"^ was assigned to 5P„6/p due to an 

uncertainty in the spectrometer momentum d ispers ion . 
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VII.D. Reconstruction of cose,, and cosB e 

There are two more sources of possible systematic e r rors in the 

reconst ruct ion of cos9„ and c o s e e , in addi t ion to the systematic 

error in the sca t t e r ing correc t ion to <coss u co38 e >, which was 

discussed in sect ion VI.A. Here we wi l l f i r s t consider the 

systematic e r ro r s due to the uncer ta in t ies in the longi tudinal 

posit ions of the wire planes in the proport ional chambers near the 

t a r g e t . Then we wi l l consider a systematic e r ror due to f i t t i n g 

curved t racks in the f i r s t - o r d e r optics approximation for 

cy l ind r i ca l ly symmetric f i e l d s , described in sect ion IV. 

Let us denote the difference between <cos6„> ( i . e . the 

data-averaged cosSy) if i t were computed from the true angles and 

<cos9„> computed from the measured angles by Acose^. Similar ly , 

Acos6e w i l l denote the difference for pos i t rons . An uncer ta inty of 

±2 mm in the longitudinal distance between the proportional chambers 

P1 and P2 (see Fig. I I I . 1 ) leads to a systematic error of ±2*10"^ in 

Acose u, and consequently in £P u 6/p. An uncer ta inty of +2 mm in the 

longi tudinal position of the proportional chamber P3 with respect to 

the d r i f t chambers D1 and D2 leads to a systematic error of ±1.5"10~^ 

in Acos6 e. These er rors are combined in quadrature to yie ld 

+2.5-10" 1 4 . 

In the f i r s t -o rde r opt ics approximation p a r t i c l e t r a j e c t o r i e s are 

determined by means of t ransfer matr ices , computed from the magnetic 

f ie ld values on the solenoid axis and the magnetic r i g i d i t y . In the 

region from the proportional chamber PI to the driftchamber D2 the 



74 

magnetic f i e l d i s given by the sum of the 'upstream' f i e ld , produced 

by the two c o i l s surrounding the t a r g e t , and the 'downstream* f i e l d , 

produced by the co i l s in the solenoid bore. The two se t s of c o i l s 

were powered independently. 

In t rack reconstruct ion we have used the ax ia l f i e ld computed by 

the POISSON program. A comparison was made between the POISSON axia l 

f ie ld and the measured axia l f i e l d (the measurements were taken at 

different magnet currents than those used in the experiment). For 

the comparison the upstream POISSON f ie ld was scaled so that there 

was an agreement in the axia l f i e ld at the t a r g e t , and the downstream 

POISSON f i e ld was scaled to obtain agreement in the axial f i e ld a t 

the l a s t wire plane in driftchamber D2. After the normalization, the 

POISSON axia l f i e ld agreed with the measured f i e l d to within 12$. 

The measured f i e l d was always lower than the POISSON f i e ld , with the 

la rges t difference being near the f ie ld minimum in driftehamber D1 

and in the upstream f ie ld t a i l near P1. 

The optimal scal ing fac to rs for the upstream and downstream 

f ie lds for t r ack reconstruct ion were determined by minimizing the 

average x 2 f o r t n e curved pos i t ron t r acks . When the scal ing fac tors 

were determined in an iden t i ca l manner for the data from the fu l l 

Monte-Carlo simulation of the polarimeter, i t was found that in the 

absence of s ca t t e r i ng and chamber resolut ion ef fec ts Acosey was 

+2-10 - " and Acos8 e was -2-10~5. Hence, the accuracy of the 

f i r s t -o rde r op t ics approximation, in determining cos9„ and cos6 e i s 

assumed to be l e s s than + 1 M 0 " \ The systematic e r rors in Acose^ and 

Acosee are assigned due to the uncer ta in t ies in determining the 
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scal ing f a c t o r s , and due to the difference between the POISSON and 

measured ax ia l f i e l d s . 

The sca l ing fac tors were determined to an accuracy of l e s s than 

5%. To allow for the difference between the POISSON and measured 

axia l f i e l d s , the systematic e r rors in Acos8„ and Acose e a re assumed 

conservatively to correspond to a 10? change in the sca l ing f ac to r s . 

For a \Q% change in the sca l ing factor for the upstream f i e l d , Acose,, 

changed by 8*10~5 and Acose e by 5*10~ 5. For a 10% change in the 

sca l ing factor for the downstream f i e l d , Acose e changed by 1-10—^*. 

Hence a possible systematic error of 2 .5"10 - i t i s assigned t o CP^fi/p 

due to an uncertainty in the accuracy of cose,, and cose e 

reconst ruct ion using the f i r s t -o rde r opt ics approximation. 

VI.D. Extra Muons 

A small fract ion of events in the f ina l sample have decay 

posi t rons produced by an extra muon in the stopping t a r g e t , ra ther 

than the muon causing the t r i g g e r . This f rac t ion was smaller than 

.0013 as wi l l be shown below. The ext ra muons have a lower 

po la r iza t ion P„ due to cloud muon contamination (see sec t ion I I I . B ) , 

and a smaller average cose^. When cloud muons are included, the 

average muon beam polar iza t ion i s reduced to 99?. The mean cos8p for 

the muon beam is 0.9966 compared to 0.9970 for muons which pass the 

cose ] i>0.99 cut . Hence, a very small upward correction of 0.1 • 10~^ 

couin have b?en made to E;Py6/p due to a smaller mean cose^ and lower 

P u fur ext ra muons. Since the correct ion was so t iny we have chosen 
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t o ignore i t . 

Let us now compute the p robab i l i ty for an event to have the 

decay positron produced by an ext ra muon in the stopping t a rge t , 

r a the r than the muon causing the t r i g g e r . The muon causing the 

t r igge r wi l l be re fe r red to as the primary muon. 

An extra muon may ar r ive e i the r before or af ter the primary 

muon. F i r s t , consider extra muons a r r iv ing before the primary muon. 

Recall that the t r i g g e r consisted of two pa r t s : a muon par t , 

requi r ing a s igna ture of a p a r t i c l e stopping i r the t a r g e t , followed 

in delayed coincidence of 0.1-10 ps by a positron p a r t , requir ing a 

p a r t i c l e r eg i s t e r ed by detectors downstream of the t a r g e t . Let us 

denote by p^ the probabi l i ty tha t an ar r iv ing muon w i l l sa t i s fy the 

requirement for the muon part of the t r igger in the absence of 

deadtime. The probabi l i ty p̂ - i s estimated to be greater than 90?. 

Let X denote the u + beam r a t e . I t can be shown tha t to a very good 

approximation for XTU<<1 the probabi l i ty that there was another muon 

in the t a rge t when the primary muon had arrived i s given by 

(1-p t )XT u + P t A 2 T y

2 

where Xy i s muon l i f e t i m e . The second term in the expression above 

i s due to muons a r r iv ing in the 10 us deadtime a f t e r each reg i s te red 

muon s top . For the average muon f lux of 15 kHz, the probabi l i ty t ha t 

the re was another muon in the t a r g e t when the primary muon had 

ar r ived i s therefore at the most 0.0043. 

Consider now extra muons a r r i v ing af ter the primary muon. If an 

ex t ra pa r t i c l e was detected upstream of the t a rge t af ter the primary 

muon had stopped, the event was cut in analysis if the ' e x t r a - a f t e r ' 
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p a r t i c l e was detected before the decay posi t ron. The efficiency for 

detection of ex t ra muons i s estimated to be close to 100?, except for 

those a r r iv ing in the 300 ns notch af ter the primary muon. The 

notch, in which the extra p a r t i c l e s were not de tec ted , was necessary 

because of the a f te r -puls ing in the proportional chambers PI and P2, 

which resu l ted in fa lse ex t ra -a f t e r s i gna l s . For the average 15 kHz 

muon flux the probabi l i ty of an extra muon a r r iv ing after the primary 

muon in the 300 ns notch i s 0.00*15. 

If the decay positron was produced by an ex t ra muon, there i s 

only a 15? chance that such event will pass the cut requir ing an 

agreement in t rack extrapolat ion at the stopping t a r g e t . Therefore, 

the probabi l i ty that the decay positron was produced by an extra muon 

(which arr ived e i the r before or af ter the primary muon) i s at the 

most 0.0013, as mentioned above. 
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VIII. DISCUSSION AND CONCLUSIONS 

VIII.A. Limit on EP^S/p 

We quote our r e s u l t as a lower l imi t for gP 6/p since we are 

unable to correct for a l l possible sources of muon depolarizat ion in 

the stopping t a r g e t . Because our goal was to se t a lower l im i t , we 

did not apply the possible upward corrections to £P„6/p discussed in 

sect ions V.D, VILA and VII.B. In the absence of these corrections 

the combined r e s u l t from a l l stopping t a rge t s 

£Pu<5/p=0. 99863±0.000M6(stat.) ±0.00075(syst.) 

i s s t i l l cons is tent (1.6o) with the V-A predict ion of 1. With the 

unphysical region (5Py6/p>1) excluded i t implies the 90? confidence 

l imi t 

5P u6/p>0.99747 . 

The r e s u l t i s in agreement with the 90% confidence l imi t 

5P u6/p>0.9951 

obtained in the analys is of the spin-precessed data using the muon 

spin ro ta t ion (uSR) t e c h n i q u e . 1 1 ' 1 2 The combined r e s u l t from the two 

methods of ana lys i s implies the 90$ confidence l im i t 

5P u5/p>0.99753 . 

The two methods of analysis have different major sources of possible 

systematic e r r o r , and i t i s therefore appropriate to combine the two 

r e s u l t s as independent measurements. The l imi t from the two r e s u l t s 

wi l l be used to draw conclusions below. 

So far i t has been assumed tha t both left-handed and right-handed 
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neutrinos v u and v e are massless or su f f i c i en t ly l igh t not to affect 

the kinematics (mv<1 MeV/c 2). We wi l l continue to work in t h i s l imi t 

un t i l sect ion VIII.G, where la rger masses wi l l be considered. 

VIII.B. Limits on Right-Handed Currents with Massless Neutrinos 

In the model with 'manifest ' l e f t - r i g h t symmetry (see sect ion I) 

and massless neutrinos 

5P p 6/p=l-2(2e 2 +2ec + C 2 ) 

to lowest order in the mass-squared r a t i o e and the mixing angle c, 

for the gauge bosons W-| and W2. The lower l imi t on CP^/p therefore 

constrains both e and z,. The contour corresponding to the 90? 

confidence l i m i t on e and 5 i s plot ted in Fig. 1 .1 . Assuming 

m(W-|)=8l GeV/c 2 , 90? confidence l imi t s for the following special 

cases are obtained: m(W2)>5l4 GeV/c 2 for s=0 and m(W2)>H32 GeV/c2 

when 5 i s unconstrained; |c |<0.035 for m(W2)=» and -0.050<£<0.035 

when m(W2) i s unconstrained. 

Herczeg 3 3 has obtained the expression for (l-fcPyfi/p) for a 

general l e f t - r i g h t symmetric (LRS) theory, assuming that neutrinos 

are e i ther su f f i c i en t ly l i gh t tha t the i r effect on the spectrum can 

be ignored, or that they are too heavy to be produced in muon decay. 

In addition to e and 5, the general expression, which we do not 

reproduce here , contains the left-handed and right-handed weak 

coupling cons tan ts , the left-handed and right-handed quark mixing 

angles, the CP-violating phase in W-| and W2 mixing, and the mixing 

angles and CP-violating phases for neutr inos . For a general LRS 
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theory , cons t ra in t s that are obtained from the l imit on ?P y6/p depend 

on the assumptions one makes about the values of these parameters. 

VIII.C. Limits on m t v ^ ) a n d v

y L Hel ic i ty in ir+ Decay 

The l imi t on £Pp6/p implies l i m i t s on the mass of the left-handed 

muon neutrino and i t s he l i c i t y in pion decay. The weakest l imi t s are 

obtained if i t i s assumed that right-handed currents are absent. In 

tha t case £6/p=1 and hence Py>0.9975. The 90? confidence l imit on 

the VyL h e l i c i t y in TT+ decay i s therefore h U ^ H - O . 9975. The 

corresponding l im i t on the V^L ve loc i ty (B=v/c>0.9975) in ir+ decay 

implies the 90? confidence l imi t m(v u L )<2.1 MeV/c2. For comparison 

the world average v a l u e 2 1 m(v yi J)<0.5 MeV/c2 implies P„>0.99986 in the 

absence of right-handed cur ren ts . 

VIII.D. Res t r i c t ions on the Lorentz Structure of Leptonic Charged 

rfeak In te rac t ions 

Mursula and Scheck 2 have r ecen t ly obtained l i m i t s on non-(V-A) 

weak couplings using a he l i c i t y project ion form of the flavor 

r e t en t i on contact in t e rac t ion Hamiltonian: 

H - (G 0 / / 2 ){h 1 1 ( s+p ) (s+p) + h l 2 ( s + p ) ( s - p ) + h 2 1 ( s - p ) ( s + p ) 
e v e v u^ 

+ h 2 2 ( s - p ) ( s - p ) + g 1 1 ( v a + a « ) ( v a + a a ) + g 1 2 ( v a + a a ) ( v a - a a ) 

+ g 2 1 (v<*-a a ) (v a +a a ) + B a 2 ( v « - a « ) ( v 0 - a 0 ) (8.1) 
+ f l x ( t « » B + f « B ) ( t a B + f aB) + f 2 2 ( t " 0 - t ' ^ ) ( t a B - t ' a 6 ) + h „ c . } 
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where s i k = ^ 1 * k , P i k = *iY 5*k. v i k = *iY%k. a?k = *iY°Ys ifc. 
r ~ik = ^ i (o a 6 / / 2 ) i i i k ' t ' i k = ">Fi(oaBYs//2')iJ)k and the p a r t i c l e indices 

are -: indicated in the h l t term. 

There are several advantages to using a Hamiltonian of t h i s 

form. For a pure (V-A) in t e rac t ion only g 2 2 i s non-zero (g 2 2 =1) 

while a l l other coupling constants vanish. Also, in the l imi t of 

massless pa r t i c l e s the combinations of covariants in each term of 

equation (8.1) project onto s t a t e s of def ini te h e l i c i t y . As a 

consequence, the number of interference terms in any decay r a t e i s 

minimal since only scalar-pseudoscalar and tensor terms i n t e r f e r e . 

Several cons t ra in t s are imposed on coupling constants in the 

models 2 with ' f ac to r i za t ion and u n i v e r s a l i t y ' , where i t i s assumed 

t h a t : ( i ) the charged weak in te rac t ions are mediated by a s ingle 

heavy boson with spin 0, 1, or 2, ( i i ) V, A, T couplings are e-p 

universa l , but ( i i i ) scalar and pseudoscalar coupling constants can 

be proportional to the charged lepton mass: 

h l 2 , h 2 , r e a l , posi t ive semi-definite 

h 2 2=h l l* with |h 1 1| 2=h 1 2h 2 1 

8n» 8 2 2 ^ea l , pos i t ive semi-definite (8.2) 

g 2 I = g l 2 * with I g ^ l ^ g ^ g ^ 

f = f * 

In terms of the coupling constants in equation (8.1) the deviat ion 

of 56/p from the V-A value of 1 i s given by 

1 . . . 8 l g i J 2 + 2 | h , , | 2 + 2 | " n - 2 f n | 2 
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Hence the measurement of S.P^&Zp sets limits on g l l f h n , h 2 1 , and 

f,,. The weakest limits are obtained if i t is assumed that the 

couplings responsible for p + decay are unrelated to ir+ decay 

couplings. In this case the value of P u cannot be expressed in terms 

of the couplings in (8.1), and hence the limits are obtained from 

£6/p£E;Pu6/p. If only one coupling other than the V-A coupling g 2 z=1 

is non-zero the 90$ confidence limit £6/p>0.9975 res t r i c t s | g n | or 

|fx j|<0.035 and \h11\ or |h 2 l |<0.070. Stronger limits on the 

couplings can be obtained with assumptions of weak interaction 

universality. In the model with manifest lef t - r ight symmetry and no 

left-right mixing, for example, P J i=1-2|g l 112/ | g 2 2 | 2 to lowest order 

in g l l 3 and hence a 90? confidence limit on the V+A coupling g l t i s 

|gi i | <0.025. The limits on g t l , f l l f h u , and h 2 1 in turn provide 

constraints on other couplings (e.g. f2 2, h 2 2 ) in models with 

factorization and universality, which were discussed discussed in the 

paragraph above. These additional constraints are due to 

relations (8.2) . 

Although the limit on ^P^/p constrains the pure V+A coupling 

g 1 1 ( i t does not constrain the couplings g 1 2 and g 2 1 , corresponding 

to the V-A coupling at one vertex (ev e or uv y ) , but V+A coupling at 

the other vertex. The couplings g l 2 and g 2 1 are constrained by the 

muon decay parameter p 

p - 3 / ' < = - ( 1 2 / A ) { | g l 2 | 2 + | g 2 l | 2 + 2 | f l l | 2 + 2 | f 2 2 | 2 + R e ( h l l f l l * + h 2 2 f 2 2 * ) } 

where 

A = M M | g 2 2 | 2 + | g 1 1 | 2 + | g l z | 2 + | g 2 l | 2 ) + | h 1 1 | 2 + | h l 2 | 2 + | h 2 l | 2 + | h 2 2 | 2 

+ 1 2 ( | f n | 2 + | f a a | 2 ) } • 
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Assuming that only g l 2 and g 2 1 couplings are non-zero in addition to 

the V-A coupling g 2 2=1, the world average value 2 1 of p=0.7517±0.0026 
implies the 90? confidence limit 

{|g l 2| 2+|g 2 l| 2}<0.0045 
when the unphysical region C(p-3/^)>0] is excluded. 

VIII.E. Limits on Composite Leptons 

The possibility that leptons and quarks are composite at some 
mass scale A has received considerable attention in recent years. 
Among the strongest experimental limits on A currently quoted3" are 
those from the deviation of muon gyromagnetic ratio g from 2 (>860 
GeV), v-hadron scattering (>2.5 TeV), Bhabba scattering (1 to 
3 TeV), and the reaction e +e~^y +y~ (2-3.5 TeV). 

The effects of compositeness may be analyzed in terms of new 
effective contact interactions. Following the analyses of Peskin, 3 5 

and Lane and Barany 3 6 the most general SU(2)xU(1) invariant contact 
interaction contributing to y + evv is 

2 2 — — — — 
Lcont=(S /A )Cni(v u L Y K u L)( eL V veO + n

2 ( v M R Y K u R)(e R Y K v e R ) 
+ n s(v y L Y K v e L)(e R Y K UR) + n„(e L Y K u L^ uyR y< veR> 
+ IsCvpL PR)(eL veR> + n 6(v u L v e R)(e L y R) 
+ n 7(v p R vO^R veO + Ti 8(v y R v e L)(e R u L)] 

where g is a coupling of hadronic strength; the m are usually 
assumed to be of order unity and are normalized so that |nL| = 1 i n t h e 

diagonal coupling 
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(g2/2A2)CnL(eL^<eL)(eLY(CeL) + . . . ] . 

The first and second terms in equation (8.3) are purely 

left-handed and right-handed respectively, and hence are 

indistinguishable from the usual V-A and V+A interactions. 

There are three special cases of interest: 

1. If only left-handed (right-handed) leptons are composite then only 

the purely left-handed (right-handed) term survives, i.e. only 

Tii (n 2) * 0. 

2. If both left-handed and right-handed leptons are composite but 

contain quite different se t s of const i tuents then the purely 

left-handed and right-handed terms dominate, i . e . m ,ri2>>other nj.. 

3. If there i s no v R , or m(vR) i s la rge , only n ^ r ^ " ^ 

Assuming an effect ive in te rac t ion Lagrangian L e ff = Ly-A + L c o n t 

we obtain the endpoint decay r a t e : 

1 - SPpS/p = 2(620GeV/A)\g 2MTr) 2(ri 2 + T?3 * n*/4) . 

The l imi t 5P y6/p>0.9975 then implies 

1 
A 2 > (3310GeV) 2 (g 2 /4TT) ( n 2 + T I 2 + n 2 M ) 2 

with 90$ confidence. (If the not unreasonable assumptions g2A-rr=2.1 

and rii>0.2 are made, the limit A>2600 GeV would be obtained.) 

For the special cases discussed earlier the limit becomes 

1. Only left—handed leptons composite: no limit. 

Only right-handed leptons composite: A2>(331 0GeV)2(g2/1»Tr)nz 

2. Left- and right-handed leptons have 

different sets of constituents: A2>(331 0GeV)2(g2/lTr)Ti2 

3. No v R, or M(v R) large: A2>(3310GeV)2(g2ATr)n3 
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VIII .F. Limits on Familons 

I t has been suggested by Wilczek 3 7 that the absence of large 

CP-invariance v io la t ions in s t rong in te rac t ion could be explained by 

a group of genuine flavor symmetries of the Lagrangian. Spontaneous 

breakdown of family symmetries leads to c h a r a c t e r i s t i c neutra l 

massless Nambu-Goldstone bosons, which he ca l led ' fami lons ' . The 

coupling of familons at low energies i s described by effect ive 

Lagrangians of the type 

AL=F~1 j x 9 * f 

where F is the energy scale at which the flavor symmetry i s 

spontaneously broken and j ^ i s the appropriate cur ren t . Arguments 

based on cosmology suggest that 1()9<F£1012 GeV. 

Familons may be detected by observing r a r e decay modes, in 

par t icular muon decay y.+ •* e + + f with the branching r a t i o given by 

r(u-*ef) a.S-IO 1 1 ' GeV2 

b e f = — = - . ( 8 . i » ) 
r(y-»-evv) F y e 

Since the decay y+ef i s i so t rop ic and familon i s massless, the 

existence of familons would be indicated by a spike at the endpoint 

in the spin-held data (see F ig . V.1). The absence of such a spike 

allows us to obtain a l imi t on the branching r a t i o b e f (8.4) and 

accordingly on the energy sca le F y e at which the flavor symmetry i s 

broken. 

The f i t t i n g procedure for the computation of the branching r a t i o 

b e f was e s s e n t i a l l y iden t ica l to that described in section V.A. Let 

us j u s t mention that the decay r a t e )j-»-ef was added to the f i t t i n g 
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function (5.3) for the spin-held da ta , and tha t t h i s r a t e could be 

neglected in the f i t t i n g function for the spin-precessed data . The 

mean branching r a t i o , averaged over the five c o s e e bins and a l l 

stopping t a rge t s was found to be (0.3±1.1)*10~^. The systematic 

e f fec ts discussed in sect ion VII contr ibute a poss ib le systematic 

e r ror of ±0.9*10"^. The l a rge s t contr ibut ion (±0.8*10~6) i s due to a 

possible difference in x=1 c a l i b r a t i o n between the spin-held and 

spin-precessed data s e t s . If the unphysical region (b ef<0) i s 

ignored 90$ confidence l imi t s 

b e f < 2 . 6 - 1 0 " 6 

and 

F p e > 9 . 9 ' 1 0 9 GeV 

are obtained. 

VIII.G. Limits on mCV )̂ with m(vuR)*0 

I t was mentioned in sect ion I that if neutr inos are Majorana 

pa r t i c l e s the left-handed and right-handed neutr inos may have 

different masses. So far only massless or very l i g h t neutrinos have 

been considered. In the most general case the l i m i t on mCWg) that 

can be extracted from the data depends on the masses of the 

right-handed neu t r inos , on neutr ino mixing angles , and on the mixing 

angle z, for W<| and W2. Here we present approximate l imi ts on m(W2) 

for a par t icu la r case of massive Majorana neut r inos : we wil l assume a 

massive -O^R with m(v„R)£l6.5 MeV/c^, and a very l i g h t V S R, 

m(vep)<1 MeV/c^. Manifest l e f t - r i g h t symmetry w i l l be assumed j u s t 
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as before. For s impl ic i ty we wi l l also assume tha t there i s no 

mixing between Ŷ  and W2, i . e . £=0 and W2*WR, and that there i s no 

mixing between neutr inos . The analysis method used in the 

computation of the l imi ts i s described in Appendix C. The l im i t s on 

m(W2) are only approximate because of the lack of rad ia t ive 

corrections for the spectrum with massive neutr inos (they have not 

been computed), and a lso because of several s impl i f ica t ions in the 

treatment of systematic e r r o r s . The l imi t s on m(W2) are expected to 

be accurate to -2%. 

The approximate l imi t s on m(W2) versus m(vUR), computed assuming 

m(W-|)=8l GeV/c 2 , are shown in Fig . VIII. 1. The allowed region i s 

above the contour. I t can be seen from Fig. VIII .1 that the l i m i t s 

on m(W2) are e s sen t i a l ly the same for m(vuR)£1 MeV/c2, but begin to 

drop rap id ly below that value for m(v)Jf{)>6 MeV/c 2. The val ley a t 

m(vuR)=9 MeV/c2 corresponds to a 2.5o deviat ion of m(W2) from ». For 

m(v„R)S17 MeV/c2 the l imi t s on m(W2) decrease dramatically s ince the 

endpoint of the V+A spectrum spectrum with a massive V„R approaches 

the minimum x=0.97 used in the f i t of the spin-held data . The small 

discrepancy between the l im i t for m(vup)=0 in Fig . VIII. 1 and the 

value quoted e a r l i e r in sec t ion VIII.B i s pa r t l y due to a d i f ferent 

treatment of the systematic e r r o r s , and pa r t l y due to a small 

difference (0.0002) in the r e s u l t s from f i t t i n g of a l l the data in 

one cos6 e bin and from f i t t i n g the data separa te ly for each t a rge t in 

five cos6 e b i n s . 
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FIG. V I I I . 1 . Approximate l imi ts on m(W2) versus m(vyR) assuming 

ra(veR)<1 Mev/c 2 , nc mixing for neutrinos and no mixing for the gauge 

bosons W-! and W2. The allowed region l i e s above the contour. The 

computation of the l imi t s i s described in the t e x t . 
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VIII.H. Concluding Remarks 

To summarize, we have made a precise measurement of the endpoint 

e + decay r a t e opposite to the y + sp in . The main conclusion i s tha t 

the r e su l t of the measurement i s consistent with the V-A model of 

weak i n t e r a c t i o n s . We have used the r e s u l t to deduce l imi ts on the 

mass of the predominantly right-handed boson W2 and the l e f t - r i g h t 

mixing angle 5 in the l e f t - r i g h t symmetric models; the V„L mass and 

he l i c i t y in ir+ decay; non-(V-A) couplings in h e l i c i t y projection 

form; the mass scale of composite leptons; and the branching r a t i o 

for y+e+f, where f (familon) i s the neutral massless Nambu-Goldstone 

boson associated with flavor symmetry breaking. 

Let us b r i e f ly consider the reduction in the error on 5P„6/p that 

would be necessary to improve the l imit on m(W2) by a factor of - 2 . 

Assuming a cen t ra l value of £,? 6/p=1 , the 90J confidence l imi t 

m(W2)>800 GeV/c2 (with the l e f t - r i g h t mixing angle 5 unconstrained) 

would requi re a combined s t a t i s t i c a l and systematic 10 error of 

±1.1'10~^. In view of several sources of possible systematic e r ro r s 

> 1 0 ~ \ which were discussed in sect ions VI.A and VII, such accuracy 

would be very d i f f i c u l t to achieve with our experimental method. 

In the absence of novel experimental techniques, the discovery of 

1*2, assuming tha t i t s mass i s in the TeV region, wi l l have to await 

the advent of high energy supe rco l l ide r s . Eichten et a l . 3 8 have 

considered the prospects for a discovery of W2, or of an associated 

neutral gauge boson Z2, at pp or pp machines. As a discovery 

c r i t e r ion they have adopted the requirement t ha t 1000 gauge bosons 
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a re produced in the r ap id i ty i n t e rva l |y |<1 .5 . I t was assumed tha t 

W2 and Z2 have s imi lar branching r a t i o s for l ep ton ic decay and the 

same gauge couplings as Wi and Z-]. For a pp c o l l i d e r with a center 

of mass energy of 40 TeV, for example, the maximum W2 masses of 2 .4 , 

4.7 and 8.0 TeV/c 2 were obtained for integrated i. .ai inosit ies of 1 0 ^ 

1o39 and 10^° c m - 2 . For the same luminosit ies the maximum Z 2 masses 

are 1.9, 3.8 and 7.1 TeV/c 2. The conclusion for the present moment, 

however, i s tha t a l l experimental r e su l t s are consis tent with a 

standard 311(2)^ x U(1) electroweak model. 
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APPENDIX A: STOPPING TARGETS 

The muons were s topped i n h i g h - p u r i t y (299.99%) metal f o i l s or in 

l i q u i d He. Since f o i l s of optimum t h i c k n e s s were u n a v a i l a b l e , t h e 

s topp ing t a r g e t s were made e i t h e r of two b a c k - t o - b a c k f o i l s , or of a 

s i n g l e f o i l preceded and fo l lowed by 1 mil aluminum f o i l s . 

The s t o p p i n g t a r g e t t h i c k n e s s e s a r e t a b u l a t e d in Table A . I . The 

composi t ions of t a r g e t s having 1 mil Al f o i l s a r e l i s t e d in upstream 

t o downstream o r d e r . The mean amount of t a r g e t m a t e r i a l encounte red 

by decay p o s i t r o n s i s l i s t e d as ' r e s i d u a l t h i c k n e s s ' . The r e s i d u a l 

t h i c k n e s s i s a l s o t a b u l a t e d i n te rms of c a l c u l a t e d p + rms range 

s t r a g g l i n g l e n g t h s . The e f f e c t of the 1? Ap/p momentum b i t e has been 

inc luded . Comparison of t he c a l c u l a t e d r anges wi th an expe r imen ta l 

range curve t aken in Run 2 ( i . e . t he second d a t a - t a k i n g run) 

i n d i c a t e s t h a t t he e r r o r on t h e number of t he r e s i d u a l s t r a g g l i n g 

l eng ths i s u n l i k e l y t o exceed ± 0 . 5 . 

The Ag and He t a r g e t s were used only in Run 1. The r e s i d u a l 

t h i c k n e s s e s and s t r a g g l i n g l e n g t h s for t he o t h e r t a r g e t s apply o n l y 

t o Run 2 . For Runs 1 and 3 t h e r e s i d u a l t h i c k n e s s e s for Al , Au and 

Cu v a r i e d by smal l amounts from the Run 2 v a l u e s due t o use of magic 

gas (30% i s o b u t a n e , 69.7% a r g o n , 0.3% f reon) i n p r o p o r t i o n a l chambers 

for Run 2 and t h e presence of an a d d i t i o n a l p r o p o r t i o n a l chamber 

upstream of the t a r g e t in Run 3 . Let us ment ion here another minor 

d i f f e r e n c e between Runs 1, 2 , and 3 . During Run 1 the s o l e n o i d bore 

was f i l l e d w i t h methane-8% m e t h y l a l gas; du r ing Run 2 a He bag was 

placed i n t h e r e g i o n between t h e d r i f t chambers D2 and D3 ( see 
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Fig. III.1); during Run 3 the He bag was removed and the solenoid 

bore was exposed to air. 
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TABLE A.1. The composition and thickness of the muon stopping 

targets. Superscript '*' denotes thicker targets. 

Target Run Thickness Residual Thickness Residual Straggling 
(mg/cm2) (mg/em2) Lengths 

8.1 

4.6 

22.6 

4.1 

2.5 

8.3 

17.2 

Ag 1 2x 
T o t a l 

1 3 6 . 5 
273 

96 

Al 1 , 2 , 3 150 35 

Al* 2 2x 
T o t a l 

1 4 2 . 5 
285 

171 

Au 1,2 6x 6 . 6 Al 53 Au 
193 Au 6 . 6 Al 

T o t a l 
6 . 6 

239 
Al T o t a l 60 

Cu 2 6x 6 . 6 Al 16 Cu 
110 Cu 6 . 6 Al 

T o t a l 
6 . 6 

156 
Al T o t a l 23 

Cu* 1,2 2x 
T o t a l 

111 
222 

81 

He 1 38 Al 86 He 
150 He 38 Al 

T o t a l 
38 

226 
He T o t a l 124 
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APPENDIX B: TABLE OF DATA FITTING RESULTS 

The r e s u l t s for gP u6/p are tabulated in Table B.1 for each target 

in the th ree data-taking runs , denoted by Run 1, e t c . . Only 

s t a t i s t i c a l errors are shown. The systematic er rors are discussed in 

sect ions VI and VII. The r e s u l t s incorporate the four correct ions 

discussed in section VI. Table B.1 also l i s t s the values of the 

target-dependent mult iple Coulomb sca t t e r i ng correct ion to c o s e a v , 

discussed in section VI.A. Adding a correc t ion to c o s 9 a v i s 

equivalent to reducing £P 6/p by the same amount. Target thicknesses 

have been compiled in Appendix A. The th icker ta rge ts are denoted by 

a superscr ip t *. 
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TABLE B . I . R e s u l t s for £P M 6/p for each t a r g e t i n t h e t h r e e 

d a t a - t a k i n g runs denoted by Run 1, e t c . . Only s t a t i s t i c a l e r r o r s a r e 

shown. The l a s t column l i s t s the t a r g e t - d e p e n d e n t Coulomb s c a t t e r i n g 

c o r r e c t i o n d i s c u s s e d in s e c t i o n VI.A. 

Run Targe t E,?v&/p S c a t t e r i n g 
Cor rec t ion 

to c o s e a v 

+0.0022 
1 Ag 0.9983 - 0 . 0 0 2 3 "0.0007 

+0.0019 
1 A l 0.9972 - 0 . 0 0 2 0 -0 .0001 

+0.0027 
1 Au 0.9956 - 0 . 0 0 2 8 -0.0004 

+0.0021 
1 Cu 1.0014 -0 .0021 -0 .0004 * 

+0.0022 
1 He 0.9979 - 0 . 0 0 2 3 -0.0001 

+0.0011 
2 A l 0.9979 -0 .0011 "0.0001 

„ +0.0019 
2 Al* 0.9995 - 0 . 0 0 1 9 -0.0004 

Table B.1 



Run Target 5Py5/p Scattering 
Correction 
to cos6 a v 

+0.0013 
2 Au 0.9993 - 0 . 0 0 1 3 "0.0005 

, +0.0013 
2 Cu 0.9948 - 0 . 0 0 1 3 "0.0001 

„ +0.0021 
2 Cu 1.0000 -0 .0021 -0 .0004 

+ 0.0012 
3 Al 0.9988 -0.0012 -0.0001 

+0.0009 
3 A l # 0.9985 -0.0009 +0.0002 

denotes that the data was taken with 0.3~T 
longi tudina l f ie ld r a the r than 1.1-T 

Table B.1 (cont . ) 
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APPENDIX C: COMPUTATION OF LIMITS ON m(W2) with m(v y R )*0 

We d e s c r i ' s the analysis method used in the computation of l im i t s 

on m(W2) as a function of mtv^R) for m(vyR)S"l6.5 MeV/c 2. We assume 

tha t veR is very l i g h t , m(veR)<1 MeV/c 2, that there i s no mixing 

between \f-\ and W2, i . e . t,=0 and W2=WR, and that there i s no mixing 

between neut r inos . 

The muon decay r a t e for massive neutrinos has been calculated by 

S h r o c k . 3 9 If r ad i a t ive cor rec t ions , positron mass, and V SR mass are 

neglected, the V+A d i f fe ren t i a l decay r a t e i s given by 

2 
. *?/ o S - ( 1 - v 2 / k 2 ) 2 x 2{(3~2x) + ( 3 - x ) v 2 / k 2 - cose[1-2x-(1+x)v 2 /k 2 ]} dxd(cose) 

where \>=m(vpR), k 2=m 2-2m pE e , and x=E e/Eo. Here Eo i s the maximum 

positron energy for the spectrum with massless neutr inos ( i . e . En i s 

equal to E m a x in sect ion I I ) . The maximum positron energy for a 

spectrum with a massive m(vyR) i s E m a x = ( m l i

2 - v 2 ) / ( 2 m l J ) . 

Radiative correct ions to the muon decay spectrum have been 

calculated only for the case of massless neutr inos . Hence, in 

f i t t i n g with massive neutrinos we used the V+A spectrum without 

r ad ia t ive cor rec t ions , but made an adjustment (described below) t o 

the f i t t e d value for the V+A decay r a t e in order to compensate for 

the missing cor rec t ions . The l i m i t s on m(W2) tha t we have computed 

a re therefore only approximate because of the lack of radia t ive 

cor rec t ions , and a l so because of several s impl i f ica t ions in the 

treatment of systematic e r r o r s . The l imi t s on m(W2) are expected to 

be accurate to -2%. 
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The V+A decay r a t e without the r ad i a t i ve correct ions i s plot ted 

in Fig . C.1 for cose=1 and m(v y R )=0, 5, 10, 15 and 20 MeV/c2 (sol id 

curves) . For comparison, the r a d i a t i v e l y corrected V+A ra te for 

m(\>uj{)=0 and cose=1 i s shown by the dashed curve. The r a t i o of the 

r a d i a t i v e l y corrected V+A ra te to the uncorrected r a t e for m(vlif[)=0 

i s nearly independent of cose for cose near 1. I t decreases from 

0.95 at x=0.97 to 0.93 at x=0.99 approximately l i n e a r l y ; above x=0.99 

i t decreases much more rapidly and approaches 0 as x-H . 

If neutrinos are massive Majorana par t i c les there are four 

d i s t i n c t f ina l s t a t e s in muon decay ( i t i s assumed tha t there i s no 

neutr ino mixing). If V„R is massive but v e p i s very l i g h t , then the 

measured spectrum corresponding to the spin-held data wi l l be 

proportional to the sum 

S V - A ( x . P u c o s e a v ) + e 2 S v + A , v ( x » p u c o s e a v ) ( C 1 ) 

where S y - A ( x i p u c o s e a v ) denotes the V-A spectrum for muon polar izat ion 

equal to P^ and cose=cos9 a v , e i s the mass-squared r a t i o for the 

gauge bosons W-| and W21 and Sv+A, \ ) ( x » p t i c 0 3 6 av) i s t h e V + A spectrum 

for a massive V^R with the same normalization as Sy_ A (x ,P„cose a v ) . 

Recall that in the case of massless neutrinos the f i t t i n g 

function for the spin-held data (V.3) was based on the equation 

( 2 . 2 ) . The sum (C1) can also be wr i t t en in a form similar to the 

equation (2.2) 

[ 1 - r ( e a v ) ] S v _ A ( x , 1 ) + r ( 6 a v ) S v _ A ( x , 0 ) 

+ e 2 { [ 1 - r ( e a v ) ] S v + A f V ( x , 1 ) + r ( 6 a v ) S v + A j V ( x , 0 ) } 

where 

r ( e a v ) = 1 - P V J c o s 6 a v . 
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FIG. C . I . The V+A muon decay ra t e without rad ia t ive correct ions 

for m(v u)=0, 5, 10, 15, and 20 MeV/c2 assuming massless v 9 ( so l id 

curves) . The dashed curve i s the V+A r a d i a t i v e l y corrected decay 

r a t e for m(v u)=m(v e)=C. The decay ra t e s are plot ted for the reduced 

positron energy x>0.92. They are normalized so that the i n t e g r a l of 

the r a d i a t i v e l y corrected r a t e i s 1. 
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The f i t t i n g procedure for the case of massive neutrinos was therefore 

very s imilar to that for massless neutrinos described in sec t ion V.A 

and we wi l l not describe i t in d e t a i l . The primary difference was 

that in the f i t t i n g function for the spin-held data there was one 

more free parameter e, which was constrained to b« greater or equal 

to zero. For the f i t t i n g function fcr the spin-precessed da ta , i t 

was determined that the contr ibut ion of Sy+A v ^ x » ° ) could be ignored 

because i t changed the l imi t on m(W2) by l e s s than 0.5?. 

There was, however, an addi t ional constra int on e imposed by the 

f i t t e d value of the r e l a t i v e r a t e at the endpoint r ( 6 a v ) ( i . e . of 

1-P„cos8 a v) since for a su f f i c i en t l y l ight v y p the polar izat ion of 

the muon beam delivered to the polarimeter would have been reduced by 

the ef fec ts of the same right-handed cur ren t s . The reduction in muon 

beam polar iza t ion due to poss ible right-handed currents i s given by 

AP y=2e 2B vF(m v) (C2) 

where 0 V i s the velocity of V„R in u + decay at r e s t and F(m v) i s the 

fract ion of muons in the beam which were produced in ir+ decays 

mediated by W2. The f i t t e d value of r ( 9 a v ) was therefore constrained 

to be 

r ( 6 a v ) 2 1-(1-AP M )cose a v 

with APU given by (C2). 

The f rac t ion F(m v ), defined j u s t above, decreased as m(vuR) 

increased and as the momentum of the muons, produced in ir+ decays 

mediated by W2, approached the lower boundary of the beamline 

momentum b i t e . For s impl i c i ty t h i s f ract ion was computed assuming a 

uniform d i s t r i b u t i o n in the 1? beam momentum b i t e Ap/p. The mean 
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beam momentum was taken to be 29.^5 MeV/c. F(mv) vanished for 

m(v u R )>5 MeV/c2. 

The l imi t s on E [which in tu rn determine the l i m i t s on mCWg)] 

were computed for m(v„R) varying from 0 to 16.5 MeV/c2 in s teps of 

0.5 MeV/c2. For m(v up)217 MeV/c2 the l imi t s on e increased 

dramatically s ince the endpoint of the spectrum Sy+A,v( x »*V C 0 3 9 av) 

approached the minimum x=0.97 used in the f i t of the spin-held da ta . 

In order to reduce the computational effort only one f i t was made for 

each value of m(v u p) . The f i t was made to the data from a l l t a rge t s 

in one cose e bin (cose e 20.975). Furthermore, s ince the systematic 

error in e was di f ferent for each value of mCvyp), only the l a rge s t 

systematic e r ro r s were considered. For m(vuR)>5 MeV/c , when the re 

was no constra int on E from r ( 9 a v ) [ r ( e a v ) = 1 - P p C O s e a v ] , the 

systematic e r ror in c o s e a v did not propagate in to an error in E . 

Hence, the l a r g e s t systematic e r r o r s in E for m(v„R>>5 MeV/c2 were 

due to possible differences in x=1 ca l ib ra t ion and x acceptance 

between the spin-held and spin-precessed data s e t s (see sect ions 

VILA and VII .B) . For s impl ic i ty , only these two e r ro r s were 

considered a l so for mtv^R) l e s s than 5 MeV/c2. 

In order to account for these systematic e r r o r s , the l imis on e 

were computed for the four d i f fe ren t cases corresponding to 

Ax l=±0.45-10~1' and D-|=±0.2, where Ax-| and D-| are defined in sec t ions 

VILA and VILB respec t ive ly . Of the four l i m i t s the most 

conservative l i m i t on E was chosen corresponding t o the highest 

value. For each f i t the upper l i m i t on e was taken to be the sum of 

the f i t t e d value , constrained to be greater or equal to zero, plus a 



102 

pos i t ive error corresponding to an increase in x^ of 1.638. 

[1.638=1.282; the p robab i l i ty of an answer lying more than 1.28o 

above a gaussian with a standard deviat ion o i s 10$.] 

As mentioned above, the l imi t s on e were computed using the 

spectrum Sy+A yCx.P^coseav) without the r ad i a t i ve co r r ec t i ons . For 

m(v up)=0 the f i t t e d value for e was compared to the value found when 

the r a d i a t i v e correct ions were included. Agreement in the two values 

could be obtained if the former were mul t ip l ied by 1.04. Since the 

effect of the r ad i a t ive correct ions i s g rea tes t near the endpoint, 

one would expect tha t the adjustment in the f i t t e d value for e should 

be smaller for m(v„R)>0, because the spectrum for m(v1Ip)>0 r i s e s more 

slowly near the endpoint (see Fig. C.1) . Conservatively, however, 

the l i m i t s on e were mul t ip l ied by 1.04 for a l l values of mCv^^). 

The approximate l i m i t s on m(W2) versus m(v u p), computed from the 

l im i t s on e assuming m(W-| )=81 GeV/c 2, a r e shown in Fig . VIII .1 in 

sec t ion VII I .F . These l i m i t s were commented upon in the l a s t 

paragraph of that s e c t i o n . 

f 
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