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ABSTRACT

A review of standard variance reduction methods for deep-penetration Monte Carlo 
calculations is presented. Comparisons and contrasts are made with methods for non­
penetration and reactor core problems. Difficulties and limitations of the Monte Carlo 
method for deep-penetration calculations are discussed in terms of transport theory, statis­
tical uncertainty and computing technology. Each aspect of a Monte Carlo code calcula­
tion is detailed, including the natural and biased forms of (1) the source description, 
(2) the transport process, (3) the collision process, and (4) the estimation process. 
General aspects of cross-section data use and geometry specification are also discussed. 
Adjoint calculations are examined in the context of both complete calculations and approx­
imate calculations for use as importance functions for forward calculations. The idea of 
importance and the realization of the importance function are covered in both general and 
mathematical terms. Various methods of adjoint importance generation and its implemen­
tation are covered, including the simultaneous generation of both forward and adjoint 
fluxes in one calculation. A review of the current literature on mathematical aspects of 
variance reduction and statistical uncertainty is given. Three widely used Monte Carlo 
codes — MCNP, MORSE, and TRIPOLI — are compared and contrasted in connec­
tion with many of the specific items discussed throughout the presentation.
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I. INTRODUCTION

All deep-penetration Monte Carlo calculations require variance reduction methods. 
Before beginning with a detailed approach to these methods, several general comments 
concerning deep-penetration calculations by Monte Carlo, the associated variance reduc­
tion, and the similarities and differences of these with regard to non-deep-penetration prob­
lems will be addressed. The experienced practitioner of Monte Carlo methods will easily 
find exceptions to any of these generalities, but it is felt that these comments will aid the 
novice in understanding some of the basic ideas and nomenclature. Also, from a practical 
point of view, the discussions and developments to follow will be oriented toward use of 
some specific Monte Carlo computer codes.

"Deep penetration" is a somewhat nebulous term usually associated with radiation 
shielding problems in contrast to reactor core or non-penetration problems. However, 
there are no distinct correlations between "penetration, deep penetration, and very deep 
penetration" and distance of penetration through matter in terms of "a few mean free 
paths, several mean free paths, many, or many many mean free paths." In Monte Carlo 
reactor calculations very precise results are usually wanted with statistical uncertainties on 
the order of a few tenths of a percent or less, even for differential quantities. And though 
the population of simulated particles* is relatively easy to maintain in these calculations 
due to particle generation from fission, many ingenious variance reduction techniques have 
been developed in order to achieve the desired results. These reactor core techniques often 
only reduce the statistical error about the result, which may be too high as often as too 
low, without producing a large percentage change in the result. In contrast, deep- 
penetration Monte Carlo has traditionally involved integral quantity calculations where 
results differing from experimental values by as much as a factor of ten and statistical 
uncertainties of a few tens of percent might be acceptable. Poorly biasedf calculations will 
usually give results lower than the correct results by more than the range of the statistical 
error. Often this error is deceivingly small. Fortunately, the few situations where results 
are much larger than the truth also give very large statistical uncertainty. Deep- 
penetration variance reduction methods must first be concerned with producing results 
whose statistical error brackets the correct answer, and then as for reactor calculations, 
proceed to squeeze this error about the true answer until some acceptable convergence is 
achieved. Sometimes the primary goal is not met, and improper or poorly applied biasing 
methods only reduce the uncertainty around an erroneous result.

Variance reduction methods in deep penetration are directed toward sustaining the par­
ticle population as it moves from the source region to the detector (or results) region. For 
example, consider a shield of thickness D cm (Sj- D = mean free paths, ?/) through which

’These words — particle, history, simulation — singly or in combination, all have the same meaning with 
reference to Monte Carlo methods. Sometimes the particle type — neutron, gamma ray, or photon — is used.

fThe application of variance reduction is usually identified by some combination or form of the following 
words — biasing, sampling, weighting, importance. Although there are distinctions, these words and phrases 
are often used interchangeably throughout the literature.



it is desired to transport 1000 particle histories at a given energy in a Monte Carlo calcu­
lation. Table 1 gives the approximate number of source particles required in an analog (no 
biasing) calculation. Since SO5 source particles would be considered a large Monte Carlo 
calculation, the desired biasing effort is to keep the number of particles approximately con­
stant but reduce the mathematically simulated value (weight) of each particle as it moves 
through the shield. This reduced weight then gives the correct contribution to the desired 
results.

Table 1. Required Source Particles for 1000 Escapes

rf Source Particles

5 1.5 X 105
10 2.2 X 107:
20 4.9 X 1011
30 1.1 X 1016
50 5.2 X 1024

Deep-penetration calculations can be greatly complicated by the presence of radiation 
streaming through pipes, ducts, or other paths through a shield. In fact, the classic cases 
of excessive radiation from reactor shields have been from streaming through areas unac­
counted for in the shield design, not through penetration of solid material. Consider the 
shield and penetration shown in Fig. 1. If it is known that radiation streaming only 
through the void is significant, then the biasing effort in a Monte Carlo calculation would 
involve keeping the particle population in close proximity to the void region, rather than 
directing it straight through the shield. As the distances A, B, and C are changed relative 
to each other, then combinations of shield penetration and streaming through distance A 
or C alone might become important. In these situations the variance reductions techniques 
could become extremely complicated and multiple calculations might be necessary, since 
the biasing for streaming and penetration would be quite different. In general, Monte 
Carlo methods cannot be used to determine the radiation streaming paths in a geometri­
cally complex shield, such as can be done with a two-dimensional discrete ordinates flux 
plot, and some a priori knowledge of these paths must be available before beginning a cal­
culation and introducing variance reduction procedures.

Another complication introduced into deep-penetration calculations and biasing pro­
cedures is the generation of secondary gamma rays (photons) from neutron interactions in 
the shield. It is true that there exist in nature nearly pure gamma-ray sources, and 
gamma only calculations are relatively easy. However, gamma-ray production always 
results from neutron interactions with matter, even though an experimenter or an analyst 
may choose to ignore them. In fact, situations may exist where it is the secondary gamma 
rays produced in the shield, rather than the original neutrons, that create the most serious 
radiation hazard outside the shield. For these problems, biasing the neutron calculation 
for the correct gamma-ray production could be more complicated than for neutron pene­
tration alone. These same comments would apply to fission neutron production, if applica­
ble. Other types of calculations requiring special biasing attention are sky-shine problems 
and a variety of small integral experiments where large angle scattering becomes impor­
tant.
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Fig. 1. Radiation shield and streaming path.



The computer codes which have been written to treat these non-reactor core problems 
are referred to as "general Monte Carlo codes." They are sometimes descendants of codes 
originally written for criticality and reactor applications and have been extended to treat 
general fixed source problems. Three such codes to be discussed here are TRIPOLI,1 
MORSE,2 and MCNP.3 TRIPOLI is a continuous energy code with which the only user 
interaction allowed is a rather complicated set of input instructions. MORSE is a multi­
group code with less complicated input but requiring some special user written program­
ming for each calculation. MCNP is a continuous energy code with a lengthy set of input 
instructions permitting, but not requiring, user written routines.

II. BASIC CONCEPTS OF DEEP-PENETRATION VARIANCE REDUCTION

Deep-penetration calculations utilize most of the variance reduction methods for non­
penetration problems, such as survival biasing, splitting, and Russian roulette. To these 
are added any of several methods to be discussed here. The basic problem is shown in Fig. 
2: a radiation source on one side of a shield, a detector region on the other side, and 
enough geometrical complexity to require a Monte Carlo solution. Occasionally, the 
Monte Carlo method is used primarily for other reasons such as energy detail or time 
dependence. The calculational effort is directed toward biasing the particles to those 
regions of phase space (position, energy, direction) which contribute most to the desired 
results. The position and energy variables are usually given the most attention, i.e., 
transport particles to the detector position which have energies to which the detector 
response is sensitive. The direction and time variables generally receive less attention but 
can be important especially in the source region. Before a calculation is begun, all phase 
space is divided into regions of importance, each region being assigned a relative value 
based on its "importance" to the results. This division can be very crude (one region for all 
phase space) or so complicated as to make the problem setup and running time prohibitive. 
For the same physical problem (source, geometry, etc.) these regions and importances will 
in general be different for different desired results in the detector regions. Biasing and 
particle weight adjustment are done according to the importance region the particle 
currently occupies.

Consider a calculation involving only splitting and Russian roulette in space and 
energy. Specification of the importance regions involves setting the splitting and Russian 
roulette input parameters (lately referred to in the literature as a "weight window" if the 
weight is a parameter) so that as particle histories move toward the detector and have the 
desired energies, they are split into more low weight particles. Likewise, as they transport 
and collide into less important space and energy regions, most are killed by Russian rou­
lette but a few survive as higher weight particles. The weight adjustments preserve the 
"fair game," producing final unbiased* results at the detector. And since the calculational 
procedure in the code is the same regardless of the particle weight, the majority of the 
computation time is spent on "important" particles.

A "biased" answer is a wrong answer. Correct biasing procedures produce "unbiased" results.
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Care must be taken not to attempt to do this biasing too quickly by having large 
discontinuities in importance values over adjacent regions of phase space. Too much Rus­
sian roulette may result in information important to the answer being lost, and lost infor­
mation can never be recovered. Too much splitting may result in important information 
never being acquired, as particles contributing to the results may be descended from only a 
few source particles. Too much biasing is often worse than too little and gives not only 
incorrect results and large variances, but can even tax the capabilities of the code and 
computing machine.

Of primary concern in biasing is not only getting particles to those regions of phase 
space important to the results, but doing so with a particle population whose dispersion in 
weight values is not too great. It is the particle weight which ultimately creates the 
desired results, and if a few high weight particles dominate many low weight particles, the 
end result can be disastrous. The fewer the number of significant contributions to the 
answer is, the higher the variance will be; and the time spent tracking and biasing the low 
weight particles is wasted.

All biasing procedures introduce weight changes — usually weight decreases for parti­
cles biased into regions of more importance than for an analog calculation, and weight 
increases for particles biased into regions of less importance than for the analog case. It is 
known that some biasing procedures actually cause an increase in the variance, a2, in a 
theoretical sense, over the analog procedure, e.g., Russian roulette. But since it is known 
from experience that this biasing is necessary to produce reasonable results in a reasonable 
amount of computing time r, it is the product <r2r (or its inverse, the figure of merit) that 
is usually regarded as the proper parameter for determining the ultimate efficiency of a 
biasing technique. The output of a Monte Carlo code, in addition to giving the desired 
results, will also provide the user with a variety of information which will enable him to 
determine how useful were his chosen biasing methods in connection with his phase space 
importance input values. This information is available in tabular form and, for geometri­
cally complex problems, in graphical or plotted form. Proper interpretation of this infor­
mation is often more difficult than any other user interaction with the code, but it is essen­
tial for altering importance input values and options for improved results on any future 
calculations.

Compared to determining importance input values, all other input and setup effort nec­
essary for a deep-penetration Monte Carlo calculation is straightforward, although these 
other tasks are often tedious and time consuming for the programmer. There are three 
principal means for setting importance values — (1) empirically, (2) using adjoint calcula­
tion results, and (3) code generated adaptive, or learning, techniques. Empirical means are 
by far the most used and may initially involve some guess work. But for any reasonable 
chance of success this must be "well-educated guessing," which can be broken into several 
categories — intuition; physical insight; trial and error; and, probably most important, 
experience with particular biasing techniques, problem types, and codes. All these empiri­
cal categories are usually used in some combination with several short calculations and 
subsequent biasing adjustments before a long calculation is made.
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With the adjoint information, the idea of "importance" takes on a more precise mathe­
matical meaning, i.e., the adjoint flux is the importance in phase space.4 Since the adjoint 
calculation is often more difficult than the forward calculation for which importance values 
are wanted, this approach leads to the use of approximate adjoint solutions. These could 
be from (1) analytical approximations to the adjoint equation for very simple cases, (2) 
approximate numerical methods with exact geometry (diffusion theory), or (3) exact 
numerical methods with approximate geometry (discrete ordinates). It is the last item, dis­
crete ordinate adjoints, which have had some utilization in deep-penetration Monte Carlo 
codes, particularly multigroup Monte Carlo codes. However, this adjoint information is 
often voluminous and difficult to interpret, and even though it may be a good approxima­
tion to the exact adjoint, it is usually cumbersome to implement into the Monte Carlo code 
input structure without some automated procedure.

Techniques for code-generated learning methods also include some initial guesswork 
and automatic implementation of the generated biasing parameters. Several specific appli­
cations will be discussed later in Sections IV.B and V. The parameters are created from 
some algorithm during the calculation just as for any other quantity. The algorithm itself 
may be empirical or mathematical in nature or related to a specific definition of the 
adjoint. These parameters may be updated and used in the same calculation or created for 
use in a following calculation. Comments on the variance characteristics of learning 
methods are included in Section VI.

III. IMPLEMENTATION OF VARIANCE REDUCTION TECHNIQUES 
IN DEEP-PENETRATION CALCULATIONS

As was stated previously, all deep-penetration Monte Carlo calculations require biasing, 
or variance reduction, techniques. Unlike reactor calculations where the calculated result 
may converge toward the correct answer from above or below through variance reduction 
methods, poorly biased deep-penetration answers are almost always low due to an inade­
quate sampling of (particle occurrence in) important regions of phase space. Here a cer­
tain amount of biasing is necessary before the estimated error of the result encompasses 
the correct answer. Thus, the various aspects of deep-penetration calculations will be 
examined both in terms of getting the correct answer (accuracy) and in reducing the vari­
ance of the answer (precision). This examination will be more or less in the order one 
would set up and run a calculation and not necessarily in the order of most important vari­
ance reduction: (1) cross-section data, (2) geometry description, (3) source description, (4) 
transport process, (5) collision process, and (6) estimation of results.

III.A. Cross-Section Data

Because deep-penetration calculations usually involve particles at higher energies, the 
necessary cross-section treatment is often less complicated than that for reactor calcula­
tions if resonance regions can be omitted or simplified. A notable exception to this situa­
tion would be when gamma-ray production from low energy neutron capture is important
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or in the unusual case when fissionable material is present. Of primary importance in pen­
etration calculations is adequate representation of any (usually broad) anti-resonances, or 
windows, in the neutron cross sections of elements such as iron and oxygen (see Fig. 3). 
Streaming through these windows (at these energies) can account for a large percentage of 
shield penetration, and in this respect care must be taken even when using continuous 
energy codes. Use of true point data precludes any problem here, but many continuous 
energy codes provide, in the standard code package, shielding libraries of "pseudo-point" 
cross sections (also called "discrete" data) averaged over a few hundred narrow energy 
intervals. These are not true multigroup data, but are point data constant over a given 
interval as illustrated for iron data in Fig. 4. Use of these "discrete" data can substan­
tially reduce computer memory requirements from that for point data, and their use has 
been shown to be adequate for integral results5 but may require adjustments for differen­
tial results.6 The multigroup MORSE code also has a few standard shielding libraries, 
and problems peculiar to multigroup cross sections are discussed in reference 2. Data sets 
designed and weighted for specific applications should not be used indiscriminately for 
other applications. A particular problem arises in multigroup deep-penetration calculations 
if only one weighting scheme is used in the shield. Just as for discrete ordinates applica­
tions, the shield should be divided into several regions, even if it is entirely one material,

ORNL-DWG 85-9775

OXYGEN CROSS SECTION

Fig. 3. Oxygen cross section.



Fig. 4. Point and pseudo-point (discrete) data for the total cross section of iron.
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with appropriate cross-section weighting in each region as indicated by the shape of the 
flux spectrum determined from the fine group collapsing procedure. Special multigroup 
and pseudo-point libraries provided with code packages have weighting, resonance treat­
ment, and group boundaries selected from sensitivity and other studies, which are adequate 
for most deep-penetration calculations. If this is not the case, however, the programmer 
must turn to the original cross-section processing codes, all of which use ENDF/B, and 
possibly other data, for a better cross-section description. Possible codes are NJOY7 for 
MCNP, THEMES8 for TRIPOLI, or AMPX9 for MORSE. These are large, complicated 
codes and the study of their theory, structure, input, and output is as difficult as for the 
Monte Carlo codes. However, any such cross-section processing codes might also provide 
data for the deterministic transport codes at a given installation, and expertise in their use 
is usually available.

As with the items to follow, one should select cross-section data with regard to its 
importance to the desired results. Any simplification such as upper or lower energy cutoffs 
will greatly improve the efficiency of the Monte Carlo calculation. Cross-section data 
would be considered to affect the accuracy rather than the precision of a calculation. 
However, cross-section sensitivity and perturbation methods applied to a calculation would 
be more related to precision.10

III.B. Geometry Description

The general comments given for the cross-section data also apply here. The geometry 
for a deep-penetration calculation is usually less complicated than for reactor studies, and 
one should concentrate on the detail where it is important to the desired results. Even for 
relatively simple geometries, a large fraction of time of any Monte Carlo calculation is 
spent in the geometry routines, and certain variance reducing techniques such as truncated 
exponential biasing and next-event estimation require much geometry tracking. As in the 
previous item, the geometry description would affect the accuracy of the result, but sensi­
tivity and perturbation analysis of the composition and size of certain portions of the 
geometry would affect the precision. Cross-section data is usually accepted "as is" with lit­
tle user checking at calculation time. However, the geometry data should be carefully 
checked prior to any calculation using any of the various graphical and plotting diagnostic 
aids available with the geometry packages in the codes. An example of array geometry 
capability currently available in general Monte Carlo codes is given in Section III.F.8.

IILC. Source Description

Deep-penetration calculation source descriptions can affect both the accuracy and pre­
cision of the result. All important (to the result) portions of source phase space must be 
adequately sampled for accuracy, and source biasing is one of the most effective and easily 
applied variance reducing techniques available.
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III.CL Biased Source

The basic expression for the biased source distribution is

S(x) =
S(x)I{x)

f S(x)I(x)dx
Xs

(1)

where

S(x) is the natural source distribution,
I(x) is the importance function, and

x represents any independent phase space variables - space, energy, angle, 
or time - and the integral is over all the source phase space xs.

If I(x) is constant over the source for any variable, then that variable will be unbiased.

The weight correction to the unbiased source weight (usually unity) is

WT Six)
Six)

J Six)Iix)dx
_____________

Hx)

(2)

This multiplicative weight adjustment is made after each biased variable selection x for 
each source particle. It is seen that the weight correction is proportional to the inverse of 
the importance function. This is true of any biasing procedure throughout the Monte 
Carlo process. In the absence of any importance information, it is usually the biased dis­
tribution, in this case Six), that is determined empirically rather than I(x). The inverse 
weight correction is then indicative of the assumed relative I(x).

For selection of a specific variable, Eq. (1) must be a proper jnarginal and/or condi­
tional distribution function, i.e., to select an energy from Sir0,E,Q) after an F0 has been 
selected, one has

£(£)k>
l Sir0,E,Q)IiF0,E,Q)dQ
Q

J J SiF0,EM)HF0,Eji)d®dE
E li

(3)

If there is any inter-variable function dependence such as 2? = /(Q), then 0 is ran­
domly selected from S(x) and E is set as /(Q). In any of the general computer codes, the 
Cartesian coordinates x, y, z (three random selections) and the direction cosines with 
respect to the three axes a, /3, y (random selections from polar and azimuthal distribu­
tions) must be determined for each source particle. If S(x) is normalized to unity, i.e., 
ST = f Sfxjdx = 1, then the results will be given relative to one starting source parti­
cle.
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Energy and angle are the two most commonly biased source variables. Even when 
importance information is not available, the various empirical methods can be very helpful. 
Setting 1(E) equal to the response function R(E) is sometimes helpful as an initial guess. 
It should be pointed out that excluding portions of phase space can be thought of as bias­
ing with zero importance. For example, in Fig. 2 any backward angles should be excluded 
if those particles could never reach the detector, or any source energies below the detector 
response threshold should never be sampled. However, at what angle 6 < 90° or what 
energies above the detector response cutoff to terminate the source selection process can be 
difficult to determine, but this can greatly affect the problem calculation time. For a 
shield penetration as in Fig. 1, only a very small source angular interval at the duct 
entrance would be important to the result even if the source is isotropic in direction.

For time dependent source problems, the time variable can be biased using Eqs. (1) 
and (2). Although the time variable can be used as a parameter for choosing a biasing 
scheme later in the calculation, time becomes a dependent, rather than independent varia­
ble after the source selection, and there is no provision for time biasing in the transport 
and collision process.

III.C.2. Segmented Sources

For a source system that is irregular or presents some difficulty in sampling, it is some­
times necessary to divide the source into j segments, Lxj, and sample separately from each 
segment. The Ax^- may represent a portion of any phase space variable. The probability 
of selecting a source particle from segment i is

J S(x)dx (4)
p. = -J^L------ --------- .

2 J S(x)dx
J AX;

This selection may also be biased as

Pi =
li Pi (5)
2 'j 5
j

where Ij is the importance for segment j.

J I(x)dx 
J*

Ax,-

(6)



After i is determined using the cumulative distribution of Eq. (5), Eq. (1) is used to 
select x within Ax,-. The weight correction in Eq. (2) is now multiplied by an additional 
factor JVTj,

2 Pj Ij (7)
WT. = ---- ----------- •

li

In actual practice the P,- (or /,) are often determined empirically, and the I(x) within 
any Ax,- might be set to unity if x is divided into many segments. In the segmentation of 
more than one phase space variable, Eq. (5) is applied independently for each variable as 
with Eq. (1), and Eq. (7) is then applied multiplicatively as with Eq. (2).

The biasing described here can cause large variations in the weight of the source parti­
cles, particularly if several variables are biased. As the particles propagate through phase 
space toward the desired results regions, care must be taken not to lose too much source 
information due to Russian roulette and splitting. This problem is exaggerated when there 
is also biasing in the transport and collision processes. All the code input parameters for 
particle population control must reflect the source biasing and weight adjustments. For 
example, if the source energy selection is biased to produce many important (low weight) 
high energy particles and a few unimportant (high weight) low energy particles, and then 
somewhere in the calculation the Russian roulette and splitting parameters are applied uni­
formly in energy, most of the low weight particles will be killed. A few of these survive 
with higher weights, and the low energy particles are split into many lower weight parti­
cles. The net effect of this situation is to reproduce the unbiased energy distribution as if 
no source biasing had occurred.

One method of easing this problem of weight and population control is to transfer the 
source weight correction to the estimation process. That is, do not adjust the source 
weight, Eqs. (2) and (7), in the source routine, but adjust the particle weight in the esti­
mation routine. This procedure should reduce the burden of setting Russian roulette and 
splitting input parameters, and more source information will contribute to the results. 
However, the calculation time will usually increase as well as the variance, since large 
weight variations in the estimation process can produce large variances. Also some code 
modification would be necessary to carry this extra weight value throughout the calcula­
tion.

A better method of dealing with difficult source distributions is to divide the problem 
into i separate computer calculations, each with a source selected from Ax,-, Eq. (1), and 
giving a detector result and variance (x). Each of these calculations is independent of 
the others in terms of source selection, biasing, weighting, etc. The complete result X(x) 
is, using Eq. (4),

X(x) = 2 Pi X^ix) . (8)
i

In applying Eq. (8), care must be taken to cover all portions of source phase space once 
and only once.



14

An extension of the above method can be applied when a calculation is to be repeated 
many times with only a change in the source distribution, and it can be assumed that all 
source distributions are constant within a given AXj. It is also assumed that adjoint calcu­
lation is not feasible. As before, a separate calculation is made for each Ax,-, but now the 
source is chosen uniformly in the interval. The results of each calculation (x) are 
retained, and Eq. (8) can be evaluated for any discretized source from Eq. (4). An exam­
ple of this procedure would be for a problem with many possible source spectra, each of 
which can be discretized into the same AE{ intervals and across which each source can be 
assumed to be uniform. A X is computed for each AE, and Eq. (8) is then evaluated for 
each spectrum.

III,C.3. Source Adjoint

The importance function I(x) in Eq. (1) for the source is a subset of the adjoint for the 
entire problem phase space, which is usually difficult to determine, interpret, and apply in 
a code. However, for a situation as illustrated in Fig. 2, where the source and detector 
regions are relatively simple, the adjoint flux 4>*(x) from one- or two-dimensional discrete 
ordinates model calculations can be a good approximation to l(x). For source energy or 
angle biasing, <p*(x) can be applied in most codes without too much difficulty.

As an example of a learning technique, estimation of the true source adjoint can be 
made simultaneously with the forward Monte Carlo calculation and used as an improved 
I(x) in subsequent calculations. The total response is given by either of the following 
integrals:

X = J <j>(x)R(x)dx = J 5(x)4>*{x)dx , (9)
XK Xs

where <t>(x) and R(x) are the forward flux and response function, and xR and xs represent 
the detector and source phase space, respectively. Rewriting Eq. (9) for a segmented 
source (x5 = ^Ax(),

I

x = 2 X,- == 2 / s{x)<l>*(x)dx , (10)
i i Ax,

where X,- is that portion of the response made from all particles which originated in Ax,:

X,- = j S(x)<j>*(x)dx
Ax,

(ID
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The average adjoint flux in the source segment is

0Ax,. =

J S(x)<l>*(x)dx
Ax,

J S(x)dx
Ax,

J S(x)dx
Ax,

(12)

The X, is evaluated by writing the forward flux at x as the sum of its parts coming from 
each source segment Ax,-,

i
(13)

and substituting this summation into the left side of Eq. (9). Then for each source seg­
ment Ax,-,

\ = J <!>ax,(x) R{x)dx (14)

In evaluating Eq. (14) in a Monte Carlo code, the source parameters of each particle 
history must be retained until the estimation process so that i can be determined. The 
phase space variable x in Eq. (14) is in xR, but the i for X,- is from the source segment 
Ax,-. This feature is not standard in most codes, and some nominal programming would be 
necessary to evaluate Eqs. (12) and (14). This source adjoint method is part of a more 
general procedure given in Section IV.B. An example of source energy biasing where the 
implicit adjoint function is improved by iteration during the forward calculation is men­
tioned briefly in Section V.

ffl.C4. Other Sources

The source descriptions in this section can be implemented in any Monte Carlo general 
code with varying degrees of difficulty. TRIPOLI requires that all source descriptions be 
made via input instruction. In MORSE only the simplest sources (point, isotropic, mono- 
directional) can be input — all others must be programmed into a source routine. MCNP 
has a few standard input sources which are adequate for most problems and also provides 
for an optional user written routine. A more general MCNP source option is under devel­
opment. As with the geometry description, it is important to thoroughly check the source 
description independent of the entire calculation. It is best to do this checking with a 
"source and estimation only" calculation in the code to see if the biasing and weight correc­
tions reproduce (within statistical uncertainty) the natural source.
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A technique useful in deep-penetration calculations is to create a source distribution 
from a previous calculation and couple it with the Monte Carlo, bypassing any source 
input or programming in the standard code. This procedure can save much computation 
time if the physical source is in a region which can be described in one or two dimensions. 
A few coupling schemes are mentioned in reference 11. The DOMINO12 code couples the 
discrete ordinates code DOT to MORSE. The TRIPOLI and MCNP codes have similar 
methods under development. Biasing techniques are not generally standard features in 
coupling codes, and some user interaction would be required to include them. The general 
procedure is to produce a source (current) from the coupling code output, this usually 
being from a boundary flux quantity. Care must be taken in choosing the coupling bound­
ary, the boundary conditions of the two calculations, and any overlap of the two geometry 
descriptions so that any boundary re-crossing is treated correctly.13

There has also been some work in Monte Carlo-Monte Carlo coupling.14 A simple 
example of Monte Carlo-Monte Carlo coupling could be employed if the penetration in 
Fig. 1 were only a very small part of a much larger system extending on the left side of 
the figure. It could be assumed that the penetration has no effect on a Monte Carlo calcu­
lation of the larger system (see Fig. 5). A point estimator could be used to determine a 
directional dependent (with respect to the duct centerline) source at the duct entrance, and 
this source could be applied uniformly over the entrance for a second calculation through 
the penetration.

IILD. Transport Process

In the study of deep penetration of radiation by Monte Carlo, it is the transport process 
and variance reduction techniques associated with it that have received the most attention. 
As illustrated in Table 1, it is impractical from a computing viewpoint to perform analog 
deep-penetration calculations. As outlined in the introduction, the basic idea is to keep the 
biased particle population approximately constant as it moves through the important 
regions of the system from the source to the detector (results) regions. In doing this, the 
particle weight is reduced in value proportional to the particle population loss in an analog 
case such that the summation of the particle weight is conserved.

These concepts are easy to visualize in simple, one-dimensional situations. However, 
for realistic three-dimensional applications, they can become extremely difficult, and there 
is no general recipe for success. Again, any knowledge of the importance function can be 
very useful. As particles are transported into regions of low importance, their number 
should be reduced (with appropriate weight increase) so that computer time is not wasted 
on unimportant particles. If these particles subsequently return to higher importance 
regions, their number is increased with appropriate weight reduction. There are two com­
monly used techniques for performing this transport biasing — splitting with Russian rou­
lette and the exponential transform.
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ORNL-DWG 85-9769

SIMPLE MONTE CARLO-MONTE CARLO COUPLING

LARGE GEOMETRY
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NEXT-EVENT 
ESTIMATOR (j)- S(ei) = <^i COS ei

Fig. 5. Simple Monte Carlo-Monte Carlo coupling.
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III.D.1. Boundary Splitting and Russian Roulette

The procedure for splitting and Russian roulette is to divide the system into volumes, 
each with an importance When a particle of weight WT crosses from volume i into 
volume i + 1, the ratio of importance p = /j + n/// determines which game is played. If p 
< 1, Russian roulette is implemented, and the particle survives with probability p with an 
increased weight WT/p. For p > 1, p identical particles are created each with weight of 
WT Ip. (In actual practice the integer part of p is used to split particles and Russian rou­
lette is played with the fractional part.) These 7, must be made relative to that for the 
source region since this is where the original WT is set (see Section IV.D).

For population stability in a simple case like Fig. 2, the 7f and the region dimensions 
could be defined such that p = e~ ", where is the number of mean free paths in the 
region where the particle is exiting and the sign depends on the particle direction. In prac­
tice there should be enough volumes such that the particle population does not drop by 
more than a factor of 2 to 5 between adjustments.5 For larger drops, too many independ­
ent particles from the original source population are lost, and the adjusted population may 
become highly correlated due to multiple splitting of a few particles.

This splitting and Russian roulette at region boundaries may be extended to make the 
procedure dependent on other variables, such as energy. This would ensure population sta­
bility in the important energy ranges of the detector response. However, any increase in 
the differentiality of the method greatly increases the burden of determining the /,• as a 
function of more than one variable. The code learning technique described in Section IV. B 
has been used to automatically set the /,- for splitting and Russian roulette.15 In addition to 
its use in deep penetration, splitting and Russian roulette are used in reactor calculations 
to control the population of particles entering and returning from the reflector. Splitting 
and Russian roulette associated with the collision process is discussed in Section HI.

IILD.2. The Exponential Transform

The other method employed in Monte Carlo codes to maintain an adequate particle 
population at large distances from the source is the exponential transform. (This method 
is also known as "path length stretching," which is a misnomer since paths are also some­
times shrunk.) The standard (time independent for convenience only) transport equation 
is, with the usual definition of terms,

Q‘V<j)(F,E,Q) + ’£t(F,E)4>(F,E,Q) = S(F,E,U)

+ f f VsiF'E’ -+ ESI' QMF,E'Ji')dE'dQ'
E' W

(15)
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If it is assumed that the flux decreases exponentially with distance, then the following 
transform may be introduced into Eq. (15) for some arbitrary function P(F,E,Q) such that 
the transformed flux ^ remains more nearly constant:

= <Kr,E$) ep(F^ . (16)

The first term on the left side of Eq. (15) is

Q-V<j>(F,E,U) = [ Q-V^(F,E,Q) - \f^F,E,Q,) &VP(F,E,Sl) ] . (17)

The entire transformed equation is written as
Q-Vt(FfESi) + [ ~St(FJE) - Q VP(F,E,Q) ] ^(F,£,Q)

= S(F,E,Q) + f f 2s(F,E' — E,Q' -> 0)
£' Q'

X e[p(F*’W-p(F^,’“')ty(F£W)<tE'(iQ' . (IB)

In theory, the solution of Eq. (18) and the transformation in Eq. (16) will give the 
solution to Eq. (15). It is seen that the total cross section for transport in Eq. (18) can be 
defined as

2*(F,E,(i) = 2r(FyE) ~ QVP(F,E,Q) . (19)

The form of Eq. (19) indicates that the transformed cross section 2* can be larger or 
smaller than 2r, depending on the functional form of P. Thus, the length of the flight 
paths selected in the solution of Eq. (18) will be altered from that using 2r (i.e., stretched 
or shrunk).

A form of P(F,E,Q) often used is

P(F,E,Q) = p2r(F,E)V , (20)

where V = ~}F—F0\ specifies a preferential direction toward F0, and p is a constant 
independent of Q, but possibly dependent on both F and E.

Now the transformed cross section has the form

2*(r,£,®) = 2T(F,E)[l-pn] , (21)

where n is the cosine of the angle between the particle direction Q and the preferred direc­
tion. If this preferential direction is always toward the same fixed point, e.g., a point 
detector, regardless of the particle position or direction, then
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Qx{Xd~X) + Sly{YD-Y) + Qz(Zd-Z) (22)
H = fl-VF = ----------- ----- _.. 9

■J(XD-X)2 + (Yd-Y)2 + (Zfl-Z)2

where

X, Y,Z are the particle coordinates at F after the last collision,
Qx,fly,Qz are the particle direction cosines after collision

(ft2 + Q2 + Q2 = ^ and
Xd,Yd,Zd are the coordinates of the position F0 toward which it is 

desired to increase the path lengths.

The position F0 could also be made a variable so that the preferred direction changes as 
the particles traverse a system such as the bent duct in Fig. 1. If the sign in the exponent 
of Eq. (16) had been negative, then this procedure would be reversed. Paths would be 
shrunk in the direction toward XD,YD,ZD and stretched in opposite directions.

In actual practice Eq. (18) is not solved; rather, Eq. (15) is solved using a biased trans- 
portjcernel, with 2* as the transport cross section, to determine the next collision site at
F+Qi?:

_ _ -J r{F,E$)dR’
T*(r,E,Sl) = 2*(F,Is,Q)e ° . (23)

In the usual practice for Monte Carlo codes, the variable is changed to the number of 
mean free paths, tj' = 2*(F,Is',Q)J? = 'ET(F,E)(l—pfi)R, where R is the distance chosen 
as if the medium of the current collision site extended indefinitely; i.e., 2*(F,£’,0) is con­
stant and the normalization of Eq. (23) is unity. This is the usual convention since the 
codes work in mean free paths instead of cross sections and distance. Then, in compacting 
notation, one has

T*W) = T*(R)-^ , (24)

T*(y') = (l-pn) -p; = , (25)
dy’

where y is the unbiased variable and y1 = y(l — pfi).

It is seen that the distribution for y’ in Eq. (25) is mathematically identical to that for 
the unbiased kernel, e~v, and the selection procedure for t]’ is the same as for tj. However, 
the distance R from the unbiased kernel is ijfET(F,E), whereas for the biased kernel
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ri __ = _______2_______ (26)
2‘(F,£,Q) SrCr^Xl-pM)

Any boundary crossings and changes in 'ET(r,E) are handled just as for the unbiased case.

For a selected collision site the weight correction WT due to the biased selection is
T/T*:

^T{r,E)e g-pm (27)
WJ’ =-------------------------- =— = -----------

r(r,E,Q)e-r(F’E'm

If the transport is interrupted at an importance region boundary before a collision 
occurs, the correction is WT = e~pm, where ?? is measured to the boundary, and a new ij 
is chosen with the parameter p applicable to the new region.

It is seen that, since —1 < < 1, jp must be chosen such that | p | < 1 so that no
numerical difficulties occur in the denominator of Eqs. (26) and (27). The parameter p (a 
code input value) reflects the amount of biasing to be done. Small values of p alter Eqs. 
(26) and (27) little from the unbiased and unity weight analog case and have the effect of 
a fi ~ 0 (90° scattering angle with respect to the preferential direction) for any p. For 
larger values of p the forward peaked distances can become very large and the backward 
distances shrunk by up to a factor of two. When the chosen ?? is sufficiently large and pn 
is not close to unity, the weight corrections may become very small in the forward direc­
tion and very large in the backward direction. However, for small tj, Eq. (27) exhibits the 
somewhat curious effect of WT < 1 for m < 0 (shrinking) and WT > 1 for /u > 0 (stretch­
ing). If it is assumed that the biased distribution is of the standard importance function 
form

= ) (28)
J Av)I(v)dv Nri

where /(??) = e~v and the normalization integral iV„ is unity, then

I(n) = (1-pm) eP™ . (29)

In Section III.E.l the possible elimination of the (1 — pn) term in Eqs. (27) and 
(29) is discussed.

IILD.3. The Exponential Transform — Truncated Form

In this presentation of deep-penetration methods, the relatively simple case such as in 
Fig. 2 of a source, a shield to be penetrated (with possible geometry complications), and a 
detector region on the other side has been studied. The primary objective has been to
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completely traverse the shield. However, it is often desired to study some effect inside the 
shield, perhaps close to the exit side. The objective here would be to bias the particles to 
the region of interest and then to have collisions without much leakage. One could achieve 
this effect with judicious application of cell importance ratios Ii+ ]/// for boundary splitting 
and Russian roulette. One can also achieve this effect by applying the exponential trans­
form with a non-leakage restraint^ The transformed kernel in Eq. (23) is now normalized 
from the current collision site to R, the distance along the particle direction to the edge of 
the shield, instead of to infinity. Then Eq. (23) has the form

T*(R) =

_ -f r(P^M)dR' 
r(F,E,m e °

™ R'
R _ -J 2'(r',ESi)dR"
J 2*(F,E,Q) e ° dR'

(30)

and, following the convention for Eqs. (24) and (25),

dtt
dv'

(31)

l-e -{l-piifon

where riR is the number of mean free paths to escape and must be determined in general 
by a geometry search prior to the application of Eq. (31).

The simplistic realization of the flight distance R, using a random number 0 < RN < 
1, is

-in [ l-RN(l-e (1 Pfl)ri*) ] 

2T(r,E)(\-pn)

(32)

The collision weight correction is

WT
(1—piT)

(33)

If the transport is interrupted at an importance region boundary, Eq. (33) is modified 
by a factor (1 —pfi)/(l — e '* p^(-riK v\ where y is measured to the boundary, and then 
a new i/ is chosen with a new p and t)R.

It can be seen that these equations reduce to the untransformed non-leakage form when 
p = 0, to the exponential transform when t]R = go, and to the natural distribution when 
both p = 0 and riR = oo. Different forms of the truncated exponential transform have 
been used in sensitivity studies in shields.16 Also, the form presented here is a special case 
for which the requirement that p/r<I is not needed.1' Equations (32) and (33) are both



23

indeterminate for pp = \. A limit analysis shows that for_pM=l. R “ R-RN;
i.e., flight distances are selected uniformly on the interval 0 < i? < jR. The weight correc­
tion, Eq. (33), becomes WT = riRe~n.

Truncated path selection is a standard option in MORSE. Equation (32) with p = 0 
is used in the MCNP forced-collision option where riR applies only to the edge of a region, 
not to the edge of the entire system. This option guarantees that a collision will occur in 
the region when a particle enters, regardless of how small it is. The collision weight is 
adjusted by (1 — e Vk). Another particle is created, with weight adjustment e and 
is deterministically placed on the region boundary, simulating an uncollided flight through 
the region.

III.D.4. Other Forms of Transport Biasing

A more formal approach to the transformation of the transport equation can be 
effected by using in Eq. (16), instead of an exponential term, an importance function of 
the form I(F, E, 0) = I(f)x{E) X 1(E) X J(Q) used in the TRIPOLI code. Subse­
quent analysis simjlar to that in Eqs. (17), (18), and (19) reveals that H*(jr,E,Q) — 
2r(r,£)_- x(^)%y/(F)/(r}_ = 2j(r,£) - x(E)pk(r); where k(r) = lVI(r)i/J(r), 
fi — 0-0o(r), and Q0(r) = V/(F)/SV/(F)1. Physical analogies of these quantities can be 
made using the fundamental concepts of gradients and vector field theory. The Q0 

represents a unit vector perpendicular to the tangent of 1(f). If 1(f) represents a surface 
of constant importance, then Q0(r) is everywhere normal to this surface pointing in the 
direction of the maximum increase of 1(f). The dot_product, fi, represents the cosine of 
the angle between the outgoing particle direction 0 and the direction of the greatest 
increase of importance, i.e., the most preferential direction. The transform parameter k(f) 
represents the (normalized) magnitude of the change in importance along the directions of 
greatest change, Q0(r). The form of k(f) indicates that thejmportance varies exponen­
tially between surfaces of constant importance along the C20(r) directions. That is, 
1(f) = is a solution of the differential equation which defines k(f). Thus, this
more general presentation exhibits the same characteristics as that of the exponential 
transform in the previous sections, and it can be seen from the two definitions of 2*(F, E, 
0) that 2r(F, E) p(f, E) = x(E) k(f).

Various general aspects of the exponential transform and its cross section are given in 
reference 18. In this reference it is also shown that the procedure of selecting from the 
unbiased distribution e~v, Eq. (25), and adjusting the particle path and weight each time, 
Eqs. (26) and (27), is equivalent to solving the transformed equation, Eq. (18), and apply­
ing Eq. (16). The literature is lacking in examples of use of the entire transformed equa­
tion in contrast to use of the standard transport equation with biased sampling and weight 
corrections (see Section IV.D). Other theoretical aspects of transport equation transfor­
mation are given in references 17, 19, and 20.

The form of Eq. (21) was chosen so that with 0<|p|<l, 2* is always positive and the 
path selection procedure is similar to that of the unbiased case. This is the method used in 
the standard versions of MORSE and MCNP. In using the 2* developed in this section, 
the path selection must be altered as 2* approaches zero or becomes negative. In
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TRIPOLI, when 2* < e, a small positive input number, several options are employed, 
depending on the value of 2*, including two similar to those given in the last two para­
graphs of the previous section. In each case, a portion of the particle weight is placed 
determinstically on the next boundary with an appropriate weight adjustment. There is 
another possible method for treating small 2* without a deterministric weight adjustment. 
The implementation of this method is equivalent to adding an extra transport term 2^ to 
each side of the transformed transport equation, such as in Eq. (18) with the complete 
importance replacing the exponential term, so that the cross section for transport, 
1,T{F,E)~x^k + 25(is), is positive. This extra term is_ais_o placed under the scatter­
ing integral with a delta-function kernel, 'Li(E')b(E'—►£,Q'—*-Q), so that with probability 
2s/(2J + 2§) the particle is "scattered" straight ahead with no change in energy or direc­
tion. This procedure, without the exponential transform, is the "delta-" or "fictitious- 
scattering" model used for increasing the collision density in optically thin media or for 
omitting boundary crossing searches in very complicated geometries.21

It is seen that the form of 2* derived in this section has the property that surfaces of 
constant or equal importance can be set throughout a system without regard to the 27- of 
any materials these surfaces might traverse. The procedures for small 2* are described 
above. In addition, the adjusted particle weight will in general be different from that dic­
tated by the importance, to the extent that the transformed kernel is not normalized to 
unity,1 as in Eqs. (25) and (31). A procedure of stratified or quota sampling of collision 
sites is utilized in TRIPOLI, and also in the SAM-CE code,22 to normalize the kernel. An 
expression similar to Eq. (32) is used except that the multiplicative term associated with 
RN [which normalizes Eq. (31)] is now the product of the particle weight and the impor­
tance function. Multiple collision sites are determined by setting RN = RN + «—1, 
where n is an integer count of the number of sites, until the bracketed argument of the log 
function becomes negative. The TRIPOLI code selects a new RN for each n: whereas, the 
SAM-CE code selects only one RN for the entire n collision sites. This multiple collison 
site procedure theoretically gives the same expected value, but a smaller variance, than the 
more conventional method of an initial splitting procedure followed by independent colli­
sion site selections from a normalized distribution.17

An example of the constant-importance surfaces of a realistic TRIPOLI calculation is 
given in Fig. 6 (the TRIPOLI literature actually deals with equal-weight surfaces, the 
inverse of the importance). The preferential directions perpendicular to each surface are 
shown. The "assumed" path of particle transport from the core to the region of interest, 
the heat-exchanger, is indicated; i.e., direct penetration through the shield is given little 
importance. A collision density plot for this calculation is shown in Fig. 7. The relative 
weight values assocated with the surfaces in Fig. 6 are indicative of the variation of parti­
cle weights throughout Fig. 7. Plots such as this are achieved, of course, only after several 
short calculations and subsequent biasing parameter adjustments.

III.D,5, Discussion of Transport Biasing Methods

In the earlier discussion of boundary splitting and Russian roulette, the only criterion 
for either process was the ratio of region importances (possibly as a function of energy) at 
a boundary. If there are any weight-altering processes in effect such as source, collision,
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or survival biasing, large dispersions in particle weight can be created throughout the sys­
tem. It is common practice in any Monte Carlo calculation to use a splitting and Russian 
roulette scheme based on the particle weight as well as the phase space variables. (This is 
the "weight-window" which keeps all particle weights in a given importance region between 
an upper and lower bound.) Otherwise, low weight particles, insignificant to the answer, 
are accorded the same calculation time as high weight particles, and just a few very high 
weight particles can create havoc in the statistical uncertainty of the final results. These 
weight related games can be played at real or artificial boundaries, or in association with 
the collision process. Boundary splitting and Russian roulette are known to be more effi­
cient, but not so much so that, because of other practical reasons, the collision site is often 
used for the weight control process.23

The problem of weight dispersion and its control can be greatly exaggerated by use of 
the exponential transform. The problems of picking the transform parameter and weight- 
window parameters for all importance regions is an enormous task for a complicated sys­
tem. If the weight-window is set too high in the preferential direction at large distances 
from the source, the same situation will result as for the example given for source energy 
selection (Section III.C.2). Most particles which have reached these distances through 
path stretching with low-weight corrections (WT in Eq. (27) « 1) will be killed by Rus­
sian roulette, and a few higher weight particles will survive. Likewise, if the weight- 
window is too low in the unpreferred direction, the few high-weight-corrected particles will 
be split into many lower weight particles. The final result would resemble the unbiased 
particle population and weight distribution as if no exponential transformation had taken
nlnce.

Even if TRIPOLI is not used, it is instructive to examine its input and examples of 
deep-penetration calculations using the exponential transform. There is a separate geome­
try input, completely independent of the physical geometry, which traverses the entire sys­
tem with a series of equal-weight surfaces. These surfaces, the transform parameter k, the 
preferential directions, and the weight-window are combined automatically by the code so 
as to minimize splitting and Russian roulette. Creating this weighting geometry is often 
much more difficult than setting up the physical geometry, and it is done almost 
exclusively by empirical methods. MORSE has most often been used by employing the 
exponential transform for deep-penetration problems, The standard version has splitting 
and Russian roulette at collision sites, but due to the user oriented structure these methods 
can be implemented at boundaries also.2 The authors of the MCNP code have tradition­
ally advocated use of boundary splitting and Russian roulette with their code, although 
some successful work with automatic generation of weight-windows in conjunction with the 
exponential transform has been recently reported.15

It is difficult to determine which of the two methods presented here is better, i.e., 
boundary splitting with Russian roulette or the exponential transform. It is sufficient to 
say that either method used correctly and cautiously will give satisfactory results. The 
boundary method introduces the least weight fluctuation of the two methods, but its 
improper use could introduce undesirable correlation among histories due to splitting and 
too much wasted computation time due to Russian roulette. It can be argued that for cer­
tain problem types the best transport procedure is to control the particle population with 
boundary splitting and Russian roulette only, without regard to particle weights (no weight 
window), and to allow analog absorption at collisions. In some applications where particle
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absorption in the form of energy deposition is an effect of interest, analog absorption is
necessary; e.g., for determination of pulse height distributions in detector systems or the 
creation of charged particles.

It is always hoped that improper biasing of any kind will be reflected in the statistical 
uncertainty of the results. Unfortunately, this is not always clear with the exponential 
transform. It is possible that a result with an apparently reasonable statistical error will 
change significantly in another calculation with a different random number sequence. This 
sequence change might have been done specifically or brought about by changing the 
transport parameter or some other biasing parameter. It is apparent that the weight fluc­
tuations introduced by the transform can produce results that are not normally (Gaussian) 
distributed,24 whereas this distribution is assumed in the interpretation of the calculated 
uncertainty. Another problem area with the transform is that the path stretching process 
may cause a significant portion of the particle population, which will ultimately escape the 
shield and contribute to the result, to skip important intermediate collisions. These omit­
ted collisions will save computation time, but if there exist minima in the cross sections 
(windows) through which particles could stream, or if gamma-ray production from neutron 
interactions is significant, then the results may not correctly reflect these physical 
phenomena. The exponential transform is also the usual method employed for "quick and 
dirty" calculations. With a value of p sufficiently close to unity, one can always get some 
particle penetration for a (usually wrong) result. However, the same haste in applying 
boundary splitting might result in no penetration at all.

The transport process is probably the most important of all the aspects of a deep- 
penetration calculation (assuming there are no errors elsewhere). If the transport is 
treated properly, the other processes could be handled in a relatively simple manner. 
Whereas, if the transport is treated poorly, sophisticated treatment of the other processes is 
often to no avail. As a result, the literature abounds with various methods for treating the 
transport process. Unfortunately, these are often of only academic or such highly special­
ized interest that they are of no general use. In the last decade, however, there has been 
an increase in the effort to obtain realistic importance functions (adjoints and others) to be 
used in existing biasing techniques rather than in dealing with the techniques themselves. 
These methods are discussed in Sections IV and V, where it is pointed out that for applica­
tion to the exponential transport the correct adjoint function is the "event value function" 
W(P), rather than the "point value" <t>*(P), the adjoint flux.

Two separate studies of optimized transport with the exponential transform have 
recently been made. A two-dimensional multigroup Monte Carlo study of neutron leakage 
from a spent-fuel shipping cask indicates that there is no significant improvement in effi­
ciency when the exponential transform is included in a calculation where the weight win­
dow for splitting and Russian roulette has been automatically set throughout the system 
from adjoint calculated importances.25 In this study the transform parameter was deter­
mined in an optimal manner from a discrete ordinates adjoint event-value function. This 
optimized energy- and spatial-dependent parameter was found to never exceed 0.3 in a 
highly scattering system of steel and depleted uranium. But for gamma-ray transport in 
the same system, all optimized parameters exceeded 0.9. These same general effects are 
reported in an iron benchmark example in Ref. 15 (with a "forward-adjoint" generated 
weight window) where a uniform decrease in calculational efficiency resulted as the trans­
form parameter was increased from 0.2. In a more absorbing medium (concrete), it was
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found that the exponential transform had (1) only a marginal beneficial effect when 
applied to neutrons in a coupled neutron-secondary gamma-ray calculation, (2) some bene­
fit (approximate factor of 2) in a neutron only calculation, and (3) an even greater benefit 
when applied to gamma rays.

Some conclusions from this discussion indicate that the exponential transform performs 
best in absorbing systems with some control of large weight-correction fluctuations, with 
gamma rays being afforded more benefit than neutrons. This is consistent with the prem­
ise of the transform that the particle flux is attenuated exponentially and also with semi- 
empirical methods such as point kernels where gamma-ray scattering can be included with 
a fit to an exponential function and buildup factor. From these relatively low values of the 
optimal neutron transport parameter, 0.2-0.3 in these examples, it is apparent that empiri­
cally set parameters are often too large. This would lead to too many particles being 
stretched out of the system (escaping) in the vicinity of the detectors. The resulting low 
collision density would then lead to low calculated results.

For comparative purposes it must be pointed out that in these optimized studies the 
weight windows for splitting and Russian roulette were first set before introducing the 
transform. Thus, a substantial amount of biasing was already in effect before attempting 
to make an improvement with the transform. In contrast, for empirically determined input 
schemes the transform is the principal biasing device, and splitting and Russian roulette 
are used only when necessary for control of large weight fluctuations. No procedures have 
been reported where the optimization of the exponential transform was done first. A fur­
ther discussion of this subject is presented in Section IV. E following a presentation of 
adjoint methods.

III.E. Collision Process

Most Monte Carlo codes have survival biasing (non-absorption weighting) as a stand­
ard procedure or option, i.e., all collisions are scatters with the particle weight adjusted by 
Ss/Sj. The delta scattering and forced collision methods mentioned in previous sections 
can be used to increase the collision density in optically thin regions. Generally, the colli­
sion process receives little attention as compared to the other processes.

III.E.1. Biasing the Collision

An option for explicitly biasing the collision kernel for the post-collision energy and 
angle is available in many Monte Carlo codes, but this option is usually the least used of 
all variance reduction techniques available. The collision kernel is a function of pre- and 
post-collision energy and angle. The interdependence of the variables depends on the 
nuclide, particle type, collision type, and energy range. The general biased kernel26 and 
weight correction are similar to that for the source spectrum, Eqs. (1) and (2), with the 
extension to more variables. Various methods of empirically setting the necessary impor­
tance functions have not generally been successful. In practice it is often easier to 
implicitly bias the energy and angle variables separately in the transport and 
weight-window processes and leave the collision kernel unaltered. In these other processes,
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including the source, the importance of the phase space variables toward the result is more 
apparent than the post-collision energy-angle selection at intermediate collisions in the 
particle history. The use of collision biasing in conjunction with other biasing techniques 
increases the difficulty in setting weight-windows.

In TRIPOLI, collision biasing is introduced in a manner consistent with the overall 
transformed equation as outlined in Section III.D.4. However, the manual1 warns against 
the_ possible abuse and/or inefficiency of the method. The angular importance is taken as 
/(O) = Sr(F, E)/2t(F, E, Q). The weight correction due to /(O) cancels with a similar 
term from the exponential transform; i.e., if this angular biasing were applied to Section 
III.D.2, specifically Eq. (29), then the combined spatial and angular correction term in Eq. 
(27) would only be the exponential term with a unit denominator (see Section IV.E).

The difficulty with this angular importance function procedure is that the general 
biased collision kernel cannot be integrated in closed form for the creation of a cumulative 
distribution and subsequent outgoing particle direction selection. In TRIPOLI a method 
has been 'devised which selects several outgoing directions from the unbiased kernel and 
then creates a discrete distribution with these directions input into the biased kernel, from 
which one of the outgoing directions is chosen and a weight adjustment is made. A similar 
but more complicated biasing procedure is available in TRIPOLI for choosing outgoing 
directions in the vicinity of voids and streaming paths.27

For isotropic scattering, the above angular biasing procedure is analytic. An applica­
tion of this method has recently been utilized in the MCNP code with gamma ray scatter­
ing angular biasing.28 Here, the straightforward but somewhat lengthly integration of the 
biased Klein-Nishina kernel is also analytic.

In MORSE, a multigroup code which selects the outgoing energy group first and then 
an angle, collision energy biasing is a standard option that has been little used. The recent 
work on shipping casks mentioned in Section III.D.5 employed a one-dimensional discrete 
ordinates adjoint as the importance function in MORSE. Here the adjoint flux <j>* is used 
directly as the post-collision energy biasing parameter, much in the same manner as for 
source energy biasing. It was found that optimized collision biasing, like the exponential 
transform, was ineffective when the weight window for splitting and Russian roulette was 
determined from </>*. Several additional angular biasing procedures have been incor­
porated into MORSE, but none of these_are part of the standard code.29,30 A procedure for 
including general angular biasing with 1(0) in the MORSE code is given in Section IV.E.

III.E.2. DXANG and DXTRAN Biasing

The MCNP code does not have an explicit collision biasing option, but one can be 
included as a "patch" (non-standard programming available for specific use). However, a 
conceptually simple form of angular biasing, designated DXANG,31 has recently been 
made available to the MCNP code. Here, a spherical region, not necessarily part of the 
physical system geometry, is defined toward which it is desired to scatter particles (see 
Fig. 8, top). At each particle collision (and source event) a cone is defined by the solid 
angle AO subtended at the collision site by the sphere. A secondary particle is created
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with a direction Q chosen uniformly in the cone and with a weight adjusted from that of 
the primary particle before collision by multiplying by the easily-computed Afi and by the 
angular scattering probability /?(Q), as for a next-event point estimator. The primary par­
ticle continues normally, producing other particles at subsequent collisions, unless it actu­
ally scatters into the cone created for a secondary particle, in which case it is terminated. 
Each secondary particle becomes immediately another primary particle having the same 
transport, production, and termination characteristics as the particle which created it. In 
this manner, many particles are directed toward some region of interest without the diffi­
culties associated with conventional angular biasing. The extra weight accumulation of the 
many reduced-weight secondary particles is offset by the occasional termination of a full- 
weight primary particle.

The DXANG method has been applied to a multi-leg duct problem similar to Fig. 1 
(see Fig. 9) with spheres surrounding the interior corner areas and the duct exit region. 
Using a code-generated direction- and region-dependent weight window (Section IY.B), 
this method provided a factor of 25 increase in efficiency over a standard MCNP 
calculation of the same problem. In Fig. 9 the indicated importance regions were set 
empirically, as well as the numbers designating toward which sphere the new particles in a 
given region are directed.

Another MCNP biasing option is the DXTRAN method. Although it has been a 
standard code feature for several years, DXTRAN is, in concept, an extension of the more 
recent DXANG method. After the secondary particle has been directed into the cone, as 
described above, it is further transported deterministically and placed on the spherical sur­
face with an additional (exponential attenuation) weight reduction before beginning its 
actual transport (see Fig. 8, bottom). The primary particle is now terminated only if it 
enters the sphere.

The justification of these two methods can be illustrated with a simple example using 
DXTRAN. In a standard utilization of next-event estimation to a boundary (see Section 
III.F.2), the estimation is made with the same 1V„ estimator shown in the bottom of 
Fig. 8, but this "created particle" (the estimation trajectory) is terminated at the bound­
ary. If the random walk particle crosses the surface in question, it continues normally but 
makes no contribution to the estimate (it may, of course, contribute to a separate analog 
crossing estimator, independent of this next-event estimator). In the DXTRAN method, 
the created particle performs both functions — it contributes to the estimate on the 
boundary, if desired, and continues as the "random walk" particle in the sphere. Thus, if 
the original particle enters the sphere, it must be terminated to preserve the fair game.

Neither the DXANG nor DXTRAN method is applicable for primary particle colli­
sions inside the designated sphere. In practice, the scattering into the cone may itself be 
biased, and probabilities of creation may be assigned to control the proliferation of second­
ary particles, just as for next-event estimation (Section III.F.5). In fact, DXTRAN has 
many of the characteristics of next-event estimation and has been found to be most useful 
in systems with widely separated scattering regions.
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III.E.3. Albedo Scattering

The albedo scattering procedure is a method for eliminating time-consuming particle 
tracking in spatial regions of relatively high collision density but from which no direct con­
tribution is made to the results.32 Particles are returned to a real collision medium from 
the albedo medium by reflection from an interface surface between the two media with the 
correct change in the energy and angular variables as if analog tracking had taken place in 
the albedo medium. The albedo scattering function for a given material is generally given 
as a(E0,60,E,0,n), where E0 and E are the entrance and exit energies at the interface, 0o 
and 0 are the entrance and exit polar angles with respect to the outward directed normal 
vector at the interface, and n is the cosine of the angle between 0O and 0 (see Fig. 10). It 
is assumed that the interface is of such extent that there is no spatial variation, i.e., the 
position on the interface does not change. The use of time dependence here is questiona­
ble, except for specular (mirror image) reflection. This is a special case where E — E0, 
0 = 60, and is used only to take advantage of geometrical symmetry. Specular reflec­
tion precludes the general use of any "next-event" type of estimation process and requires 
special attention to the normalization of results due to symmetry in the source and detector 
regions.

The principal disadvantage of the general albedo method is the unavailability of relia­
ble and inexpensive data [the a(E0,Q0,Eand many approximate forms of the distri­
bution function exist for special cases. The MORSE code (multigroup) uses albedo data 
generated from discrete ordinates codes;2 an acceptable procedure since the regions of 
application are almost always easily approximated by one or two dimensions. However, 
these data are voluminous and expensive to generate, and must be regenerated for any sig­
nificant changes in the geometric or material description of the system. In the absence of 
data, the albedo procedure may be simulated by clever application of direction dependence 
in the transport biasing process. The proceedings of the recent international shielding con­
ference in Tokyo give many examples of albedo Monte Carlo use.11,33 Many of these 
applications use one-dimensional (azimuthal symmetry of the emerging particle) albedos 
determined from inexpensive invariant imbedding calculations.

The albedo procedure is useful in simulating scattering in the reflector of a reactor and 
also in the walls surrounding a duct or pipe through which particles are streaming. If the 
duct is void (or contains only air), the calculation could be completely albedo scattering 
with no ordinary interactions. However, for bent or multi-leg ducts it has been found nec­
essary to include real (analog) scattering in the protruding corners of the duct interior (see 
the shaded areas of Fig. 1) to correctly simulate the particle transmission. For some distri­
buted source and detector regions, it may also be necessary to include real scattering in 
regions adjacent to the entrance and exit of the duct. The position and size of the shaded 
areas in Fig. 1 must be set empirically (usually in terms of mean free paths). The use of 
albedo material surrounding the passage in Fig. 1 naturally precludes any particle trans­
port continuing straight ahead from the first leg of the duct through the shield to the exte­
rior region; however, a special "next-event" estimator has been devised which allows trans­
mission across albedo surfaces.34
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III.F. The Estimation Process

If all the preceding processes associated with a deep-penetration calculation were per­
formed correctly (or ideally), the estimation of results would be a simple task. There 
should be an ample number of particles in the detector region to score with the standard 
techniques such as collision density or path length estimation in a volume or surface cross­
ing estimation at a boundary. Unfortunately, for many well formulated calculations this 
situation is often not realized, and undersampling due to inadequate and/or improper use 
of the system importance function leads to sparse particle population in the detector 
regions, producing (usually) low answers with high variance. In an attempt to overcome 
this problem, the method of "next-event" estimation (also known as "statistical" estimation) 
has long been used, and often over-used. Here, contributions to the result are made from 
random walk events (source and collision) which occur outside the detector region.

From each random walk scattering event at F, the next-event estimation contribution to 
the particle number density (current) at some location P = F+RQ at the leading edge of 
a convex detector region is (see Section III.F.4 for uncollided estimation from source 
events)

J = WT p($i)e~'vASl , (34)

is the random walk particle weight before collision (includes 
S^/Syfor survival biasing);
is the probability per steradian of scattering toward the 
detector, numerically evaluated from the (unbiased) distribution used 
for random angular and energy selection in random walk scattering; 
is the solid angle, in steradians, subtended at the 
collision site by the detector region; and

is the number of mean free paths along the distance R.

where

WT

p(m

AO

R
v = J ^Ar,E)dR'

III.F.1. Next-Event Estimation in a Large Solid Angle

When the detector region is of sufficient extent, i.e., AO is large enough, Eq. (34) can 
be simplified using the direction and energy as determined from the random walk event. 
After each event the estimation process determines if the random walk trajectory could 
intersect the detector if it were extended sufficiently [p(0)AA = 1 in Eq. (34)]. If not, 
the estimation is abandoned [/?(0)A0 = 0], and the random walk continues (if there 
are multiple detector regions, each region must be tested for intersections from each 
event). If an intersection occurs, the particle current at the detector is WT e~v. This esti­
mation search could be very simple; e.g., at the top of Fig. 11 if the detector region were 
the entire right-most boundary of the shield, it would have to be determined only if the



trajectory vector had any component directed toward the boundary. If the detector region 
were only a portion of the boundary, the intersection decision could be determined analyti­
cally. For more complicated cases, the time-consuming code geometry trace procedure will 
be necessary, but this trace will be necessary in any case to determine rj if an intersection 
is made.

The flux for the boundary crossing estimation is, like the analog estimator,
_ WT e~n (35)

V | | ’I cos a I

where a is the angle between the estimation trajectory and the normal vector to the bound­
ary. Any standard method for grazing angles (a~90°) must be applied; e.g., if |cosa|<e, 
set |cosa| = e/2.

If the detector region is a void volume (bottom of Fig. 11), the track length estimator 
is used for the flux estimate,

$ = WT e~~v i , (36)

where rj is determined for the estimation trajectory to the leading edge of the detector, and 
£ is the length of the trajectory through the void, determined either analytically, by the 
geometry trace, or by the average chord length in the volume, if known.

For thin non-void volumes, the flux is

^ = WT e'”
[l-e-W']

2r(£>

(37)

where ZT(E) is the cross section of the detector material, and E is the estimation 
energy.17 These flux estimates must be divided by the appropriate detector volumes or sur­
face areas to give the standard flux dimensions.

III.F.2. Next-Event Estimation in a Small Solid Angle

When the detector region is small, the probability of the trajectory-detector intersection 
is also small, and the preceding procedures become very inefficient. When A® in Eq. (34) 
is small, the estimation trajectory must now be directed toward the detector irrespective of 
the random walk direction. For this situation Eq. (34) is applied where p(Q), usually 
given as p(fj)/2w, is the probability of scattering through the angle 0ij2 = cos~V between 
the random walk trajectory before the event and a randomly chosen trajectory in A® 
between the event site and the detector (see Fig. 11, center).
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For a spherical detector, AQ is determined analytically. There also exist expressions 
for the solid angle of a cylinder relative to a point.35,36 A general procedure is to com­
pletely surround the detector by a sphere (the smallest possible) and determine if the ran­
domly determined trajectory in the solid angle of the sphere passes through the detector.22 
If not, an estimation is not made. If the trajectory intersects the detector, Eq. (34) is 
evaluated using AQ for the sphere. The flux estimators in Eqs. (35), (36), and (37) are 
modified by the inclusion of the p(^)AQ/2ir term. This procedure becomes inefficient if 
the detector region does not fill a significant portion of the sphere.

III.F.3. Next-Event Estimation to a Point

When Eq. (34) is divided by the AA, the projected cross-section area of the detector 
relative to the event site, the flux is given directly. In the limit as the detector becomes 
vanishingly small, the ratio AQ/A/1 becomes l/R2 and Eq. (34) becomes the "point detec­
tor" estimator;

lim j
AA—*0 AA = <f> = WT Pi.fi) g v

2ir R2
(38)

Few aspects of Monte Carlo radiation transport have received more attention than this 
estimator. In theory it converges to the correct answer but with infinite variance due to 
the singularity at i? = 0. In practice the point detector estimator usually works well in 
non-scattering media but can give low results with deceivingly low variance in any applica­
tion due to undersampling in the random walk; whereas, an analog estimator variance 
would more correctly indicate this undersampling. But when a collision event occurs very 
close to the detector point, the large contribution from this event due to l/R2 can domi­
nate the summation of the contribution from all other events from all particles in the cal­
culation. Fortunately these large answers always have a very large variance. It is the cor­
rect combination of the many low answers and the very few high answers that gives the 
theoretically correct answer. But for this to happen in even a very long Monte Carlo cal­
culation would be fortuitous. An example especially contrived to illustrate these effects is 
given in reference 3.

To overcome the low result problem, a sufficient number of particles must collide in 
some proximity to the detector. For example, in Fig. 2, if the particle population dimin­
ishes significantly before reaching the right-most regions near a point detector outside the 
shield, next-event estimation results might be low. In reality it is the contributions from 
collisions that have the least material attenuation on reaching the detector that dominate 
the results. Now, when the other processes are altered to increase the particle penetration, 
use of the point estimator might no longer be needed if analog estimators are sufficient. 
However, there is a large middle ground here, and point estimation has been used correctly 
and successfully for many years, especially for detectors in voids.

Next-event estimation to a point is a standard feature of TRIPOLI and MCNP. In 
MORSE a user routine must be written for each calculation, although several such rou­
tines are given in the report, sample problems, and code package. One of these gives a 
contribution to all possible energy groups allowed by pin) instead of randomly selecting 
the group.
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A thorough coverage of the point estimator methods which have been developed to 
overcome the problems of collisions close to the detector will not be attempted here, but a 
summary of some of the commonly used approaches is as follows:

1. Use the estimator only for a detector in a void, or a sparsely dense material 
such as air, and place it at least a few centimeters away from a colliding 
medium interface. This use fits the classical shielding problem in Fig. 2 with 
the detector located on the far side of the shield from the source.

2. If the detector is in a colliding medium, surround it with a sphere of radius R0 
and either (a) fill the sphere with void or (b) allow collisions in the sphere but 
do not make estimations to the point detector from it. If only a very few colli­
sions, which would otherwise ruin the calculation, are omitted, little effect 
should be noticed; however, if many particles are found to enter or collide in 
the sphere, another estimation method should be chosen.

3. Assume the flux in the sphere is uniform and isotropic. Then the contribution 
from each collision in the sphere is

WT ( i-e^WO*’)

^ 4/3 irRl %T(r,E)

This procedure is available in TRIPOLI and MCNP.

4. Use any of the various "once-more-collided" techniques for collisions inside or 
directed inside the sphere.3 An imaginary intermediate collision point is cho­
sen and the contribution is made to the point detector from this new location. 
It can be shown that this procedure reduces the l/R2 singularity of the point 
detector to a l/R singularity with a corresponding variance reduction. This 
method is an option in MCNP but has been little used.

5. For the special situation of rotational symmetry for the point detector, a ring- 
detector method has been devised.25 Here a point detector is chosen on the 
ring in such a manner that sampling near the collision point is increased, and 
the l/R2 singularity is eliminated.

The R0 for the sphere, where needed, must be set empirically; if it is too small, the 
particular method approaches the original point method. If R0 is too large, methods (2) 
and (3) become inaccurate, and method (4) can greatly increase the calculation time. 
Also, complications may arise if the R0 from two different point detectors overlap or if 
there is a change of material or some other geometric complexity inside the sphere. If R0 
is set in terms of mean free paths, instead of distance, then R0 is energy dependent.
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III.F.4. Next-Event Uncollided Estimation

The form of the preceding equations in this section implies a scattering event, but an 
uncollided contribution must also be made to each detector for each source particle, for 
next-event estimation. The general equation, Eq._(34), applies and a value of p(®) is 
determined from the source angular distribution from which the initial particle direc­
tion is randomly chosen for the random walk. But the two processes, source selection and 
estimation, are completely independent, just as for scattering events and estimation. If 
.S(Q) is a biased distribution, the WT must contain the weight correction. The position, 
energy, time, and weight variables are usually the initial random walk values, or they may 
be selected independently. The form of the uncollided estimator is usually the same as 
that from collisions. In simple cases, this uncollided source contribution may be done 
analytically. The contribution to a detector from uncollided source particles in a pure 
deep-penetration calculation is usually negligible, but for streaming or other non­
penetration calculations this contribution can easily exceed the collided contribution. If 
there is any particle generation present (secondary gamma rays or fission neutrons), an 
uncollided source calculation must be made for each generated particle. The uncollided 
calculation is treated with input data in TRIPOLI. In MORSE a special routine must be 
written for non-isotropic l/4ir] source angular distributions; in MCNP only for
non-standard sources. This can become somewhat complicated for other than isotropic 
sources, but many examples are given in the reports and sample problems. Any source 
coupling procedure (see Section III.C.4) must also include an uncollided contribution if 
next-event estimators are used. This necessity will add complexity to any coupling scheme.

ffl.F.5. Next-Event Estimation Probabilities

One of the chief disadvantages of next-event estimation is that it is extremely time con­
suming, even in its simplest form. The particle history estimation time can easily exceed 
the random walk time due to the geometry trace necessary for determining the number of 
mean free paths, 77, between the event and detector sites. This calculation time goes up 
proportionally for multiple detector estimations from each random walk event. It is in the 
regions farthest from the detector (usually closest to the source with many collisions) 
whose contributions require more computation time but have the smallest values. It is a 
common practice to assign probabilities of estimation to different spatial regions of the sys­
tem (and possibly for the other variables) to determine if a contribution is to be made to a 
specific point detector from each event in that region.37 If, by random choice, a contribu­
tion is made, the value is divided by the probability, conserving the "fair game." If no con­
tribution is made, the process moves on to the remaining detectors and then on to the next 
collision. This process is a standard option in MCNP and TRIPOLI and is easily imple­
mented in MORSE, and it can save an enormous amount of computation time. In the 
absence of any adjoint importance information, these probabilities must be set empirically. 
This is usually based on the event-detector distance. If radiation streaming paths or other 
voids exist in the system, the distance criterion should in theory be based on mean free 
paths, but this would require performing the geometry ray trace at each collision that the 
method is trying to avoid.
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Another simple procedure, an option in MCNP, involves testing a partial contribution 
to the estimator before the time-consuming determination of the exponential attenuation 
term. This value, WTpiS^/R1, is compared to a preliminary result compiled normally. A 
Russian roulette game is played if the incomplete estimation contribution is already below 
some fraction of the preliminary result. Upon survival, the geometry ray trace is made 
and the estimator is completed with the attenuation term and a correspondingly increased 
survival weight.

m.F.6. Next-Event Estimation Variance

It is known from experience that next-event estimation, like the exponential transform, 
can produce results that are not normally distributed. Repetition of a poorly constructed 
calculation with only a change in the random number sequence may show a change in 
results not predicted by the computer-generated uncertainties. This method is usually the 
estimator of choice for "quick and dirty" deep-penetration calculations because it always 
gives some answer, whereas more nearly analog approaches might give nothing for poorly 
conceived transport processes. When combined with the exponential transform, the vari­
ance problems of the two techniques are exaggerated. Next-event estimation will produce 
adequate results when the other processes of the calculation are treated properly and when 
the problems associated with collisions close to a point detector are overcome. More for­
mal approaches to next-event estimation and its variance characteristics are given in refer­
ences 38 and 39.

III.F.7. Delta-Scatter Next-Event Estimation

One of the common uses of the delta scatter method (Section III.D.4), independent of 
the exponential transform, is to eliminate the need for the geometry ray trace in the ran­
dom walk by effectively creating a homogeneous transport medium. It is this geometry 
feature that makes next-event estimation so time consuming, and methods have been 
developed to apply delta-scattering to the estimation process.21 The procedure is essen­
tially a one-dimensional delta-scatter random walk along the trajectory from the event site 
to the detector. However, delta scattering itself can be inefficient in terms of computation 
time relative to standard methods in both the random walk and estimation process for any 
but very complicated geometries, a situation not usually encountered in deep-penetration 
calculations. Collision site distances (now shorter, requiring more collisions) are deter­
mined by the maximum cross section in the system for a given energy, hM(E), and often in 
resonances regions, if other than the maximum value is used, a negative weight correction 
is necessary (negative weight can be disastrous since the results, based on the weight, 
decrease; but the variance, based on the square of the weight, still increases). Only with 
probability ST/2M does a real collision occur.

Use of multigroup Monte Carlo can alleviate this maximum cross-section problem 
somewhat. There is also a procedure for including the delta-scatter concept directly in the 
multigroup cross-section structure. In the standard Legendre polynomial expansion for the 
scattering angle cosine p, an extra or fictitious term is added.



43

ww “ S + I pM . <39)
«“0 ^ l i

where the delta function indicates that the delta cross-section term in Eq. (39) applies only 
to within group (g-*g) scattering. The expansion for a delta function (here straight ahead 
scatter, /* = 1) implicit in Eq. (39) is

N 2fi+l
5(m-D = 2 PM

8=0 Z
(40)

Equation (40) is very approximate for low order expansion (small N), but for large sys­
tems with multiple scattering, the errors tend to cancel out. The spatial dependence of the 
delta term in Eq. (39) can be adjusted so that the total cross section is constant through­
out the entire system.

Multigroup Monte Carlo codes using cross sections of the form of Eq. (39) now not 
only need no geometry tracing procedure, but also no procedure for differentiating between 
collisions with real or fictitious materials. The code operates as if the entire system were 
completely homogeneous, and the material attenuation in the general next-event estimator__ry / p\p w
of Eq. (34) is e M , i.e., regardless of a variation between event and detector sites. 
The problems associated with point detectors are still present, and special attention is 
required for voids. Voids of any significant extent should not be modified to include delta 
scattering [Eq. (39) with ^,(r) = 0] but should be treated in an analog manner. The 
R in the estimator material attenuation should be only for non-void distances.

IH.F.8. Coupling Methods for Estimation

If part of the system under consideration which includes the detector region can be 
treated in one or two dimensions or if acceptable differential results from any method exist 
for this region, a coupling procedure similar to that described for the source process can 
save considerable computation time. For the source coupling, a forward Monte Carlo 
source is created from some forward calculated results. But for estimation coupling the 
forward Monte Carlo is combined with an adjoint calculation whose source is taken from 
the physical detector region. Mathematically the response is (for coupling in one direction 
across a surface)13

X = f dr f dE f dQ, <j>(r,E,Q) <t>*(r,E,Q)(n-Q) . (41)
area E n(l>0

The <p(F,E,Q)(n-Q) is the Monte Carlo current J(r,E,Q) at the boundary, and </>* is 
the adjoint flux from the other method. The integral is over the boundary surface only for 
particles directed into the coupling region. The current J can be either from the transport 
process directly (the particle weight) or from one of the two current estimation processes
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from Eq. (34). As for the source procedure, care must be taken in treating the calcula­
tions in the vicinity of the coupling boundary. It is, of course, possible to use coupling 
methods for both the source and estimation in the same calculation.40 Equation (41) also 
applies for the reversal of the forward and adjoint connotation - see Section IV.

An example of present coupling methods, and also geometry capability, will be illus­
trated from on-going work at ORNL in the joint U.S.-Japanese government sponsored 
dosimetric reevaluation of the nuclear weapon radiation environments in Hiroshima and 
Nagasaki. Volumes of data exist on the medical histories of the survivors, and their des- 
cendents, and of the bombings of these two cities. In order to correlate these medical 
records with an absolute cause-and-event relationship, a calculational scheme has been 
devised to determine the radiation levels inside large, reinforced concrete buildings result­
ing from calculated, unclassified output spectra from each of the two weapons. Only those 
survivors located in the interior lower floors of these large buildings received radiation 
injury independent of thermal, blast, structural collapse, flying debris, or other types of 
injury. One such building, located approximately 500 meters from ground zero in 
Nagasaki, is that shown in a post-blast photograph in Fig. 12. Although the truss- 
supported roof and an upper floor auditorium partially collapsed, the lower floors remained 
structuaily intact, and many individuals survived there, receiving various degrees of 
radiation-only injury.

A computer mock-up of this building, drawn with the JUNEBUG plotting package of 
the MARS array geometry module in MORSE,2 is shown in Fig. 13. The picture is 
drawn at the approximate orientation with respect to the weapon burst 500 meters above 
the building. This geometry module was originally created to treat finite repeating arrays 
of reactor fuel pins, elements, and assemblies. The vertical and horizontal lines on the 
exterior of the drawing indicate the array matrix into which the building was modeled. 
The individual segments were constructed independently and placed in the array. Any 
identical repeating segments were modeled only once and placed in the array by appropri­
ate translation and rotation input instructions. The interior of the building is a maze of 
thick, reinforced walls, floors, columns, beams, and girders reproducing the earthquake- 
resistant design of the building. In addition, localized areas of the building can be 
modeled in greater detail to include furniture, file cabinets, bookshelves, etc., independent 
of the rest of the building.

The calculational model involves starting adjoint particle histories (see Section IV) 
from points in these localized areas and following them, or estimation trajectories, through 
the building to a 200-m-long X 140-m-wide X 80-m-high coupling surface surrounding 
the 70-m X 17-m X 14-m building. At this surface, the MORSE spatial, energy, and 
angular adjoint current, <f>*(n-Q) in Eq. (41), is coupled with a DOT two-dimensional dis­
crete ordinates forward flux determined from a free-field, air-over-ground calculation 
resulting from the weapon source. At this coupling surface it was assumed that the pres­
ence of the building did not perturb the free-field flux. Depending on the starting location 
in the building, various degrees of adjoint source angular biasing were used in order to 
direct more particles out the doors and windows rather than through the structural mate­
rial. Preliminary results, from the weapon neutron output only, give dose levels at the



Fig. 12. Reinforced concrete building in Nagasaki (Chinzei School, used as a factory machine shop).
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building center on the first floor of approximately 20 rads-neutron ( + 8%) and 100 rads- 
secondary gamma rays (+12%), the latter being more than 95% from gamma ray creation 
in the atmosphere, only a few percent creation in the building, and a negligible amount 
from neutron interactions in the ground. These doses represent reduction factors of 16 and 
28, respectively, from those at the same location with no building present. The adjoint 
leakage files can be retained (see next section) for later coupling due to any changes in the 
free-field calculation or weapon source spectrum.

III.F.9. Use of a History File

The use of a history file (still sometimes referred to as a collision tape) is neither a var­
iance reduction technique nor a time-saving feature in terms of computing time. But it 
can be very beneficial in the overall formulation of a deep-penetration calculation. The 
three codes considered here, MORSE, TRIPOLI, and MCNP (non-standard), all have this 
capability. Since the random walk and estimation processes are completely independent, it 
is not necessary for them to be treated in tandem. Instead, during the random walk all 
pertinent information from each particle history necessary for a desired estimation is 
recorded on the file, but no estimation is made. Afterward, the history file is read and the 
estimations are made as if the entire process was just one step. In this manner each proc­
ess can be modeled and perfected independently of the other. Cross-section and geometry 
data may also be necessary on the history file. The history file can be analyzed as often as 
desired for various types of estimators. For next-event estimation all necessary collision 
and source data must be recorded. In the preceding subsection, if J is from analog bound­
ary crossings, only the particle information at the coupling boundary would be necessary, 
and it could be combined in independent coupling calculations using <j>* from different 
detector region calculations. Use of a history file also allows recovery and analysis of ran­
dom walk information due to any abnormal termination of a calculation.

IV. ADJOINT CALCULATIONS

The use of adjoint calculation results is an important aspect of variance reduction for 
deep-penetration Monte Carlo calculations. The correct interpretation of sometimes even 
very approximate adjoint information is beneficial when used in the various biasing 
processes of a forward calculation. Before addressing the realization of this adjoint infor­
mation, attention will be turned briefly to the topic of complete adjoint calculations.

IY.A. Complete Adjoint Calculations

A formal presentation of adjoint methods is given elsewhere.4 In theory any Monte 
Carlo calculation can be solved equally well in the forward or adjoint mode. In all forego­
ing and following discussions and equations, the role of the forward and adjoint terms can 
be reversed with no loss in generality. The adjoint flux becomes the quantity of
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interest, and forward calculated results determined from other (possibly Monte Carlo) 
methods can be used for the importance function I(x). Optimal forms of the I(x) for mul­
tigroup adjoint calculation biasing have been proposed.41 The physical (forward) source 
S(x) and response function R(x) become the adjoint response and source, R*(x) and S*(x), 
respectively. The desired result A is given by

A = J 4>{x)R{x)dx — J <t>*(x)S(x)dx . (42)

In practice the forward mode is usually the calculational method of choice. But there 
are several general problem types, dictated by various physical considerations, for which 
the calculation can be performed more efficiently in the adjoint mode.42 A common situa­
tion arises when multiple calculations are to be made with different physical source 
descriptions, and the degree of difficulty in using the adjoint mode is not prohibitive. Then 
the right side of Eq. (42) can be evaluated as often as needed using $*(x) from only one 
adjoint solution. This is, of course, the counterpart of the situation for one forward calcu­
lation and multiple (physical) response functions.

The solution is often more amenable to the adjoint mode (see Fig. 14) when a deep- 
penetration calculation has some combination of the following characteristics:

1. a large extended physical source volume or surface;

2. a small concentrated physical detector region;

3. a large region of simple geometry and/or particle transport (one-dimensional 
or void, for example) adjacent to the source region;

4. a smaller region of complex geometry and/or particle transport adjacent to the 
detector region.

A large physical source, from which it may be difficult to adequately sample forward 
source particles, will be a simple adjoint-particle volume or surface detector region. Like­
wise, a small physical detector region (a point, for example) and all the difficulties it 
presents for forward estimation processes becomes a simple adjoint source. If the majority 
of the geometric complexity is concentrated around the adjoint source (a shielded detec­
tor), the adjoint source particles provide ample collision and transport sampling. Subse­
quent tracks through the simpler geometry to the large adjoint detector require no compli­
cated biasing. In contrast, a forward calculation would require strong biasing in the for­
ward source and simple geometric regions to track particles to the regions in and around 
the forward detector. Although the conditions for problem applicability for the adjoint 
mode are usually given in spatial terms, similar consideration should be given to any of the 
other phase space variables if a difficult situation arises in the forward mode.

General continuous energy adjoint codes exist, but they are not widely used, the 
gamma-ray option being more easily calculated than that for neutrons.43,44,45 The difficul­
ties associated with the creation and interpretation of adjoint cross sections and subsequent 
collision mechanics are virtually eliminated in multigroup adjoint Monte Carlo. Here the
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loss in generality due to multigroup theory is no more than that in the forward mode. As 
a result, multigroup codes are often used for adjoint Monte Carlo. MORSE is a multi- 
group code with an adjoint option, and MCNP has a multigroup "patch" available.

Even when applicable, practical implementation of the adjoint Monte Carlo method is 
beset by most of the problems of the forward mode plus several new ones. Deep penetra­
tion requires biasing, and methods of empirically setting the importance function (physical 
insight, intuition, experience, etc.) become more questionable for the adjoint mode. Sam­
pling the adjoint source to simulate the forward detector response and scoring in the 
adjoint detector region to simulate the forward source distribution are often not 
straightforward. The same is true for the adjoint source normalization, a usually simple 
task in the forward mode. Some aspects of these difficulties are discussed elsewhere in 
connection with a presentation of the MORSE code.2

IV.B. Adjoint Importance Generation by Monte Carlo

Most of the techniques for deep-penetration variance reduction discussed in this presen­
tation have been in existence since the early days of Monte Carlo use, and the mechanics 
for their implementation are firmly embedded in any general code. The methods for creat­
ing importance functions, other than empirically, have included analytic approximations,46 

diffusion theory,47 and one- and two-dimensional discrete ordinates.25,30 Adjoint Monte 
Carlo calculated results have been used as importance functions to bias forward calcula­
tions, and forward-adjoint Monte Carlo iteration techniques have been reported where the 
results from one mode are used to bias the other mode in a following calculation, which in 
turn produces a new set of results for importances in the first mode, etc.48 These iteration 
techniques have been developed exclusively for multigroup Monte Carlo. They have also 
been plagued with long computation times and large uncertainties in the iterated impor­
tance function to the extent that convergence in the final results is not guaranteed.

Between the two extremes of empirically set and adjoint generated importances, there 
are several adaptive, or learning, techniques where biasing parameters are generated and 
improved upon during a calculation.49 Additionally, there is a large area of mathemati­
cally related variance reduction work summarized in Section V. Some of the simplest of 
the learning methods are procedures for updating splitting and Russian roulette parameters 
in the course of a calculation by attempting to equally populate all appropriate regions of 
phase space.50,51 Although these methods are in no way optimal, they are usually better 
than empirically set parameters for large systems, and they can be used as initial values 
for more exact methods.

In the past decade and continuing at present, there has been considerable effort, and 
some success, in generating realistic three-dimensional importance function information by 
forward Monte Carlo methods for use in subsequent forward Monte Carlo calculations. 
The difficulties associated with running a Monte Carlo code in the adjoint mode and any 
multigroup restrictions are eliminated.
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The result from a transport calculation has the following forms, derived from manipu­
lations of the forward and adjoint integral equations and application of the Gauss diver­
gence theorem:52

X = ((j)(x)R(x)dx = (<f)*{x)S(x)dx = f <£(x )$* (x )(n- Q,)dx , (43)
Yr Vs A,n-a>0

where

Vs is the volume of the source S(x),
VR is the volume of the detector response R(x),
A is any intermediate surface area enclosing either Vs or VR,

{n-Q) is the cosine of the angle between the particle direction 
Q and the normal vector at the surface n, inward for VR and outward 
for Vs (the adjoint Q is in the opposite sense as that for the 
the forward Q), and

x is a general phase space variable with only the spatial interval shown 
explicitly.

In the right-most integral of Eq. (43) the product <f>(x)<t>*(x), or the "particles" 
represented by it, is called the "contributon" term after its discrete ordinates application. 
A Monte Carlo scheme has been devised to evaluate this integral,53 but it has had little 
general use, the procedure for evaluating <f> and being similar in concept to the methods 
which follow here. This right-hand term can be used to evaluate <f>* directly in a forward 
calculation. The particle weight WT in a Monte Carlo simulation is analogous to the 
mathematically described current J(x), and at a boundary crossing in a particle history, 
WT = J(x) = 0(x)(/rO). The right side of Eq. (43) becomes [see Eq. (41)]

J J(x)<t>* (x)dx , (44)
n-S2>0

(45)
X

/_ J(x)dx
A,nS>0

X = f </>(x)<fi*(x)(n-Q)dx =
A,n-U>0

and the average adjoint flux on surface A is

4>a

£ J(x)<t>*(x)dx
A,ifa>0

£ J(x)dx
A,nQ>0

In Eq. (45) the result X is evaluated by any convenient estimator from particles which 
reach the detector region [F^ integral in Eq. (43)]. The denominator is the summation of 
the partial current WT crossing A in the direction going from Vs to VR. Since all parti­
cles which contribute to X must cross A (or have had predecessors which crossed A), then 
4>*a is the expected score, or importance, of particles at A for the response function R in 
the detector region. The denominator provides the proper normalization for the relative 
importance at different surfaces. In general, this importance <j>A will increase on nearing



52

the detector region since the number of particles, or their weight, will decrease. The con­
verse is true for surfaces near the source region. The <j>^ can be used in later forward cal­
culations as surface importance functions. The source adjoint method in Section III.C.3 
and Eq. (12) is a special case of this general method.

In order to extend to general phase space dependence, the X must be scored in 
terms of the value of the variable that the particle, or its predecessor, had on crossing sur­
face A, not in terms of the variable in the detector region. For energy dependent 
the energy integral implicit in the denominator of Eq. (45) would be over AE only, i.e., 
the summation of particle weights crossing A is separated into energy intervals for scoring 
X. (Recall that x is a general phase variable, not just position.) The numerator becomes 
X^g, and if the particle in the detector region or its predecessor had an energy within AE 
when it crossed surface A, its weight WT is scored in X^g after being multiplied by the 
response function R evaluated at its energy in the detector region. Otherwise, no score is 
made in X^ for but in either case no account is given to the energy that the parti­
cle has in the detector region in relation to AE. The detector region energy and other 
variables are, of course, used to determine the individual contributions to X, <ji(x)R(x), in 
the left side of Eq. (43) [see Eq. (12) and the comments following Eq. (14)]. If no score 
is made for one AE, there may be a score for another AE. Any one particle in the detec­
tor region may, at the same time, contribute to for several surfaces A for a different
AE on each surface. In fact, the condition that all particles or their progeny must pass 
through all surfaces is not necessary. The surfaces may be subdivided giving and
a further test must be made on the scoring particles in the detector region to determine if 
they or any predecessors passed through a particular surface AA. Thus, each scoring par­
ticle may be a potential contribution to each <I>*aa,aei and the storage and retrieval of these 
data in the course of a calculation can become an enormous task.54

This method of importance generation has been extended to surfaces completely enclos­
ing volumes AV exterior to the source or detector regions, although either of these two 
regions may also be a specified volume.15 Analogous to the surface treatment, the impor­
tance in the volume is the ratio of the total score in the detector region VR due to 
particles which have passed (or had predecessors pass) through AV on the way to VR, to 
the total weight of all particles which have entered AV (see Fig. 15). Any particle in VR 
will contribute to for any AF that it or its predecessors have passed through. All 
particles in VR contribute to (f>y. This method assumes that particles entering AF consti­
tute an equivalent source there, and the middle term of Eq. (43) is applicable where the 
Vs integral is replaced by AF for this equivalent source in determining (jt&y. The 
comments on scoring, differentiality, and treatment of the data for the surface importance 
also apply to the volume calculations.

It can be seen that, in general, these surface and volume importance generation 
schemes are not restricted to one detector response or even to one detector region. How­
ever, as the number and differentiality of the 4>* to be generated increases, the computa­
tion time and complexity must increase proportionally to ensure reasonable statistical 
uncertainty for all regions of phase space. Use of a history file here (see Section III.F.9) 
would be appropriate to separate the Monte Carlo calculation from the actual compilation 
of </>*. Use of either of these two methods, surface or volume, is directly applicable to any 
general Monte Carlo code with some modification to the estimation process.
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The volume generation of <j>* has been employed in MCNP for a volume and angular 
weight-window importance function that was then used in a calculation with DXANG 
biasing.31 An empirical method has also been used in MCNP as a means of providing ini­
tial values for the <f>* generation.51 ~

IV.C. Recursive Monte Carlo Generation of Importance

One of the difficulties with the procedures just described is that the most (highest) 
important regions are usually far from the source near the detector regions. As for any 
other quantity in a deep-penetration calculation, </>* can be difficult to evaluate. A situa­
tion then arises where one needs beforehand a good estimate of the quantity to be calcu­
lated, leading to a possible time-consuming iteration of successive Monte Carlo calcula­
tions. A method which in principle overcomes this difficulty in the generation of impor­
tance functions is called "recursive Monte Carlo." This is not a code learning technique in 
the sense of the previous methods, and it is not connected with any specific forward calcu­
lation source spectrum-response function system. The procedure begins at the detector 
region and proceeds recursively in backward steps toward the source region. The principal 
feature is that each step is a forward non-deep-penetration Monte Carlo calculation and 
only one pass is made through the system from detector to source.

The system is initially divided into volumes by defining surfaces (see Fig. 16), typically 
one or two mean free paths apart, on which the importance functions will be calculated for 
subsequent use in a standard calculation of the entire deep-penetration calculation. In the 
method currently in use, these surfaces are set empirically.55 This represents a simplifica­
tion from an earlier, not generally successful attempt to have the surfaces located automat­
ically in an optimal manner by a computer-generated decision process.36

The formal mathematical presentation of recursive Monte Carlo is somewhat compli­
cated, but the method can be illustrated by use of selected parts of Eqs. (43) and (44):

J <t>*(x)S(x)dx = f J(x)<p^(x)dx . (46)
vs A

On surface A the importance </>^(x) is known. For the equivalent source application, 
volume Vs is defined by surface A and the next surface A' toward the source on which 
<^-(x) is to be determined. A spatial delta function source 5^(x) is introduced in Vs with 
a non-zero value only on this next surface A' giving

<f>A'(x) = J ^*(x)Sv(x)dx = J J(x)4>*A(x)dx , (47)
Vs A

where J(x) is now determined from the forward integral transport equation with S(x) = 
Sy(x):

J(x) = Sr(x) + J J{x')K{x'-*x)dx' (48)
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Fig. 16. Recursive Monte Carlo geometry.
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A standard forward calculation is begun by uniform selection of source particles on 
surface A'. In addition to Vs, tracking is also done in one or two "buffer" volumes toward 
the source to allow particles to re-enter Vs. When a particle crosses surface A, a contribu­
tion is made to ^(x) according to Eq. (47) since has been calculated in the previ­
ous step. The initial <p*(x) on the surface nearest the detector must be determined from 
an actual adjoint calculation from any method (discrete ordinates if possible). The particle 
history in Vs is terminated when it crosses surface A and scores. This scoring procedure, 
like the two previous importance generation methods, is based on the particle source vari­
ables, not those at the surface crossing. In fact, Eq. (47) is identical to Eq. (45) with a 
unit denominator. Although importance functions do not generally need any absolute nor­
malization for their use, such a normalization could be determined in the recursive method 
on the surface surrounding the physical source in the last step of the calculation. As for 
the other two methods, the recursive method can generate importances for multiple 
response functions and multiple detector regions with a corresponding increase in the 
<^i(x) data at each surface. However, the recursive method treats all detector regions 
with equal efficiency, whereas the surface and volume methods in the preceding section 
will need biasing techniques in the calculation to determine the multiple importances, and 
this biasing cannot in general be optimized for all detector regions and response functions 
in one calculation. The recursive method will need one initial adjoint solution <j>f(x) for 
each separate response function and detector region.

Another attractive feature of the recursive method is "geometrical imaging." Any vol­
ume anywhere in the system which is identical in size and composition (or mean free 
paths) to another previously calculated volume needs no random walk calculation through 
it. A history file from the previous volume is used to determine J(x) in Eq. (48) for scor­
ing with the appropriate rf»^(x). A possible serious problem with the recursive method is 
the propagation of statistical error from the calculation of one ^(x) to the next. Also, 
empirically setting all the necessary surfaces in a complicated three-dimensional system 
can become a difficult task. These two items have hindered the application of the method 
to the extent that its use has never become widespread.

The recursive Monte Carlo method has been incorporated into a special version of the 
MORSE code.55 However, through clever use of history files and some programming, this 
method should be applicable to any general Monte Carlo code. It can be seen that the 
recursive generation of <p* for use in a forward Monte Carlo calculation could also be 
effected by discrete ordinates methods if appropriate geometric simplifications are 
applicable.57

I¥,D. Application of Adjoint Information

It should be remembered that the importance generation schemes presented here are 
needed to provide only approximate adjoint fluxes for a forward problem. Exact results, if 
achieved, would eliminate the need for any further work. The importances can be realized 
from either approximate fluxes from the exact forward problem or more exact fluxes from 
an approximation to this problem. The techniques in the preceding sections are currently 
undergoing development and testing at various institutions, and their use should not be 
considered to guarantee immediate and ultimate success in any deep-penetration problem.
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However, the success of the volume generation of <f>* in Section IV.B has progressed to the 
point where its application may soon become available as a standard option in the MCNP 
code.

Mention was given in the introduction of this section concerning the interchange of for­
ward and adjoint modes of calculation. The same is true for these importance generation 
techniques; forward fluxes may be generated by adjoint means for use in biasing later 
adjoint calculations. But if the intent is to perform one complete and final adjoint 
calculation, use of the scoring methods just described will give the differential forward flux 

i.e., reverse the forward and adjoint modes in the two preceding sections. Thus one 
has the ability, in theory, to calculate </>(x) and and obtain results from both multi­
ple sources and multiple detectors in one calculation of either mode. For multiple sources 
or multiple detectors covering large portions of phase space, or for too much differentiality, 
much of the generated data may be unusable due to its statistical uncertainty.

The practical use of general phase space adjoint data in a forward Monte Carlo calcu­
lation requires some sort of automated procedures.15,54 A recent example is that of dis­
crete ordinates adjoint data used in a multigroup Monte Carlo code.25 Although this is a 
one-dimensional example, it represents a realistic application of multiple biasing procedures 
in a spent-fuel shipping cask study (Section III.D.5). Individually these variance reduction 
items are (g is the energy group):

• Source energy biasing in the source volume AS using ^>A5 as I(x) in Eqs. (1)
and (2), where is the average discrete ordinates adjoint flux in AS for
group g.

• Setting the average weight in the weight-window for Russian roulette survival 
for each spatial importance region AV relative to that in the source region

WTay
AV

Sg $g,AS

Sg ^gAV

(49)

where Sg and Sg are the natural and biased source spectra. The particle 
weight for which splitting is applied in AV for group g is set similarly to Eq. 
(49) except that the average flux $*jAK is replaced by the minimum spatial flux 
for group g in AV, Likewise the weight below which Russian roulette
is played is determined using 0*;MAX, the maximum adjoint flux in AF for 
group g. Thus, the weight-window for the entire system is created relative to 
the source region.

• Secondary particle generation. This study was done in the MORSE "primary 
particle" mode of calculation where gamma-ray generation is treated automati­
cally in the code as a neutron group-to-gamma-ray group transfer. However, 
there was some fission neutron creation due to the spent fuel. The weights of 
the fission neutrons in AV were set as a weighted average of WTAYAy, Eq. (49), 
and the fission spectrum. There is then a correspondence between the weight of 
generated particles and the average weight of all particles in the region.
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• Collision energy biasing in AF using <£*>AK as the importance function, the 
application being similar to that for source biasing.

• Derivation of the exponential transform biasing parameter, p in Eq. (21), from 
the angular dependent discrete ordinates event value function30 Wg(F,Q), where, 
in general notation,

Wg(F,Q) = Rz(r,Q) + 2 f----------------- <t>*g(r,Q')dQ' ,n
(50)

Sf(F)

where

Rg(r, Q) — response (zero except in the detector region), 
^(F,9) = adjoint flux.

The transform parameter p was determined from a minimized-error, least 
square fit of the adjoint data in the most preferential (forward, p=l) direction. 
Angular dependence is included from the n in Eq. (21).

• Application of the next-event estimation probabilities (see Section III.F.5) using
$g,AK-

IY.E. Discussion of Adjoint and Optimal Biasing

In the discussion of Section III.D.5 it is pointed out that exponential transform biasing 
in specific MCNP and MORSE cases was found to be ineffective when adjoint-optimized 
splitting and Russian roulette (weight window) parameters were used. However, it is well 
known that prudent use of empirically-set transform and associated input parameters in 
codes such as TRIPOLI can produce accurate results of high precision. In TRIPOLI the 
weight window is not used as a primary transport biasing procedure, but only as a weight 
control device to guard against large fluctuations in the exponential transform weight cor­
rection. Experience and insight in setting the parameter, the equal-weight surfaces, the 
preferential directions, and the weight window minimize the need for splitting and Russian 
roulette. But it can never be known how good empirically set input parameters are in 
terms of calculational efficiency as compared to some theoretically optimized procedure.

From the point of view that weight differences in the Monte Carlo scoring process 
cause an increase in variance, a2, it can be argued that Russian roulette increases variance 
while splitting decreases variance. Conversely, on a per source particle basis, the calcula­
tion time, r, is reduced by Russian roulette and increased by splitting. It is the overall 
gain in efficiency, (<72t)-1, of splitting and Russian roulette that has been found to make 
use of the weight window beneficial, even necessary, in practice. The use of an optimized 
weight window for splitting and Russian roulette, such as that given by Eq. (49), can actu­
ally be inefficient when used with exponential transformation if this optimization is done 
without regard to path length biasing. That is, for paths stretched in the preferential 
directions, the adjusted weights, on average, will fall below WTAY, and in unpreferred 
directions the adjusted weight will be above WTAV. These effects lead to splitting and 
Russian roulette of the transformed particle histories as discussed in the second paragraph 
in Section HI.D.5.
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It is apparent that a weight window for splitting and Russian roulette can negate the 
effects of exponential transformation and also collision biasing, especially if the window is 
relatively narrow. It must be remembered that adjoint-generated weight windows set the 
optimal particle weight in phase space which will give the smallest variance a2 in the ulti­
mate results. But this theoretical concept does not extend to setting the width of the win­
dow or to increasing the efficiency by decreasing the running time. In the two examples 
cited in Section III.D.5 the weight window widths (the ratio of the weight for splitting to 
that for Russian roulette) are on the order of 5, being set empirically for the MCNP case 
and semi-empirically for MORSE. For completely empirically set biasing parameters, 
weight windows widths on the order of several hundred or larger are often used, but the 
window itself may not even encompass the theoretically optimal value.

In the two cited cases the weight windows were normalized to that in the source region, 
and as a result any source energy biasing effects were carried throughout the calculation. 
However, there seems to be no convenient way to include subsequent random walk biasing 
weight adjustments in the weight window similar to that for the source, Eq. (49). Perhaps 
a wider window or a directional dependent window would help. But adding angular 
dependence to a spatial and energy dependent window would greatly increase the difficulty 
in generating reliable windows, either empirically or by code learning techniques. In the 
discrete ordinates generated weight window, Eq. (49), the adjoint fluxes and source distri­
butions have been angularly integrated. However, the application of angular dependence 
here would be straightforward. The angular dependence is that of the polar angle relative 
to the preferential direction of the exponential transform. The higher 0*;AKiAfJ in the for­
ward directions will produce a lower WTAY more closely corresponding to the stretched- 
path weight correction, Eq. (27), than the average WTAY in Eq. (49). Likewise, the 
lower in the backward direction will produce a higher WTAY corresponding to the
shrunk-path weight correction. The weight window width for splitting and Russian rou­
lette would be set, as before, using the minimum and maximum spatial values of <£* 
However, the determination of the weight window width in any setting, either optimal or 
empirical, is an item requiring further investigation in the overall concept of calculational 
efficiency.

Although it seems obvious that the use of an angular dependent weight window would 
improve the efficiency of optimized exponential transformation, the extension to collision 
biasing is not so apparent in the multigroup application where the outgoing energy group is 
selected before the outgoing direction. The standard collision biasing in MORSE is for 
energy group only, and an angular dependent weight window would not be fully utilized 
unless one of the non-standard angular biasing schemes was employed.29,30 However, the 
general collision angular biasing procedure in Section III.E.l could easily be included in a 
multigroup Monte Carlo code and used with an angular dependent weight window.

It is assumed that for each group-to-group energy transfer term in the multigroup code 
there is an angular term of the form /(m,-,^*) = /j/2ir, where the /,• are the probabili­
ties associated with discrete scattering (polar) angle cosines jx* or discrete scattering cosine 
intervals.2,58,59 The azimuthal angle $ is chosen isotropically. The angular importance 
function from Section III.E.l (also see Section III.D.4) is
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/(fl)
Sr(r,iO %T(r,E)

rT(F,E) VT{r,E)-x{E)k{r)»
(51)

where n = ft- 00 is the cosine of the angle between ft, the particle direction after colli­
sion (the direction to be biased) and the important direction ft0. In Fig. 17 the incident 
particle direction O' is taken to lie along the vertical axis, and the ft0 is placed in the
4>=0,7t plane....The important direction ft0 will normally correspond to the preferential
direction of the exponential transform, Eq. (22), when the transform is applied indepen­
dently from the constant importance-surface concept of Section III.E.l. With no loss in 
generality, the following procedures will be developed using the simpler notation of 
Section III.D.2 for the importance function, i.e., /(ft) = (1 The relationship
between the p and k parameters, STp = x&, is explained in Section III.D.4. The normal­
ized, biased marginal distribution function for the ju,- selection is

rim)

2f f‘d*
{ 2ir(l -pfi)

--------------------------- for i = l,..., TV

{ 2^(1--pm)

(52)

The addition theorem gives, for <£'=0,

M = HifiQ + Vl — M? V1 —MO (53)

The evaluation of Eq. (52) gives ((Kp<l)

/'(M#) -

ft
V(1 — PMiMxXi PMiMn)

(54)

N
s

ft
1 = 1 PMiMx)0 PMiMn)

where m,mx i§ the maximum value of m (</>=0) for a given mm and m/mn is the minimum 
value (Tr=7r). When a cosine fin has been selected from Eq. (54), the conditional distribu­
tion for a biased azimuthal angle selection is

1
2ir(l —pfin)

(55)

2/
0

d(j>
2tr(l -pfi„)

=
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The realization of <f> is

<j> = ±2 tan-i Tr=7fbM>r

1 PMnMN
tan - f 2 s

(56)

where f is a uniform random^ number, It is seen that for f=1/2 the tan-1 argu­
ment is <1 (except for fi=Q', when it is unity). Then for more than half the random 
selections [t>\ < tt/2, and the entire direction fl is biased toward Q0, not just the scattering 
angle cosine nn.

The final direction Q can be determined from the three dot product equations defining 
H, ii0, and fij in Fig. 17, the three unknowns being the direction cosines of 0. The more 
conventional approach would be to use the standard cosine transformations (see Ref. 2, 
page 40) in which the unbiased azimuthal angle selection is isotropic. However, the </> 
from Eq. (56) must be adjusted by a <j>' since the standard form of Eq. (53) contains a 
cos($ —$') term. This is determined from the azimuthal angle in the laboratory system 
corresponding to mo> which must be converted to the system in Fig. 17 using the cosine 
transformations. _That js, if W and W0 are the z-directed laboratory system cosines 
corresponding to Q' and Q0 respectively, then

COS0' =-
HoW'-W0 (57)

Vi-mo2 -fi-W'

The combined particle weight correction for the two biased angle selections is 

WT ^ Pil^ f?i J{\ -PM/MXXI ~Pmutd
(58)

If this angular biasing is used in conjunction with the exponential transform, the (1— 
term in Eq. (58) cancels with a similar transform correction term - see Eq. (27). General 
application of these procedures would suggest a similar source angular biasing of 
where n is either continuous or discrete and Q is the initial (biased) particle direction. The 
cancelation of weight correction terms would apply to the initial transformed flight path 
selection.

Another biasing approach which might be investigated would be a generalization of 
that given in Section III.C.2 for the source region. One could separate the non-physical 
process biasing (splitting and Russian roulette) from the physical processes (collision and 
transport kernel biasing), with the possible exception of survival biasing, such that all
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weight corrections are applied at the time of the estimation process. That is, proceed with 
collision and exponential biasing in the normal manner, but carry along the multiplicative 
weight adjustment from event to event independent from the random walk weight. In this 
manner, splitting and Russian roulette would not undo the physical process biasing. In 
general, this scheme will be totally unacceptable for empirically set biasing parameters due 
to large weight variation in the estimation process and resulting large variance. However, 
if all biasing were done with an optimal or near-optimal importance function (adjoint), 
perhaps an efficiency increase could be achieved over that for splitting and Russian 
roulette alone. A discrete ordinates adjoint will provide sufficient differentiality where it is 
applicable, even giving an optimal exponential transform parameter p. But it seems ques­
tionable that, for general three-dimensional systems, the Monte Carlo learning techniques 
in Sections IV.B, IV.C, and V will be able to provide the complete and precise adjoint 
function necessary to ensure success in this estimation weighting scheme for general phase 
space biasing.

Although this section deals with optimal biasing applications, it is beneficial to examine 
methods of empirically-set "adjoints" as employed in the TRIPOLI code (see Sections 
III.D.4 and III.D.5). Here, in concept, the transformed equation is solved (the general 
form of Eqs. (16) and (18), see Section III.D.4); i.e., the weight corrections have been 
eliminated, and a final normalization is applied to the end result. The collision biasing 
correction cancels with part of that from the exponential transform, and the remaining 
exponential term is absorbed into the weight window, as proposed above. In TRIPOLI the 
weight window is constructed by the code from the input data, not from adjoint generated 
information.27 (These concepts are further explained in the short Appendix B of Ref. 1 
which, unfortunately, has been inadvertently omitted from the English translation.)

V. MATHEMATICAL ASPECTS OF VARIANCE REDUCTION

In recent years there have been many and various studies in Monte Carlo variance 
reduction which are of a purely mathematical nature, rather than those presented in previ­
ous sections for utilizing biasing techniques and importance functions. Many of these 
developments are oriented toward deep-penetration of radiation, but their direct application 
by users of standard codes is not yet wide spread. Among these items are:

• Artificial intelligence and pattern recognition applied to automated adjustment 
of splitting and Russian roulette procedures and other biasing procedures.60,61

• General multivariate approach where a mathematical formulation of variance is 
subjected to various minimization procedures.62 An application to source 
energy biasing uses the method of Lagrangian multipliers.63 In principle, sev­
eral biasing parameters can be investigated simultaneously, and periodically 
throughout a calculation these parameters are updated to those giving the mini­
mum variance to intermediate results. This procedure can be thought of as a 
perturbation method with the biasing parameters being the perturbation.49 It 
has been observed that biasing parameters optimized by this method seem to 
have no connection to any conventional importance function, but may be related 
to stratified source sampling.64



• A method of variance analysis which is potentially useful for (1) predicting 
independently and in advance the variance of a contemplated Monte Carlo cal­
culation, (2) optimizing the effects of Monte Carlo variance reducing tech­
niques and estimators, and (3) improving the variance analysis of measured 
data.65 The basis of the method is the mathematical construction of the score 
accumulation probability \l/(P,s)ds defined as the probability that a particle 
emerging from a collision or source event in phase space P will ultimately accu­
mulate, before its death, a total score of ds about s.65 For non-analog Monte 
Carlo applications this probability is also a function of the particle statistical 
weight w. The probability, now f(P,s,w)ds, depends on the proposed random 
walk model as well as the physical model, and it can be very complicated when 
various biasing processes are included. The ^ is constructed as an infinite. 
Neumann-like series where the i-th term (i = 0, 1, 2, ...) represents the proba­
bility contribution from the i-th collision. Each individual term is a multiplica­
tive set of problem-dependent integral quantities.

This complete ^ probability, once constructed, is used to define a series of equations 
based on the mathematical moments of the ultimate score s.

Mn(P,w) = j sn \f/(P,s,w)ds «=0,1,2,...
— OO

Due to the form of \p, the M„ appear in the above integral as Mn(P'),Mn{P"), etc., and 
Eq. (59) is actually a set of transport-like integral equations. The M0 is unity and the Mx 
equation is an adjoint equation defining the ultimate expected total score of a particle 
emerging from P. The solution of the M\ and M2 equations permits the construction of 
the variance (by any means, analytic if possible) a2 = [Af2 —Aff ]7V_1 of a proposed 
Monte Carlo calculation of N histories. In principle, the variance of the variance can be 
studied by solving for the first four Mn of Eq. (59). However, the simultaneous solution of 
these equations would be very difficult even for very simple proposed problems. The vari­
ance a2 has been investigated for many aspects of Monte Carlo processes and estimators. 
A partial list includes (1) track-length estimators66, (2) survival biasing and expectation 
estimators,67 (3) splitting, survival biasing, exponential transformation, and next-event 
estimation,68 (4) time-dependent multiplying systems,69 (5) computation cost of splitting 
and Russian roulette,70 (6) geometric splitting,71 (7) zero variance biasing schemes,72 and 
(8) contributon Monte Carlo.73

VI. INTERPRETATION OF CODE-GENERATED STATISTICAL UNCERTAINTY

In most Monte Carlo codes the results are accompanied by an estimate of the statisti­
cal uncertainty in the form of absolute, fractional, or percent standard deviation or relative 
error, i.e., some form of the square root of the variance. In earlier sections the concept of



accuracy versus precision has been discussed, and it will be summarized here along with 
general comments on Monte Carlo statistical uncertainty. There is the maxim that multi­
plying system calculations will always have enough particles available to calculate an accu­
rate result within some precision (statistical uncertainty). The problem here is that an 
uncertainty of a few tenths of a percent is often required. In contrast, for deep penetration 
an accuracy of a few hundred percent with an uncertainty of a few tens of percent may be 
acceptable. Often even in fairly well formulated deep-penetration calculations the primary 
goal of accuracy is not met, leading to low results due to undersampling in important 
regions of phase space. Poorly or improperly applied biasing techniques may only decrease 
the calculated uncertainty about the erroneous result without increasing the accuracy. 
Fortunately, the few situations which can give results much larger than the truth (e.g., col­
lisions near point estimators or surface estimator grazing angles) also give very large 
uncertainties.

Most of the problems associated with accuracy and precision in any Monte Carlo cal­
culation would exist even if the calculated uncertainties were theoretically correct. How­
ever, it is generally accepted that many techniques, such as exponential transformation and 
next-event estimation, have distributions which are not Gaussian.24,39,49 But the methods 
used to interpret the uncertainties (the central limit theorem) are based on a Gaussian dis­
tribution. Even the casual users of Monte Carlo methods are aware that a change in a 
deep-penetration biasing parameter or only in the random number sequence may produce 
results which differ by more than that predicted by the calculated uncertainties. Attempts 
to improve on the method of code-calculated uncertainties have not been generally 
successful,49 and this situation remains a serious theoretical problem.

In Sections IV and V there are presented several adaptive or learning techniques in 
which a code is able to automatically update various biasing parameters in the course of a 
calculation. Except in the case of completely excluding this learning phase of a calculation 
in the compilation of final results, there is at present no generally acceptable criteria for 
utilizing these preliminary results and their statistical errors.49 This situation is similar to 
&eff calculations where each generation is dependent on information calculated in the pre­
vious generations.

Even in the case of actual Gaussian statistics, the calculated uncertainty in the form of 
one standard deviation of the mean result (or, the square root of the variance) is often 
misinterpreted in determining the reliability of an answer. There is only a 68.3% probabil­
ity that the Monte Carlo answer lies within ±<r of the "true answer." One must go to 
± 2a (95.4%) or even to ± 3<r (99.7%) to establish more credibility. If another calculation 
is made with any change, other than just a different random number sequence, the fact 
that there is an overlap or not of the two results plus or minus their respective uncertain­
ties cannot be given too great a significance, especially if the change and/or the uncertain­
ties are large. The theoretical percents given above apply only to a given distribution, and 
any change such as in a biasing parameter constitutes a different distribution. In practice 
it is, of course, always gratifying if two such results do overlap.



It is helpful to examine a calculated result and its uncertainty for any anomalies as 
they are accumulated throughout a calculation rather than accept a final answer after 
some arbitrary number of histories. This is a standard procedure in calculations, 
which have their own unique uncertainty problems.64 Some general-purpose codes, such as 
MCNP, provide these intermediate results as a standard feature. Although this type of 
analysis can be useful in the ultimate acceptance or rejection of a calculation, it should 
never be used as a means to retain or reject certain combinations of batch results until 
some desired answer is attained. It is a common practice in the use of codes with batch 
statistics to exclude a batch if it creates some unusual contribution to the result, e.g., a col­
lision close to a point detector. It is a much better procedure to guard against such 
occurrences (Section III.F.3 for point detectors) in the programming algorithms than to 
try to objectively exclude certain contributions to a final result.

Many codes, such as TRIPOLI and MORSE, use batches for statistical analysis. It 
has been observed for distributions which are not Gaussian that the batch results will usu­
ally be approximately Gaussian distributed, and the code generated uncertainties can be 
properly interpreted according to the percentages given above.26 However, it is also known 
that particle statistics (one batch) give a more reliable uncertainty in the sense that the 
variance of the variance (the fourth moment of the result) is smaller than for multiple 
batches.74 The average result from a calculation will, of course, be unaffected by the sta­
tistical analysis method, but the estimated variance will in general be different for different 
batching arrangements. There are no guidelines for what combinations of particles and 
batches will give a minimum variance, and any such post-calculation analysis would seem 
to be an artificial means of variance reduction. Typically, several tens of batches each of 
several hundreds of particles are necessary before confidence can be established in the 
results and uncertainties. Codes designed to use batches should not be run with one parti­
cle per batch in order to gain the theoritical minimum fourth moment feature. The pre- 
and post-batch computation time for code bookkeeping and other tasks can easily exceed 
the random walk calculation time for one particle, increasing the overall computer times 
significantly over that for normal batching of particles.

The MCNP code produces relative error estimates based on particle statistics. The 
intermediate results mentioned above are useful for making judgments on the distribution 
and convergence of the results. If the relative error is approximately proportional to the 
inverse of the square root of the number of histories, then it can be assumed that the scor­
ing distributions are well behaved. MCNP also prints out the efficiency (figure of merit), 
l/er2T, with the intermediate results. Since the compilation time r is proportional to the 
number of histories, this value should remain roughly constant throughout a calculation.

In practice, one often relies on experience as much as theoretical considerations in mak­
ing decisions about a calculated result and its uncertainty. The somewhat unscientific 
practice of making other calculations with different random number sequences is always 
beneficial but often impractical, and sometimes misleading, as with point detectors and 
exponential transformation. For a new type of calculation, previous experience can also be 
misleading. The following empirical criteria for evaluation of deep-penetration uncertain­
ties (given as a percent of the mean result) should be used for general guidance only.
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a > 50% 
20% < <r < 50% 
10% < a < 20% 

<T < 10%
a < 5%

Results are unreliable
Results may be off by up to a factor of 5
Results may be within 100% of the truth
Generally reliable results
Generally reliable results for a point detector
in a non-void medium

YII. CONCLUSIONS

Any general study of deep-penetration Monte Carlo methods, such as that presented 
here, is replete with "waffle" words and phrases such as "usually," "could be," "in most 
cases," etc. Illustrations of a biasing technique are "often" given with simplifying assump­
tions in the other processes such as monoenergetic, isotropic emissions, one-dimensional, 
etc. As mentioned in the introductory section, there is no general recipe for success in 
deep-penetration calculations, and there is no substitute for experience regardless of theo­
retical considerations. All source, biasing, and estimation techniques should be tested sin­
gly and in combination before a long calculation is made. Short, preliminary calculations 
should be scrutinized for particle population and weight control throughout the important 
regions of phase space. It is best to begin with simple biasing procedures and proceed 
from there rather than initially combine several complicated biasing techniques. The 
MCNP literature3,5 gives many examples and discussions of realistic applications of biasing 
procedures and gives guidelines for judging the variance of results.

In the discussions of the efficiency criterion in Monte Carlo (the inverse of the product 
of variance and calculation time), no mention was made of the personnel and computer 
time for all the pre-calculation analysis necessary to achieve a certain (<r2r)_1 in a long 
calculation. There is, of course, no way to include these intangible effects in a general 
study of Monte Carlo methods, but they may be of principal concern in relation to pro­
gram funding levels and deadlines.

Three general Monte Carlo codes, MCNP, TRIPOLI, and MORSE, have been refer­
enced here with respect to various aspects of variance reduction. Many general codes 
exist, but these three have been promoted for use in the public domain with a minimum of 
governmental, commercial, or installation-dependent red tape. An attempt to objectively 
compare these codes reveals that TRIPOLI has the most sophisticated variance reduction 
methods available by input, e.g., the completely independent importance geometry descrip­
tion and general exponential transform and collision biasing options. As a result, TRI­
POLI is the most difficult of the three codes for a new user who attemps to fully utilize its 
capabilities. The use of MCNP, a state-of-the-art code in every aspect, has traditionally 
been oriented toward simplicity in variance reduction, i.e., boundary splitting and Russian 
roulette rather than the exponential transform for particle population and weight control. 
However, recent application of a general weight-window and automatic generation and use 
of adjoint importance has changed this situation somewhat. There are also several options 
in MCNP, such as DXTRAN, for specific variance reduction application. MORSE is a



multigroup energy code, with a corresponding loss in generality in relation to the other two 
codes. However, it is this multigroup structure (not a serious restriction if proper attention 
is given to the cross section weighting) that has given the MORSE system of codes much 
of its flexibility, adaptability, and installation independence. In actual practice, the deci­
sion to use a particular code is often based on such considerations as its availability on a 
convenient computer operating system, availability of cross section and other necessary 
data, and the close proximity of personnel with expertise in its use.

In considering future work in Monte Carlo methods in general and variance reduction 
in deep-penetration calculations in particular, it must be pointed out that there are now 
several three-dimensional discrete ordinates codes in existence. While this in no way spells 
out the demise of the Monte Carlo method, due to its more exact treatment of the physical 
processes and generality in geometry, its traditional bastion as the only three-dimensional 
transport method has been irrevocably breached. In speculating on future work, it is of 
interest to consider present capabilities in terms of those envisioned by the pioneers of 
Monte Carlo methods — large, high-speed computers; complete evaluated cross-section 
libraries; general geometry capability; etc. Current efforts in Monte Carlo-oriented 
machine software development are directed toward placing as much of the pre-analysis 
burden as possible on the computer.11 Then, not too far in the future a Monte Carlo cal­
culation sequence may have the following scenario aided by an "expert system."

• application of sensitivity analysis in pesudo-point and multigroup cross-section 
processing;

• a variance minimization analysis (Section V) of various possible estimators;

• a recursive Monte Carlo or discrete ordinates calculation (Section IV.C) for 
preliminary setting of importance parameters;

• preliminary calculations, as for criticality source convergence, where the initial 
importances are adjusted if necessary by the forward-calculated adjoints in Sec­
tion IV.B.;

• final setting of the system importance function followed by the complete calcu­
lation.

VIII. REFERENCES

The references included here are intended only to represent the subject matter and are 
not meant to be a complete bibliography. In many cases a recent reference is cited from 
which earlier references can be traced. Thus, no claims are made to completeness, origi­
nality, or chronological order. The bibliographies in reference 75 form a comprehensive 
listing of Monte Carlo work up to the time of its publication. Since that time the archival 
journals, such as Nuclear Science and Engineering, are the best sources for Monte Carlo 
development. Proceedings of conferences such as the 1983 International Shielding Confer­
ence in Tokyo33 are good sources for applications.
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