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NOMENCLATURE

English

. ^ cross section area of pipe
a thermal diffusivity
Co void distribution parameter
CT, p a r a m e t e r i n S o . ( 7 )
c* static quality
cD specific heat at constant pressure
d* diameter
F{ flashing index
G mass flux
Gg mass flow rate of vapor
g gravitational acceleration
h heat transfer coefficient (Eq. 6) or, enthalpy,

(Eqs. 13 and 15)
J nucleation rate
Ks constant in Sq. (5)
k thermal conductivity
L latent heat
m( z,5) mass of a vapor bubble at z nucleated at £
N number density
p pressure
q^ interracial heat flux
r radius
T temperature
t time
u velocity
u',v',w* velocity fluctuation components
Uo Channel aass-averaged velocity
V,j vapor drift velocity
x° flowing quality
z spatial coordinate along pipe center line in flow direction

Greek

a void fraction
g void fraction functional
Z' rate of pressure decrease (expansion :
r volumetric rate of vapor mass generation
5 dummy variable of integration
|. pipe perimeter
p mass density
a surface tension
u viscosity
A difference



NOMENCLATURE (Continued)

Subscripts

b
d
f
* i

g
in
1
a
max
min
NVG
0

rm

bubbles
droplets
saturated liquid phase
flashing inception
flashing inception under static conditions
saturated vapor phase
test section inlet
liquid
mixture
maximum
minimum
point of net vapor generation
initial point
reduced minimum

3 o r sat saturation

Superscripts

dimensionless
fluctuation
averaged



1. INTRODUCTION

The transfer and conversion of energy utilizing fluid systems wilL continue
to be emphasized during the next few decades at least, in spite of the progress
currently being made in direct conversion technology. Because of the highly
intensive transfer and conversion efficiency achieved through the utilization
of latent heat interchange, multiphase flows will continue to play a central
role in such systems. In many casas, nonequilibrium effects are important and
must be considered.

The general way in which the problem on nonequilibrium phase change enters
into questions of energy transfer is through the need to provide constitutive
relations describing the actual rates of liquid-vapor mass exchange during non-
ideal phase change processes. It is well known that, except in the most
simplistic of cases, analysis of multiphase flow systems must begin with a
minimum of four field equations, three each describing transfers of mass,
momentum, and energy for the mixture, and one at laast specifying conservation
of mass for an individual phase, (or equivalent). The vapor continuity equa-
tion may be written as

rv

and depends heavily on the formulation utilized for the volumetric rate of
vapor generation, Fv. Under conditions of thermodynamic equilibrium, Fv is
easily specified. However, under more complex situations such as during'rapid
flashing of superheated liquid into vapor due to decompression, the de-
termination of the volumetric mass transfer rate, rv, may be exceedingly dif-
ficult. It is the purpose of this paper to summarize the concerns regarding
flashing flows and to present racent results applicable to nhese concerns.

2. ANALYSIS

Discounting the nucleation process itself as a mechanism for forming vapor,
mass exchange between phases will occur at preexisting liquid-vapor interfaces.
Examination of the microphenomena of the intarfacial transfer yields an expres-
sion for the evaporative mass flux given by t1J.

% • t + <J7 • 0 - Z-f (t • a ) • (U - U )
k-l,v * A S S k-l.v *

Glv = ^ (2)

Alfg " 2 Ur k-l.v ̂ k " u s )

For most practical engineering systems, only the first term in the denominator
is important and relative kinetic exchange can be ignored. Also, net inter-
facial heat flux is generally predominant in relation tJ surface energy storage
or dissipation. Tnus, the evaporative mass f.ux is given solely in terms of
the net interfacial heat flux as
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Application to an infintesimal volume along a straamtube yields a general ex-
pressicn for the vapor source term

"i

Thus, it is raadily seen that a mechanistic description for the volume vapor
source requires description of Loth the net interfacial heat flux, ̂  • n-K
and the intarfacial area density, dA/dz. In addition, direct integration of
equation (1) in the staady state case results in

raadily shows the importance of defining the point of net vaporization, ?0,
in obtaining the correct description for the vapor mass flux.- The same logic
also applies to the transient situation.

It is veil known for instance that (he mass flow rates in critical flow
conditions are highly dependent on the vapor content of the flow. Saha^l
has reviewed and evaluated critical flow research concluding that currently ac-
ceptad -equilibrium models underpradict critical flows for "short" pipes es-
pecially for subcooled or nearly saturated sources. While thermal non-
equilibrium must be taken into account for "short" pipes, it is not clear how
the combination of length and diameter enters the picture. Wu et a1.13' have
shown that a modal based on spherical bubble growth in fields of variable
superheat adequately predicts the data of Reocreux-a] for void fractions less
than 0.3. These predictions require accurate knowledge of both the voiding
inception point and an initial nucleation density parameter. It is well
knowni^J that the initial degree of superheat markedly affects bubble growth
in boch constant and variable pressure fields. The degree of superheat has
also been shown to play a strong role in void development in flashing critical
fljws^i. Since the point at which flashing inception occurs directly af-
fects the initial superheat, the flashing inception can also be expected to
play a strong role in the critical mass flow rates under flashing conditions.

"lashing Inception

Little work has been accomplished examining the point of flashing incep-
tion. Seynhaeve, Giot, and Fritta'5' ran experiments with inlac,,ceaoeraturas
between 111° and i57°C and at mass fluxes between 10 and 20 Mg/a--s.
They determined the superheat at flashing inception to behave inverse!-/ with
mass flux. Although their iata vera quite scattered, the superheat apparentlv
decreased to almost zero at the high mass fluxes, and even became negative



in a faw cases. In their evaluation of Reocraux's 1.74 bar data, Wu ee
alt^J found similar results as shown in Figure 1. In this figure the
"superheat is expressed in terms of the overexpansion at the inception point
denoted by Appj_. (Note that throughout this paper the terms overaxpansion
and superheat are used interchangeably and are, of course, coupled along the
saturation line). Apparently no ocher experiment appears to have been
hera-to-fore undertaken allowing suitable definition for determination of
flashing inception superheats.

The boiling inception and onset of net vapor generation in flowing liquids
has been the subject of much scrutiny in the case of heating, having been the
subject of such well known works as those of Hsu'-'-' , and of Saha and
Zuber^J, among others. Unfortunately, flashing inception does net appear to
be characterized by models applicable to heated liquids where the superheat is
generally confined to the wall layer in bulk subcooled liquids. Instead, bulk
superheating occurs prior to flashing inception while the initial voiding still
seems generally relegated to the wall layer.

In the case of static liquids undergoing rapid decompression, the situation
appears quite similar. The work of Lienhard, Alamgir, and Trala^j appears
clearly applicable where the very early stages or blowdown were observed start-
ing with pressures up to the 150 bar range and temperatures up to nearly
33O°C. They found that the limit of overexpansion depends on the rate of de-
compression prior to nucleation up to s. value of about 65% of the spinodal
limit. This limit itself depends on the initial fluid temperature. They
further suggest that various imperfections in cleaning and preparation of a
given system as well as history of preparation nay play a role. On the other
hand the correspondence between their data and those of Edwards and
O'Srienl-^' makes this seem somewhat unlikely.

The data of Edwards and O'Brien'' ̂ J and of Lienhard, Alamgira, and
Trela^J occur with decompression rates of 0.05 - 1.5 Mbar/s while the data
of Reocreux1-"1^ and of Seynhaeve, Giot, and Fritte^-I decompress at ratss
three orders of magnitude slower. Decompression times in the static systems of
References î J an<j [10] data, are generallv less than a millisecond. Decom-
pression times in the flowing systems of *•*> and >-oJ range up to several
tans or hundreds of milliseconds. The only other differences between the
static and dynamic flashing systems seem to be those of fluid motion. Of the
factors influenced by these motions, the turbulent pressure fluctuations appear
to be those most likely to have an efface. Indeed, Chen^U offered a
similar suggestion to explain sodium boiling superheat behavior.

It thus seems that decompressive flashing inception might be characterized
by at least three considerations: initial temperature; decompression rate; de-
gree of liquid turbulence.

This section shall characterize using these ideas, flashing inception in
flowing systems to the extent possible in view of the limited data available.
Indeed, it will be shown that the inverse mass flux effects of both References
t*J and L6J nay be explained due to effects of turbulent fluctuations.

Conceptual Description. In view of "he preceeding remarks, ic appears that che
condition of the fluid at the onset of flashing either static or flowing, might
be characterized in terms of the turbulent pressure fluctuations. In the
static systems of References 191 and '-10-, it is not likely that turbulence
had time to develop.



TURBULENT FLUCTUATION
ENVELOPE

Figure 1. Observed mass flux effect
on overexpansicn (underpressure) at
flashing inception for the data of
Reocraux[3]. "(3NL Neg. No. 3-237-79)

Figure 2. Sketch of pressure fluc-
tuation envelope wich varying mass
flux- (3NL Meg. No. 3-239-79)

In che flowing systems of References f̂ 1' and >•&> , fully developed turbu-
lence was most certainly present at the high Reynolds numbers encountered
(order of LCP) . The following hypotheses thus seem reasonable:

1. static flashing overexpansion is a function only of initial
temperature and expansion rate, and renresents the true incep-
tion poter.1"^', (Lienhard's hypothesis^]);

2. dynamic flashing overexpansion at inception is subject to the
additive effects of turbulence giving an apparent alteration
in the inception potential.

It is suggested that the overexpansion at flashing inception may be expressed
as

Fi ?-] (6)

where ^,I') is the overexpansion under 2ero flow conditions as de-
pendent on initial temperature, Tj_, and expansion rate, and and p' is
Che pressure fluctuation. Mote chat T^ may be replaced with the spincdal
limit Ta after Lianhard et al^I without loss of generality.

To see how che pressure fluctuations might enter into the picture, the
fluctuation envelope may be envisioned as sketched in Figure 2 depending on the
mass flux. As the flux increases, so does the turbulence intensity. According
to the hypotheses, the bottoa of the envelope would represent the true minimum
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Figure 3. Qualitative affects of pressure fluctuations on. observed
overexpansion at flashing inception. (3NL Meg. Mo. 3-239-79)

pressure at any mass flux. If this minimum pressure is taken as identical to
the static value at inception represented by hypothesis (1), then the average
pressure at the inception point would hava to increase with increasing mass
flux as shown in Figure 3. Since the overexpansion at inception is the dif-
ference between the saturation pressure and the observed average pressure, this
value, Ap-p̂ j is seen to decrease in accordance with observation. If we de-
fine the apparent overaxpansion at flashing inception as

•Fi (7)

and the true value is taken to be identical with the static value as

dpFio = ps ~ ?niin (3)

then the relationship between uhe two, in view of Figures 2 and 3 is simply

AD,. (9)



Note that the importance of turbulent pressure fluctuations in cavitation has
been previous!/ recognised by Daily and Johnson i!2]_ They, in fact, point
out that the effects of dissolved gas or pre-existing gas nuclei will be to ra-
duce the cavitation or flashing inception superheat.

Kinetic Description. The maximum in the pressure fluctuation envelope is
assumed to coincide with the maximum kinetic fluctuations so that

Max p ' l * 4- p . ( u ' 2 + v ' 2 +• w ' 2 ) (10)
v ' 2 1 max max max

The nucleation density monotonically increases with increasing superheat while
Che probability density of the kinetic energy fluctuations first increases then
decreases. The product of nucleation density and superheat probability density
is expected to yield a maximum with increasing superheat. This maximum would
probably represent the inception point and is expected to fall within the 99%
probability band. If the maximum fluctuation in each velocity component is
thus assumed to be represented by the three sigma value, (three standard de-
viations) , then

, 1 /T ? ~ 9 - ''"~2"- 2

^iax p ' i » T ; , (3vii' ) " 4

so that, for Che case of isocropic turbulence (9) becomes

G " (12)
2^Fio

It is thus seen that Che apparent superheat at flashing inception in flowing
systems may be expected to scale with the reduced limit of superheat, the ex-
pansion rate, the flashing index (reciprocal of the cavitation index), and the
Reynolds number through the turbulent fluctuation intensity. Thus,

(13)

wnera

AT = airrerenca between the nucieation tenoerature and tne
saturation temperature at tne same pressure, reancer zo
the critical temperature,



Z* = dimensionless expansion rata (decompression rata)

Ra
 a Reynolds number given by Ra = Ugdo^/u

?i * flashing index given by ?j_ = l/2p ,'<JQ/ A?j

There does not seen to be a raadily apparenc reference co nondimensionalize the
expansion rate.

Met Interfacial Heat Flux and Area Density

A raformulation of (4) taking into account a population of bubbles (the low
void condition) having been nucleated at different points along a stream tube
yields

| | dz (14)

The nucleation site density, dN/dz, results in bubbles in dV = Acdz having
different Lagrangian histories, resulting in different intarfacial heat fluxes
and bubble sizes. Jones and Zuber^^J developed expressions. for heat flux
and size of bubbles growing in variable pressure fields yielding

k.F
I a

l

(15)

and

K,k,

(16)

a£,dr\+

JQ Ji



From a mechanistic viewpoint, reasonably accurate rasults were obtained in com-
parison with single bubble data and aight even be obtained in the case of
flashing if the population could be accurately identified. There is reason to
expect that the latter could be accomplished due to the autocatalytic nature of
decompressive bubble growth.[3,13J From a practical standpoint, the triple
integration along bubble trajectories to obtain Fv from (14)—(16) does not
seem reasonable.

Since bubbles growing in a Lagrangian field having decompression occurring
as cn will have bubble radius growth as tn+^'2j the resulting void fraction
growth from these bubbles will be as t3(n+l/2) a very strong function of
tune.f^J Thus, bubbles first nucleated in a decompressing population will
strongly dominate the vapor source term. It seems reasonable, then, to initi-
ally treat the nucleation rate as a delta function leading, therefore, to
uniformly sized, identical history bubbles at a given cross section. As a
consequence, the bubble population density, interracial area density, size and
void fraction aay all be related through

I I ^ a is = TM j
:

A / _ dz 6 ' ' b

Similarly, since the bubbles are treated as identical in a given cross section,
the net interfacial heat flux will also be identical at any location. For
short decompression times especially appropos of critical flow situations, the
heat flux is assumed to be described approximately through the well known ex-
pression

q£ ' ^ * Ks — i - ( V T a ) a S t + o (18)
k-l,v / 1 f aZ C

where K3 i.s the sphericity correction factor of /J, (Plesset and .
or T/2, (Forster and Zuber'-^O. As saen in Figures 4a, (Data of
NiinoL L7 J ) , and 4b, (Data of Hewitt and Parkart^J), the approximation (in
terms of the effective heat transfer for coefficient) is reasonable for short
times.

Vapor Source Term

3y combining equations (4), (17), and (18), one obtains

Ai.
=3

where obviously t is the Lagrangian lifetime of the bubbles at z. In obtainins
this expression, Saha^4] and Wu et al., t3] recognizing that the population
density could not be specified a priori, simply utilized a correlation
coefficient to be determined from experiment so as to begin to identify trends.
The expression thus used was
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(20)

Note Chat while Cp is dimensional having unics or inverse length, its use at
this juncture is intended simpLy as a guide to physical behavior and not for
final correlation purposes.

Void and Quality Development

In steady homogeneous flow, the relation between the transport ciae and the
coordinate along the centarline of Che pipe in the flow direction is given by

dt - ^ (21)

In order to integrate Eq. (20), the origin of the C-scale here is fixed at Che
point of net vapor generation, ZJ^Q, which may be specified as an inpuc
condition for each calculation. Along a streamline, Sq. (1) in steady state
requires Chat

dx
dt

dx
dZ 1 m

(22)

where p a is Che local densicy of che two-phase mixture. Inserting Eq. (20)
in Eq. (22), we have

where x(tj_) and

- V a2/3

pm/aT Ai.
*• Eg

at
(23)

Given a value for the area-averaged actual vapor quality x and pressure,
one can wrice Che following expression for che area averaged void fraccioni :

(24)

C x + (1 - x) -=•
O 3 -

where ; , and pr are che vapor and liquid phase densities, and G is che
mass-flux, Co is che void distribution parameter caken to be unity at this
c Line, V,.; is che vapor drift velocity, which is assumed co be given by :he
expression for bubbly churn-CurbulenC upflow (Kroeger and Zuber1-^,
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Pf

1/4

(25)

To calculate Cha locate liquid superheat, the assumption of adiabatic flow
is aade. In addition, since for the low pressure data currently available we
are mainly interested in flows with low x values, (x £ 10"^), the contribu-
tion to energy balance from kinetic energy change may be ignored for flows in a
constant area duct. Hence, the specific enthalpy of the flow may be assumed to
remain unchanged. Thus,

ch + (1 - c)h. » const, (26)

where c, the static quality of the mixture, is given by

ap.

(1 - a)p. + ap
(27)

and hjjj, h., and hg are the enthalpies of the mixture, the liquid phase and
the vapor phase respectively. Consistent with the assumption that the vapor is
at the local saturation temperature, the vapor enthalpy is taken to be the
saturation value corresponding to the local pressure. With, h^ from Eq. (13),
the liquid superheat may be computed frcm

dT = T. - T
Z 5

(23)

In the above, hf • hf(?) is the saturated liquid enthalpy and
liquid specific heat.

is the

Method of Integration

The quantity in Che brackets in Eq. (23) is not expected to vary
drastically within small step sizes (t£ - tj_) . Thus, a first order
integration formula may be used, yielding

2/3

C/t, - ^ ;. (.29)



where < > signifies the mean value.

Now all the terms except CP in £q. (20) are expressed as functions of the
local pressure p. Therefore, if p( t) is known from experiments, C-. may in
principle be solved. In practice, however, an iterative procedure'is adopted.

. To perform the calculations, initial conditions, in particular ZJJVC and
the void fraction a 0 at this location must be known. We note that if the
vapor nucleation rate could be calculated, both the location of the point of
net vapor generation in the pipe and its void fraction could be determined by
integrating the nucleation rate. In the absence of an applicable nucleation
equation, values of a0 and ZJJVG must be assumed.

To determine the value of Cr from experimental data, the following
procedure may be used:

(i) Determine the point where the measured static pressure
p = PSat (^in) vnere T£n is the temperature at
the test section inlet.

(ii) Set the constant in Eq. (26) to h^n, the enthalpy at
the inlet, which is equal to the enthalpy corresponding
to the saturated liquid at the pressure determined in (i).

(iii) Assume a , ZJJVG> and C_ values.

(iv) Starting at z = Z^VG anc* ^ *ao> calculate the local
pressure by interpolating the measured pressure distribu-
tion and calculate the local liquid superheat AT, etc.,
from Eqs. (26)-<28) .

(v) Increase z bv step size &z, and estimate AT, etc. Take
average.

(vi) Calculate new x from Eq. (29), and cs from Eq. (24).

(vii) Evalute new superheat, etc., and compare with estimates
in (v). Improve until convergence is reached.

(viii) Repeat (v)-(vii) until end of straight test section
(z » 1.351 m) is reached.

(ix) Compare a(z) calculated with a(z) measured, change ct0,
2NVG> ani^ Cr val-ues a n d repeat (iii) to (ix) until
agreement is reacred.

3. RESULTS AND DISCUSSION

Void Development

The point of flashing inception and net vapor generation are taken to be
identical so that Z*JVG ^iacides roughly with the end of the nucleation zone,
where a bubble population of Nfa, with a certain average bubble sizs 5 , ishere a bubble population of Nfa, h g 5
enerated. Since C-. depends on Mjj, and -j.o is simply (Sv, • T i /5).
it is clear that a0, 3\n/G

j an<^ ̂ r a r e related and their values cannot be
assigned independently of one another. Fortunately, it was found that the
calculated void fraction distribution 3(2) is not sensitive with rascect :o



changes in the values of a 0 assumed in this model, and all calculations
described herein were made with ot0 = 0.00002 regardless of the Cp value. A
step size of .\z = 0.5 mm was chosen after having passed the usual convergence
test of the program.

Figure 5 shows results of a series of calculations performed on Hxp. 421
reported by Reocreuxi*'. We note that the curves of ct(z) become steeper as
Cr is increased while Zfjvg is fixed, whereas they are translated downstream
and steepen slightly as zjjvg is increased for a constant Cr- These effects
are to be expected physically since the vapor generation rate depends directly
on Cp, whereas an increase in ZJJVG delays the flashing point, causing the
ensuing bubble growth to occur under higher superheat conditions, resulting in
a higher rv. Assisted with these observations, one may then make judicious
choices of Cp and zjjvg in order to achieve the best fit to the experimental
data. For this ixperiaent, the combination Cp = 3700 m"*- and
2NVG = 1-21 m seems to yield the best agreement with the measurements.

The results of calculations which give the "best fit" to all experiments
evaluated are summarized in Figs. 6, 7, and 3. It is seen that in
general, the model works well for about a < 0.3, but, at higher void fractions,
it seems to under-predict the vapor generation rate. Maximizing the
interfacial area density for a given M^ did not lead to a sufficient increase
in a to reconcile the difference shown in these figures. The interfacial area
density was maintained constant for void fractions of 0.3 and larger in these
calculations to account for possible transition to slug (churn turbulent) flow
although if let to increase, only a slightly higher a value than those
presented here are obtained. However, such an assumption on flow regimes is
unrealistic (Dukler and Taitel^U), and it only serves as an upper bound for
estimating possible errors in Fv due to errors in the As assumptions. The
discrepancy between the measured and calculated a may be attributed to the
inadequacy of the conductive heat transfer model which is assumed ;o control
the bubble growth rate, and in turn, the vapor generation rate. In the
transition regime to bubbly-slug flow, relative motion of the phases may
significantly improve the heat transfer rate raising the bubble growth rate
over that predicted by the conduction-limited" rate. Moreover, the
ct-distribution measured by Reocreux represents diametrically averaged values of
a, not the cross-section averaged values calculated from the present model.
For certain radial void distribution profiles, the diametrical average may be
higher than the cross-sectional average void fraction.

Figure 9, (same data as in Fig. 1), exhibits the relationship of the
quantity (p s a c - PNVQ)

 a n d c h a m a s s zlux G. Since the liquid superheat at
the point of net vapor generation is directly related to the pressure
difference (pSat - P*JVG^ » *k<s ^

a t £ a r a a v o e taken as a measure of the
maximum superheat sustained by the liquid before flashing occurs. On the other
hand, variation of a liquid pressure with distance in the flow direction in a
straight pipe scales as (l/2)pu2, the time rate of pressure drop is then
proportional to (l/2)pu^, or, to G^. Hence, Fig. 9 ma;/ be interpreted as
displaying the effect of expansion rate on the limit of superheat determined
from Seocreux's experiments. It is interesting to note that higher superheat
(or Pgac - PNVG^ w a s -aacn<5C* for low expansion rates and lower superheat
for higher expansion rates. This trend, which has also been observed by
Seynhaeve, et a.1. , 16 J ( is exactly opposite zo that found in supersonic flows
with vapor condensation where the critical supersaturation [the counterpart of
(psac - p̂ vG-) here] attained is inversely related to the vapor cooling rate
(counterpart of expansion rate here).
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Finally, the values of Zjjvg and Cj, determined from these experiments
are presented as functions of the mass flux in Figs. 10 and 11. Again, a trend
opposite to that found in condensing flows was found here in Z»JVG -
z s a c curve. The trend of steadily increasing Cp with G noted in Fig. 11
seems to be different from what one would expect based on the trend of ?sat; -
PjTVG V S - G found in Fig. 9. A low value of Psat - PJJVG*

 a s ^ounc* in C a e

high G case, would give rise to a lower nucleation rate leading to a lower Cp,
but a higher Cp was found based on the current calculation method. The origin
of this discrepancy is as yet not known.

We recall that the quantity Cp incorporates Che constant coefficients in
Eqs. (17) and (18) in addition to N{,^^. Variations in Cp may reflect
the need to modify the conductive heat transfer coefficient adopted hara.
Contributions from convection, turbulent diffusion, etc., may significantly
altar the heat transfer coefficient and Cr. These points are being
investigated ac present.

Eq. (12) shows that the apparent overexpansion at flashing inception should
be linear in the square of the mass flux wich an intercept of the static
inception value, -9?io- If the ideas previously expressed are at all valid,
then using extrapolated values of ^Pyi0, turbule* t fluctuation intensities
obtained at known inception points should match those found, for instance by

f19!, of 0.07-0.08.

Figure 1 shows the data of Reocreuxf^' . The straight lines in Che fig-are
represent an attempt to correlate the thraa sets of data in a consistaat
fashion and in a way that allows extrapolation to zero nass flux. The values
of Apy£0 thus obtained were 17, 18, and 19 kPa, raprasantativa of actual
superheats of approximately 3.5°C. Note that 1.0 k?a represents about 0.18°C
ac the conditions tested.

Using the values of ip-pio obtained from Figure 1, the mean fluctuation
intensities may be computed from Che data. These are shown in Figure 12 (solid
symbols). Also shown in this figure are the kinetic energy fluctuation
intensities scaled appropriately for convenience of plotting, (open symbols).
The averaga of the velocity fluctuation intensities obtained is 0.072 in good
agreement with the measurements of Daily and Johnson!-12] based on chair
measurements of bubble motion and also of Laufer1-^''. No observable trend
wich mass flux is noticed. Also, there is surprisingly little scatter in cine
results so obtained.

Reocreux's data is raplotced in Figure 13 on dimensionless coordinates
suggested by Equation (12). Since the fluctuation effects are svbtractive,
Equation (12) suggests Che possibility of negative superheats. This is shown
by the x-intercept at a flashing index, Fj_, of 7.2. while there is nothing
actually prohibiting the turbulent pressure fluctuations from exceeding che
values required Co overcome che zero-flow incipient superheat, bubbles thus
generated would probably collapse almost immediacely in che bulk subcoolad
liquid unless carried Co lower pressure regions before this could happen. An
envelope of -pyi,* is thus suggested as

(30).in,.. = Max
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Figure 13- Dimensioniess correla-
tion of Reocreux's[4] overexpansion
data at flashing inception.
(3NL Meg. No. 3-240-79)

Finally, extranolaCive determination of
Ap-P ô for the data of Seynhaeve, Gioc,
and~Fricte-6' would negata the valid-
ity of any other comparison. Thus, it
is not possible to obtain a meaningful
comparison of "he majority of chase data
with Che results of Equation (30). How-
ever, if chera is any validicy in
the preceeding concepts, it might be ax-
pected chat Che Reference^' data in
the same taaperacura range ss the
Raocraux^J data may exhibit the same
behavior. 3oth sets of data ara plocted
in Figure 14. Also shown in this figura
is the prediction basad on a static in-
ception underpressure of 18kPa. The
trends observed appear to support the
conclusions previously stated. Note chat
Che lower liaiic of zero superheat also ap-
pears reasonable and cantatively suppor-
Cad by che relatively meager amount of
data available.

4. FURTHER EXPERIMENTS

To amplify and axtend the existing
data to higher pressures and to situa-
tions having higher steady state de-
compression races than those of

MUMfE ZFTHC MASS VELOCITY- l.-j" / m * . l '

Figure 14 - Comparison of the
flashing inception data of
Raocraux[3] and of Seynhaeve, C-iot,
and Fritte[5] with the theory
developed herein using the approxi-
mate static flashing overaxpansion
value of 13 k?a for the computation.
(3NL Neg. No. 3-238-79)



Reocreux ' 4 ! and of Seynhaeve e t a l . , f 6 i , experiments have been designed and
are c u r r e n t l y being undertaken as descr ibed below. Detai led information
regarding these t e s t s may be found in a recent repor t by Zimmer et a l . f 22 ]_

Test Facility

The m a m flow loop presented in Figure 15 is constructed from "three inch"
nominal (7.6 cm) stainless steel pipe. High purity water is circulated through
the loop using a certrifugal pump rated ac 1500 Z/min at a head of 600 kPa.
Continuous three mode feedback control of all facility parameters is utilized
to achieve very stable, self regulated operation.

Starting from the pump, the fluid passes through a flow control and
measurement station, (3 to 950 l/min with an accuracy of 1/2 percent of
reading), the heater system (£ 520 kW with outlet temperature regulated to
~ 0.3°C), and through the test section to a condensing tank where a cooling
spray is utilized to condense the vapor and to fix the tank temperature.

After leaving the condensing tank, the fluid travels back to the pump, and,
depending on conditions, cooling water from excess pump flow can be added to
prevent cavitation in the pump.

A pressurizer may be used to fix the inlet pressure to the test section or,
together with the condensing tank to also control the test section pressure
drop. If isolated from the system, the condensing tank provides the major
control for the loop pressure.

Purification of the test fluid is accomplished during initial filling of
the test loop. The water is deoxidized, deionized and passed through 0.22
micron filters. In addition, about 40 Z/min of excess pump flow is passed
through the purification station as a polishing procedure during flow loop
operation to maintain neutral pH with resistivities up to 18 M Q,~ era.

Figure 1.5 - Schematic of 3NL Heat Transfer Facility (3NL N'eg. So. 1-1246-79).



Operational ranges for the various loop parameters are shown in Table 1.
Types of facility instrumentation and expected accuracies are identified in
Table 2.

Test Section

The test section shown in Figure 16 is made of stainless steel with a total
length of 78.7 ca, including a symmetrical converging/diverging portion of
55.9 cm length and inside diameters of 5.1 ca at the ends and 2.5 cm at the
throat. The wall thickness varies only from 0.57 mm to 0.60 mm over the entire
tube length. Detailed mechanical inspection was used to determine that the
mean deviation from design dimensions over the 66-cm shows that most of the
measured dimensions deviate less than one-half a length centered at the throat
was 0.21% with a standard deviation also of 0.21% and a maximum duration of
0.7Z near the inlet. 49 wall pressure taps (0.4 nan in diameter) were installed
in 1.27 cm centers along the length of the venturi, in addition to a set of
observation windows located 30 cm downstream of the test section exit, which
allowed photographic observations by flash photography. Taps 1-3 and 47-49
are in the constant area inlet and outlet sections respectively. An additional
pressure tap, 50, located at 159 cm upstream of the test section inlet tap 1,
is constantly monitored to provide absolute pressure at the test section inlet.
Temperatures are monitored by means of two platinum resistance thermometers,
one located near pressure Tap 50 for the flow inlet conditions and one at the
condensing tank for the flow outlet conditions.

A single channel gamma densitometer which can be traversed virtually
everywhere along the test section with an accuracy of ±0.05 aim was added for
axial and chordal measurements of void fraction.

y-Densitometer for Void Fraction Measurements

The single channel y densitometar schematic present in Figure 17 was used
for the void fraction measurements. Thulium-170, obtained as 99.999 percent
pure Thulium Oxide powder, sealed in an aluminum cylinder formed the basic
material of the Y-source irradiated at the High Flux Beam Reactor at 3rookhaven
National Laboratory. Because of the need to keep the shielding weight on the
traversing mechanism low, the source strength was kept at a few aiillicuries due
to the presence of high energy-activity (1.12 MeV), which is due to trace
amounts ( 'WO ppm) of Scandium impurity. The beam was collimated to 2.5 tmn
diameter. The detector consisted of a Cadmium Telluride crystal (2.5 x 2.5 aaa)
mounted on a regular BNC connector, connected to "off-the-shelf" radiation
electronic components (Tennelec), consisting of a preamplifier (TC 164), a high
voltage power supply (TC 948) for the bias voltage (150 V ) , a linear amplifier
(TC 203 BLR), a single channel analyzer (TC 440), a TC 541 Timer and a sealer
(TC 540A). The single channel analyzer was used in the differential
discriminator mode of operation and the energy window was set around 34 key
with a dispersion range of + 10 keV. The TC 541 timer was altered by Tennelec
to include time intervals as short as 0.1 msec and as long as 54 sec. Standard
logarithmic calculational methods were used to determine void fractions from
measurements made with reference to empty and full calibrations taking into
account the normal half life decay of the source.

The calibration of the tast section along the axis was performed with the
test section empty and fail of water at 20°C is compared with calculated values
derived from the physical measurements of wall thickness and inside diameter
along the nozzle in Figure 18. For these calculations, the attenuation
coefficients for steel was taken as ';sc

 = 2.7 cm~i and for water



TABLE I

OPERATIONAL RANGE OF THE FACILITY

Tesc

Test

Mass

Section Inlet

Section Inlet

Flux

Pressure

Temperature

ReynoLds Number Based on
In lac Conditions

100 - 1000 kPa

20-150°C

1.1

105

-7.9 Mg/:n2s

-106

TA3LE 2

TEST SECTION INSTRUMENTATION

QUALITY
MEASURED

Temperature

Differential
Pressure

Flow Rate

Void Fraction

i

TYPE OF SENSOR

Resiscanca Temp. Detector
(RTD)

Strain Gage Ap Transducer

Turbine Mecar

Gamma Densitometer
(Thulium/Cad-Telluride)

1

-200

4

3

0

to

CO

CO

RANGE

Co 500 °C

500 kPa

950 i/ain ;

1

!
i
1
1
1

ACCURACY

1.2% 3 200aC

1% of Reading

0.5? reading

5% Steady State
(Future 5% per ;

1 as, \ 1" ;
sceady state)
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' igure 16 - Pic tor ia l Drawing of TS-2 Test Section Used in 32JL Flashing
Experiments. (3HL Seg. So. 4-947-79)
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Figure 17 - Schematic Representation of y-Densicomecar (3NL Neg. No. 3-1016-79).

Mw = 0.167 cm"*, boch values are lisced for a 100 keV y—anergy level
(Reactor Physics Constants, 1963). Repeatability of the results are within the
expected standard duration as long as the source decay is taken into
consideration. Radial calibration data were recorded at a single axial
location (z = 183 ana) and are presented in Figure 19. The circles at R = 0,
which is the axial Figure 13 location, corresponds co the calibration
measurement reported in Figure 18 at z = 133 mm. The reproducibility of the
results is very good. The standard deviations of ten consecutive measurements
is shown as vertical bars in each figure and is within l//l yielding accuracy
of the system "-, 4 percent. Increasing the source strength in future tests to
higher activity level should improve the statistical accuracy.

Data Acquisition

General Data Acquisition System. The centralized Data Acquisition and Data
Analysis System (DADAS, Figure 20)) is used to obtain all data for these
experiments including automatic positioning control and readout of nuclear
data. This system was designed as a real time digital data system with
multiterminal aultiasking capability. The system was constructed around a
Hewlett Packard 9640 system consisting of a 21MX minicomputer with 112
kilowords of central memory, 7.5 megaword cartridge discs, 9 track magnetic
tape transport and paper tape 1/0. Central control of the system is
accomplished with a CRT terminal while che 3 satellite stations employ silent
700 terminals. Tabular and graphical presentation of data is achieved with a
Varian electrostatic printer/plotter capable of listing 600 L?M and plotting
1.6 ips. Interface of the ADC systems is both direct, an interface per device,
and via the universal interface bus, IZHS standard 438.

Three levels of ADC speed and resolution are incorporated within DADAS. The
slow speed, high resolution system employs sn integrating digital voltmeter
with microvolt resolution and 300 channel guarded crossbar scanner. The
through-put rate of this system is up to 18 measurements per second with high



3t TAP Na 5
THROAT

20 25 30 3S 43 49

EMPTY CALIBRATION (ROOM TEMP.)-

?'JLL CALIBRATION (ROOM TEMP.)-

3»IO'
20 30 40

Z- AXIAL OlSTANCt (cm)
50 60

Figure 18. Calibration of the Test
Section Both Empty • (Air) and Full of
Water as a Function of .Axial Distance
Compared with Calculated Valves.
(3NL Neg. No. 3-1018-79)

2 0 0 0 1 -

2.0
SAOIAL DISTANCE, a (cm)

Figure 19. Calibration of the Test
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common node voltage rejection capability. The intermediate speed system is a
15 bit (±10.24 voles) multiplexed ADC with a 50 kHz through-put rate. The
system employs a single programmable gain amplifier and a signal conditioning
amplifier and filter per channel. The system has high common mode voltage
rejection capability and can be connected directly to experiments. The high
speed system is also a 15 bit (±10.24 volt) multiplexed ADC with a 500 kHz
through-put rate. The system has eight input channels with simultaneous sample
and hold amplifiers. This system was designed specifically for digitizing
analog tapes.

Static Pressure Measurement Set-Up. Each of the 49 pressure taps on the
test section can be connected to either of two manifolds, one a common high
side, the other a common low side, via two hand operated toggle valves to the
low or high pressure sides of pressure transducer bank. The differential
pressure between two locations along the test section can be measured by
connecting the two taps to the low and high sides of the pressure transducer.
Six Statham pressure transducers were used with the ranges of 17, 34, 69, 170,
340, and 690 kPa (2.5, 5, 10, 25, 50, 100 psi). 'These transducers are
repetitively calibrated to a resolution of 1 part in 300,000 using a digital
quartz manometer and bellows pressure source. They were connected in parallel
to the two pressure measuring manifolds through two solenoid valves. A third
solenoid valve in each transducer allows the shorting of the high and low
pressure lines and thus provides means of measuring and monitoring the sero
point stability of the transducer preceding every Ap measurement. The
solenoid valves are designed for a 200 psi differential pressure and were
tested prior to installation. Once the two pressure taps were manually
connected to the high and low pressure manifolds, the computer controlled
prdcedure described below was initiated for the recording of the data.
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Figure 20. 31ock Diagram of Data Acauisition and Control Systam.
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Each measursment started with the pressure gauge shorted to record the zero
Ip output. The pressure differential between the two taps was Chen measured
across the 690 kPa (100 psi) range transducer. Once the pressure differential
was calculated, the system automatically selected a pressure transducer such
that tha DP to be measured would fall between 25 and 75 percent of the full
range of the particular transducer chosen. With the chosen transducer, the
computer first measured the gauge's zero output when shorted, then took 20
consecutive DP readings, averaged them, and calculated their standard
deviation. The same sequence was repeated once again and the new average of 20
new readings was compared to the last one calculated. If the two consecutive
averages were within one percent of each other, the measurement was accepted
and printed out as a data point. At the same time, the instantaneous flow rate
and other flow variables of interest were atso recorded. On the other hand, if
the two consecutive averages did not satisfy the acceptance criterion, the
computer repeated this procedure until the criterion was met or until 15 sets
of 20 readings each were made and the last output was printed as the data
point. This procedure permitted the measurement of static pressures with an
accuracy of 1 percent of the reading as quoted in Table 2. It also allowed us
to detect the presence of large pressure fluctuations at the onset of flashing
or condensation. At other locations, such fluctuations were not observed and
the readings converged smoothly.



5. TYPICAL EXPERIMENTAL RESULTS

Pressure and Void Distributions

Pressure calibration for Che venture is shown in Figure 21 representing 19
separate experiments covering the Reynolds number range of a, 1
These data were used to obtain the effective area of the duct.

- 10'

Typical rasults are shown in Figures 22-24. In Figure 22, data for
flashing incepting just' upstream of the throat are shown exhibiting a
relatively constant pressure downstream of the throat indicating constant
liquid velocity. The void fraction profile confirms this estimate increasing
linearly due only to duct expansion filling with voids.

Figure 23, on Che other hand, shows daca with significant inl*t voids and
flashing with considerable overexpansion. Finally, in Figure 24, data are
shown having delayed both expansion flashing followed by a partial pressure
recovery indicating condensation confirmed by Che void profiles. Much more
severe condensation fronts have been observed as shown in Figure 25, all data
obtained at "MOO'C but with mass fluxes between 1.31 and 6.01 Mg/m2s.

Determination of Vapor Source Terms

By utilizing the drift equations (24) and (25) and optimal spline fitting
to the pressure and void data, the vapor generation rates may be obtained as
shown in Figure 26. Note that there is little sensitivity to the
drift velocity and distribution parameter at low void fractions, but at hign
void fractions, the discontinuity in equation (24) at aM/Co yields extreme
sensitivites at high void fractions to choice of Co. Note than values of
Fv obtained are quite similar to those obtained from Reocreux
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Figure 21. Dinensionless Pressure Distribution for TS-2.
for all the Hydrodynamic Calibration Runs Performed.
(3JTL Neg. No. 3-1022-79)

Data is averaged
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Figure 22a. Pressure and axial void
fraction distributions in the test
section. Plot of the difference
between the dimensionelss measured
pressure drop and the nondiinensional
pressure drop measured in the single
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phase calibration (DDP » DP - DP )

as function of axial distance.
a) Pressure Profile
(3NL Neg. No. 3-1645-79).

6. CONCLUSIONS

a. Conduction-controlled vapor generation rates appear reasonable in
modeling nonequilibrium flashing flows at low void fractions.

b. For void fractions lower than 0.3, Che void development seems
dependent only on voids formed at or upstream of the point of
net vapor generation.

c. Flashing inception superheat has been found to vary inversely
with mass flux and appears to be described by the effects of tur-
bulent fluctuations, (Equation 21). This suggests that the
flowing and static superheats at inception are identical once
urbulent fluctuations are accounted for.

d. It is suggested that the limit of flashing inception with
vanishing mass flux in flowing systems coincides with that value
that would be obtained by static decompression at the same ex-
pansion rates.

e. The scaling parameters for flashing inception appear to be the
reduced limit of superheat, AT-gj, the Reynolds number, the
flashing index (reciprocal of the cavitation number), and a di-
mensionless expansion rate. It is not clear, however, what ref-
erence quantities are reasonable zo render the expansion rate
dimensionless .
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* *
calibration, (DPP =« DP - OP ) as

m c
a function of axial distance.
a) Pressure Profile
(3NL Seg. So. 3-1109-79)
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Figure 23b. b) Pressure Difference
Profile and Axial Void Profile
(3NL Neg. No. 3-1109-79)
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Figure 24a. Pressure and axial
void fraction distributions in the
test section. Plot of the differ-
ence between the dimensionless
measured pressure drop and the non-
diaiensionless pressure drop mea-
sured in the single phase caiibra-

s *
tion (DD? = DP - DP ) as function

m c
of axial distance,
a) Pressure Profile
(3NL Seg. No. 3-1642-79)

Figure 24b. b) Pressure Differ-
ence Profile and Axial Void
Profile
(3NL Neg. No. 3-1542-79)
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Figure 26. Determination of Non-
equilibrium Flashing Vapor Genera-
tion Rates
(3NL Neg. So. 3-1226-79)

i.

Additional data are needed for flashing inception at higher
pressures. Sufficient detail are required to accurately da-
tennine the inception point due to the sensitivity of void
development to small changes in superheat at inception.
Sufficient range in raass flux is required to allow extrapola-
tive determination of the case of vanishing turbulence.

Analysis is needed to determine :he behavior of the static
flashing inception with expansion rate. The reasons for the
observed behavior are not clear at this time.

A test facility has been constructed and experiments are being
undertaken to further extend the data base for determination of
the vapor source term. Quite accurate control and measurement
of loop parameters is achievable, and measurements facilitated
by automtic data acquisition methods.

A simple gamma densitometer has been developed and results shown
for low activity sources. Higher activity sources have been acti-
vated and results are forthcoming.
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