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ABSTRACT

To facilitate the task of objectively comparing éompeting process
options, a methodology was needed for the quéntitativé evaluation of
their relative cost effectiveness. Such a methodology has now been
developed and is described in this report, together with three examples
for its application.

The criterion for the evaluation is the coét of the energy pro-
duced by the system.

The method ﬁermits the evaluation of competing design options
for subsystems, based on the differehces‘in cost and efficiency of the
subsystems, assuming comparable reliability and service life, or of
compe ting manufacturing process options for such subéystems,‘which
include solar cells or modules. This process option analysis is based
on differences in cost, yield, and conversion efficiency contribution.

of thevprocess steps considered.
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1. INTRODUCTION

The manufacturing methods for photovoltaic solar energy utiliza-
tion systems consist, in complete generality, of a sequence of individual
processes. This process sequence has been, for convenience, logically
segmented into five major "work areas': Reduction and purification of
the semiconductor material, sheet or film geheration, device generation,
module assembly and encapsulation, and system comﬁletion, including in-
stallation of the array and the other subsystems. For silicon solar
arrays, each work area has been divided into 10 generalized "processes" in
which certain required modifications of the work-in-process are performed.
In general, more than one method is known by which such modifications can
be carried out. The various methods for each individual process are identi-
fied as frocess "options'. This system of processes and options forms a‘
two-dimensional array, which is here called the '"process matrix".

In the search to achieve improved process sequences for producing
silicon solar cell modules, numerous options have been proposed and/or
developed, and will still be proposed and developed in the future. It is
a near necessity to be able to evaluate such proposals for their technical
merits relative to other known approaches, for their economic benefits, and
for other techno-economic attributes such as energy consumption, generation
and disposal of waste by-products, etc. Such evaluations have to be as
objective as possible in light of the available information, or the lack
thereof, and have to be pe;iodically updated as development progresses and
new information becomes available. Since each individual process option
has to fit into a process sequence, technical interfaces between consecutive

processes must be compatible. This places emphasis on the specifications

vi



for the work-in-process entering into and emanating from a particular
process option.

The objective of this project is to accumulate the necessary in-
formation as input for such evaluations, to develop appropriate method-
ologies for the performance of such techno—economic analyses, and to
perform such evaluations at various levels.

This report describes a methodology for Fhe objective comparative
evaluation of competing subsystem design or manufacturing process options.
The.evaluation criterion is the cost of the energy delivered from the
system. A requirement for the analysis is, that the subsystems or process
options to be evaluated are functionally comparable. The evaluations are
based on differences in cost and performance (efficiency) for the sub-
system designs, and on differences in cost, efficiency contribution, and
yield for manufacturing process options. Only relatively few, summary
type of data are needed for these evaluations. Examples are the cost of
the iﬁput work-in-process, the combined yields of all subsequent process
steps, the total of all area-based costs except for the subsystem under
consideration (e.g. the solar cell), etc. Service life, affecting depreci-
ation, and reliability, which could express itself in differing maintenance
costs, have been considered constant. Three examples of the application of
the methodology are shown, two dealing with subsystem design variationms.
The first of these involves a variation in solar cell efficiency, the
second variations in both solar cell efficiency and module packing factor.
The third example shows a comparison of a 5-step process of pn-junction and
BSF layer formation by diffusion with a 2-step process of ion-implantation

accomplishing the same change in the work-in-process.
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2. Technical Discussion

Methodology
for Energy-Cost Effectiveness Evaluation
of Subsystem Design and Manufacturing Process Options

for Photovoltaic Solar Power Systems
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Introduction.

One of the important atfributes of a photovoltaic solar energy conversion
system is its economic viability. The evaluation of this attribute is regularly
performed in decision making about the use of such a system in a particular
application, as well as in comparing the merits of one particular system design
or solar cell production process against another. The key aspect in such an
evaluation is the comparison of the cost of electrical energy produced by the
photovoltaic system with the cost of competitively available electrical energy.

The unit cost ¢, of the electrical energy delivered from the photovoltaic

En

system can be expressed, following ref. (1), as:

Co + Yca Cca -1,
n T TR 5 [ ] (1)
B4
where Cop are the annual operating costs [$ y_l], CCap is the capital spent

in acquiring the system [$] and Ycap is the equivalent annual cost of capital
[y_l]. This equivalent annual cost of capital may, outside of the usual com-
ponents of interest, taxes, depreciation, etc., include such considerations as
desired profit, present or discounted value of life cycle costs, inflation ad-
justments, etc. As the "fuel" in a solar energy utilization system is "free',
the operating costs are esséntially reduced to the maintenance costs, at least.
for the smaller distributed systemé. And since it is generaliy assumed, in the
absence of information to the contrary, that the systems will be designed and
built for high reliability and thus require little maintenance, the maintenance
costs are usually neglected in comparison'to the costs of the capital. ELd is
the electrical energy usefully delivered during a year from the photovoltaic

system to the load.




Thus:

c
. ~ _cap _ . . -1
T P E = ycap ' 5 [$ kWwh ] (2)
Cca
ACEn = EE_R . Aycap
Ld
As Y is a constant for a particular company at-a given time, but will

cap

differ from company to company, the system dependent energy cost determinator

is really the quantity: .

C
-1
I = =22 5[5 wh ~ y) (3)
. ~Pra
which is the ratio of the required investment to the energy delivered per year.

The evaluation and optimization of this quantity iy therefore of primary interest.

The Energv Delivered to the Load.

The energy E ., delivered during the year to the load is clearly related

Ld
to, although different from, the energy Eo delivered by the photovoltaic array
itself to the remainder of the system. For a photovoltaic array of total
2 . .
exposed area AAJm ], E  is given by:
.8760h
1

E, = Ay H(t) Nar (H(t), T(t)) ¢“(t)‘ dt; [kWhey ] (4)

0

where Mar (H(t), T(t)) is the effective array efficiency in the time interval

dt around time t, with nAr being dependent on the temperature T(t) of the array
and on the irradiance H(t) [kW m_2] during that time interval, as well as on

the varying spectral distribution and the angle of incidence of the light. ¢(t)
is a factor of magnitude between zero and one, which describes whether, or

how much, energy can be delivered by an array for transfer to the load or to
storagé, depending on the existence of load and on the status of the storage
system during the respective time interval. Eq. (4), being a definite dntegral,

can be expressed as:




o = AAerk rkr, std £ Ld ° 8760;[kWh'y-1] (5)
following the custom of referring the output to '"nameplate rating', or peak
power output capability, which is, for the solar array, expressed by the
product of the expected peak irradiance Hpk and the array efficiency ler, std
measured under standardized conditions (including tﬁe peak irradiance Hpk)'

The connection to eq. (4) is made via the "load factor" f1.4 which is the ratio of the
output actually delivered during the year to the ''mameplate rating." de is

usually determined from the results of a system simulation computer run for

a one-year period, which includes the solar energy availability statistics -

normally weather bureau data for a selected year — and the expected lbad

statistics, Ideal would be a simulation run over the system life to detérmine

an de value which represents the average over the system life, Howe?er,

forward looking solar energy availability data do not exist, and even forward

looking load statistics will be of doubtful validity. A compromise could be

a backward looking simulation over a period equal.in duration to the system

life, using real data. The 1imited gain in confidence, however, generally does

not justify the additional expense. A one-year run is usually felt necesgary

to properly include the seasonal changes and the short term meteorological

variations.

The total number of hours in the year (8760 h),

multiplied by the load factor f represent an "equivalent time" teq during

Ld

which the array could have operated at peak power capability to produce the
same amount of energy as actually delivered. It is additionally useful to

define the quantity p the peak power output capability per unit area of the

pk’
array, which is simply .

- H (kW m 2] ' (6)

Pok = "pk  Mar,std’




The energy E delivered from the array directly to the load will

Ld,dir

generally be less than Eo’ being reduced by the power conditioning subsystem
efficiency nPC’ and by the fraction fSt of the annual array output which is,

in the average, transferred into the storage subsystem

-1
ELd, dir = 1 - fSt) Npes [kWh.y 1, @)

In addition, the energy E is delivered from the storage subsystem, to the

1d,St
load:
E . . =Ef » ; [kwhey i1 - @)
1d,St  “o'st st "rec’ y
where nSt is the efficiency of the storage subsystem.

In the relationship of eq. (7), the assumption is made that all power conditioning

occurs after storage. Otherwise, the efficiency nPC would have to be broken into

several terms.

Summing eq. (7) and (8) yields then the totél energy ELd delivered to the load:

(1 - ng [kihey ™) ©)

St)] n

E,=E [1-f
= B .

Ld St pC’

The expression in the brackets, which is a function of the load curve relative
.to the solar energy availability curve, as well as of system design, incl. typé
and capacity of the storage device, could be represented by a 'storage transfer

factoxr" 1 so that eq. (9) can be written as:

st?

_ ) ) -1
ELd = E0 Toe nPC,[kWh y 7] , . (9a)

It has to be noted that the load factor de, included in Eo’ ié also dependent

on the same variables as Tgeo and generally increases with increasing fSt and

n

St




The system power delivery capability Psy which is usually limited by the
power conditioning subsystem and/or thé storage subsystem capacities, can be

related through the factor fPo to the array peak power capability:

P = A

Sy Arppk . T . n . £ kW] (10)

St Pc Po’

The factor fPo may be smaller or greater than unity.
The storage subsystem capacity can illustratively be expressed by the

"equivalent storage time'" t_, which is the time interval for which the storage

St
device, when originally fully charged, could provide energy at the peak system

power delivery rate, until discharged to a predetermined minimum charge state:

(kWh] (11)

Evaluation of the Energy-Cost Effectiveness of Competing Subsystem Options.

The entire photovoltaic solar energy conversion system is composed of a
network of subsystems, basically connected in serics according to the energy
flow, as indicated in Fig. 1. fhe individual subsystems may be defined in
any way which facilitates the system analysis or the cost determination., Thus,
a foundation for the solar array may be considered a subsystem, as-a circuit
breaker for system protection, or a battery for energy storage may be. Clearly,

the entire system cost is the sum of all the individual subsystem costs Ci:

C;5 [$] (12)
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and the system performance is a function of the performance of all the sub-
systems. Frequently, some subsystems are not directly in the line of energy
flow, as indicated in Fig. 1 by subsystems 3.1 to 3.M. For an evaluation as
discussed here, it is best to éombine'these into a "subsystem'group" which, as
a whole, is in the line of energy flow. The cost of the subsystem group is
then the sum of the costs of the subsystems within the group. The éyaluatipn
of the cost effectiveness of an indivi&ual subsystem of the.groub can be per-

formed by expansion of the methodology outlined here,

In general, both cost and performance of a subsystem are the result
of an engineering design trade-off in which the performance characteristics
of available devices and their commercial prices are considered, as well as
the subsystem complexity anc¢ assembly cost. It is the purpose of this section
to outline a methodology for assessing the cost effectiveness of such trade-
offs from the viewpoint of the cost of the energy produced by the system.
Since the entire system (Fig. 1) can be viewed as a series connection

of subsystems i or groups of subsystems,its efficiency can be expressed as

the product of the efficieucies nf of the individual subsystems or groups of

subsystems:
N
= . . . = ' .
Nsyst = "ar,std ~ Tst” Mec £rd iPl n'ys (13)
or
N
— f‘ H .
Nsyst L & (13a)
i=




Representation (13) is a generalization to the suhsystem level of the ex-
pression contained in eq. (9a) where the n'i include all the contributions

contained in the efficiencies n and in the quasi-efficiencies

Ar,std’ Tpc>
T. and fL

St

In the second version (eq. (L3a)), the ni factors contain all
D

q°
the direct efficiency-like influences of each of the subsystems, while all
indirect, or second-order irfluences are relegated in the '"reduced load

factor" f'L The application and practicality of this approach will be

a°

recognized later in this paper.

These subsystem efficiencies have an impact on the dimensioning of the
individual subsystems, and consequently on their costs,.since the system has
to be designed to satisfy a given load by supplying a certain ELd' Thus, sub~-
systéms placed nearer the beginning of the series connected subsystem chain
have to be dimensioned relatively iérger to account for the losses of subsequent
subsystems. This principle is recognizable iﬁ eq. (9a) where the array output
EQ is 1arger‘by thé inve}se of ‘the product“fpc‘- Tge fﬁan the enerny ELd which
is delivered £0 the load.

The division into subsystems can be practically pursued to the smallest,

separately identifiable, functional urits witl their individual efficiencies.

This shall be illustrated by example of the photovoltaic array, with its

array efficiency n which is frequently considered as composed of

Ar, std,

"subarrays' which are made up of "modules'". The module contains a group of

solar cells (a subsystem) which have an average efficiency nCe std” In
>

series/parallel connecting these cells of slightly differing characteristics

into a "matrix" (a subsystem), a small loss in potential power output is

"

incurred, expressed in the . The interconnect

matrixing efficiency" a

wiring in this matrix is another separately identifiable subsystem with its



Joule losses, which are accounted for in the "wiring efficiency" Ny The
encapsulation forms two functional subsystems. " The first is the window, in-
cluding adhesive or pottant, with its optical tr#nsmiSsion losses, leading

to the encapsulation efficiency nEn; The second performance influencing
attribute of the encapsulation is the heat transfer to the enVironment which
determines the operating temperature of the array which controls the instantaneous
operating efficiency of the module. This effect produces an "average annual |

cooling effectiveness factor" £ , a’qﬁasi—efficigncy whichusually is included in the

Co

lead factor fL At the sﬁbarray (subscript SA) and the array (subscript Ar)

4

levels, matrixing and wiring losses are again incurred, so that the cell energy
output will have to be:
" E

Ece = n.. n n > N o . T K [y
Ma "Wi "En ° ™a,sa Wi,sA ° "™Ma,Ar "wi,aAr

1 (14)

The installation of the subarrays forﬁs another subsystem thch influences
system performance twofold: ﬁhrough the-sugarréy orientation, which may include
one-or—-two~dimensional tracking, and fhrough the cooling effectivenesé. Both
of these attributes form QuasiméfficiencyAfactérs which are péfg.of the load
factor de.'
Since the brientation/tracking effect_is a direct influence which can,
under execlusion of variable atmospheric effects, be analyfically evaluated, it
can be beneficial to eliminate fhis performahce factor ffom the (reduced) load
factor and attach it as an efficiency factor to the iﬁstallation (or tracking)
subsystem.
Formally applying these principles by combining eq. (5), (9a), and (13),
yields an expression for the energy delivered to the load, ELd’ in terms of the

subsystem efficiencies and quasi-efficiencies n':
i




= =

-1
3 = - - 1
.F H AAr 8760 ni [kWhy 7] ‘ (15)

Ld pk i=1

Introducing this expression together with eq. (12) intd eq. (3) gives the

energy cost determinator ' in terms of subsystem cost and performance data, and

constants, only:

[ N
= =zt ~ =
o

1 - .
RET [ kwh ly (16)
\T . !

1

.
]

Following the approach used by Redfield in his "cost/Watt optimization"

(2), the parameters of a sinple subsystem or subsystem group k of interest can

be isolated in eq. (1l6):

) + o
C1 + Ck ) i
R S 5d S i=k+l
Hpk . AAI.‘ 8760 k-1 , , N
H ni * nl ﬂ nl
i=1 i=k+1
-1
[$ kwh "yl (@17)
or: T ' C :
: k
- I c, L+ = ¢,
1 : . 41 -1 .
b =% Th 8760 ke v 1§5 s [$ kWh Ty] (17a)
- pk AT "o, s
itk



The expressions Iz and Il stand for the sum or product, respectively,
i#k ik :

over all values of i from 1 to N, except for the value k. This form of T

permits the evaluation of various design options for the same subsystem, oOr
group of subsystems, with differing costs and efficiencies, with respect to
their influence on the cost of the energy produced. Such an evaluation is
particularly simple, if only C, and n_ are variables of the design options.

k k

Then, a first order Taylor expansion yields:

AC C
k k
I c, 1+ c, ) bny
ik itk -1
AT = B - it —— - ik [$kih "y] (18)
L4
Ny Mk

where ACk and Ané are - positive or negative - differences against the base

case in subsystem cost and efficiency, respectivelyv, which result from the

change in design of subsystem k. The constant B in eq. (18) is the product of

the first two of the three terms on the right hand side of eq. (17a). A negative
AT indicates a reduction in energy cost, and consequantly a design improvement,

It is readily apparent from eq. (18) that cost reductions and efficiency decreases

counteract each other.

The condition imposed for the derivation of eq. (18), that only Ck and n'k
are variables of the design options, is in apparent conflict with several state-
ments made in the preceding discussion, Thus, the load factor can be affected
by changes in the system efficiency, particularly by changes in the storage
transfer factor T To make the evaluations tractable, it is practical to
proceed iteratively by considering the reduced load factor f;; as temporarily

constant and re-evaluating it only after several changes in the efficiencies.

This procedure illuminates the need for the definition of a 'reduced load factor"

10



fid according to eq. (l3a} which contains only second order effects of the
efficiencies and quasi-efficiencies, The iteration is frequently speeded
by reinforcing properties of the second order effects. For instance, efficiency

improvements tend, at constrant EI to result in ijncreased load factors,

d’
The condition for the validity of eq. (18) further requires that Ck

and n, are independent of the designs of the other subsystems, and particularly

k
that the design choice of subsystem k does not influence costs and efficiencies
of the remaining subsystems. This condition can, in principle, always be .

fulfilled by judicious choice of the designation "subsystem k", so that inter-

dependent parts of the system are included in the same subsystem.

A change in the efficiency of one subsystem affects, however, the system

as a whole. While the resulting change in output energy E is appropriately

Ld
accounted for in T , one or more of the subsystems subsequent to the changed
subsystem in the chain may now be over- or underdimensioned, and the load may

no longer be supplied as desired. This problem requires considering the system

of concern in somewhat more detail.

The majority of the functional subsystems of a photovoltaic solar energy
conversion system are basically modular and thus essentially without economics
of scale, at least within the range of concern in an individual design trade-
off study. The costs of these subsystems can therefore be expressed as a unit
cost times a quantity factor. Such quantity factors are ‘the array area AAr’
the power Handling capacity P of some sdbsystems, and, for some energy storage
related subsystems, the energy capacity E. Generalizing the usage in ref (1)

and (2), the system cost can then be expressed as:

11



The area-based unit costs C apply to the array related subsystems, in-

A,k
cluding its installation and land costs. The power-based unit costs CP,Q
are connected with the power conditioning and other power handling equipment,
although a part of the costs of the energy storage subsystems can also be
proportional to power, for instancé through the charge or discharge rates.
The energy-based unit costs ¢ . are concentrated in the storage subsystem.

E,m

The remaining costs, including the system-status sensors and the control logic,

represent the '"fixed" costs, CF n
b

Using this expression (19) for the capital costs in the energy cost

determinator eq. (16), and simultaneously extracting the iteratively constant

reduced load factor fLé' from the efficiency product I n» yields the form:
i
N
Ai Pi E, 1
T{—c .+ — ¢ 42X c  += c
. 1 Cami by AT A R A Ed T A T
H . . ' ;
. ok 8760 de N
I ng
i=1

[$ kb ty]  (20)

It will be observed that, in general, for every index i in the sum,
only one of the unit cost factors c c or i

Ai’ Cp,i CE,i’ cF,i will be unequal
to zero. AAn exception to this rule is known to exist in certain advanced
storage batteries whose price is based on a combination of energy and power

rating. Also, power conditioning subsystem groups may contain fixed cost sub-

systems, such as control elements.

In considering the quantity factors Ai’ Pi' and E,, several possible
i
simplifications are immediately noticeable. First, all area based unit costs

are commonly related either to the array area or to the solar cell area. The

12




‘latter is connected to the array area through the packing factor ng< 1:

A = f A [ml] (21)

Second, eq. (11) felafes Ei to‘PSy through the équivalent storage time, and
thus permits combined treatment of the second and third terms of eq. (20).
Third, the dimensioning of each subsystem i of powef dependent cost in the
chain is detefmined by the system output specifications and fhe efficiencies

of the subsystems subsequent to i in the direttion'of'ehérgy_flow, so that:

’ P
= Sy : ‘ o
P, s Pt (22)

This permits expressing eq. (20), under use of eq. (6), (10), (11), (13a),

and (21), and under application of the subscript Ce to the cell area based costs,

Ar to the array area based costs, as:

N : £ +
r= ¥ 1 pg " “ce,i © “Ar,i
H K 8760 - ffd N
i=1 p¥ ’ B Ny
21
f .
+ _~_P_O_.._____.. CP 2 1 r+ tS t'_l.":_)-_ + ._.]_- C
- ' » ‘T 1
8760 de N LLd F,i
I Ny
= i+l
: -1 )
[$ kWh “y]  (23)
where tSt i is zero or tSt’ depending on the existence of an energy based

cost contribution in subsystem i. The fixed costs, shown in the third term
in the brackets of eq. (23), contribute to the enerpy costs independently of

the subsystem's or the system's performance. They are also the only ones ex-

13




hibiting any direct economics of scale.

The first term in the bracket of eq.

(23) can be evaluated for the

impact of design options for an individual subsystem k in complete analogy

to eq. (17) to (18).

treatment:

N k-1
!EELl =3 fCP?i +
=i\ N oo ia Ny
m g m e
L = i+l L =i+l

Consequently, first order Taylor expansion of eq. (23) yields the total cost-

effectiveness criterion AFP for a design

. N c .
Pk, SRy
N N
n Mg i=k+1 v I Mg
L = K+l L= i+l

change of subsystem k:

The second term, however, requires a slightly different

_ i AF_. ¢ Yy + Ac ‘4) An ' f_ ¢ + ¢
AFk 1 FA,i#k { ,.Pgé Ce,k _ Ar?k _ k (1 + Pg Cg,k Ar,k )

A, i#k L% A, i#k

. Mep A+ tg 1 Ay

P, i<k N n
. k
Co, sac = T Mg
£=k+1
AC '
F,k -1
b + T . ——— ; [$ kWh " y] (25)
F, i#k C ,
F, i#k
where:
N

I 4 = — 1. T (f. ¢ +c ) ;
A, itk v N .; Pg Ce,i Ar,i’ °

H., - 8760 « £f.. 1 Mg i=1

pk Ld
=1 but i#k
-1 -
[ $ kwh ~ y] (26a)
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£ ' LA+t )

‘ Po P,i St,i -1
. = —_— Z 2 b Ml . .
Tp, 1<k 8760 « £'° .. = N ; [$ kwh Tyl (26b)
Ld i=1 I n
a8
£ =i+l
and:
N .
r R . .3 kv Ly (26¢)
E,itk E F,i °’ R : : A
Ld .
i=1
but i#k

are the respective "investment per (unit energy per ygar)" ratios for all
subgystems, except subsystem k, with area based unit costs, combined; for all
subsystems”preceding subsystem k in the chain, with power or energy based unitl
costs, combined; and for all subsystems, except subsystem k, with fixed sub-
system costs, combined. Correspondingly defined_gre the total subsystem in-

vestments:

N
Cp, i = % UUpgtcee s vep i)y (9] " (272)
i=1
but i#k
k-1 .
c. . (1 +¢ .
- P,i St,i .
o ja = P - - 518 (27b)
i=1 T n
4= i+l %
and
N
Cg, 14k - ¥ Crio (8] o | (27¢) .
i=1
but ifk
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which teﬁresent the combined normalized costs of all subsystems, except sub-
system k, with area basea unit costs; of all subsystems preceeding subsystem
k in the chain, with Power or energy based unit costs; and of all subsystems,
excepf subsystem k, with fixéd subsystem costs; respectively. Examples of the
application of eq. (25) are shown in the section entitled: "Examples of
'_Application of the Metho&ology."

It is interesting to note that the three terms in the "cost effectiveness
criterion" ~AFk contain the "investment per (energy per year)'" ratios for the
remainder of the system, multipliéd by the difference between two terms which
are based on the relative cost change and the relative efficiency change,
rgspectively. It is fo be noted, howevef, that the relative cost change
ié based'on fhe cost of the remainder of the system, while the relarive
effiéiency change is based on thé)efficiency of the subsystem under evaluation.

' refers here to the subsystems with

The expression "remainder of the system'
equally based unit costs, and, in the case of power or energy based unit costs,

only to the subsystems preceding in the chain the subsystem being evaluated.

For the "fixed cost subsystems', there is no efficiency influence.

It may also be noted that the cost-effectiveness criterion (eq. (25))

contains the terms

-1
. itk + FP, i<k) + e.. [$ kWh Ty]

where the relative efficiency change of subsystem k can refer to a subsystem
of power based unit cost, but influence the cost-effectiveness through the
subsystems of area bésed cost structure, or vice versa. The latter, inverse
case 1is, howevér, not likely to occur as a subsystem of power based unit cost
is rarely followed by a unit‘area cost based subsystem in the photovoltaic

power system chain.
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The "cost effectiveness criterion" AFk permits the evaluation of va;ious
subsystem design options both with respect to their benefit (or harm) in
comparison to a baseline design, through the sign of AFk, and with respect
to the relative merits of the different options, through the magnitude of Ark'

"Optimizations', that is a search for AFk = 0 as discuséed in ref. (2), will,
with very few exceptions, not be possible, since the relationships between
cost and performance are usually not available in functional form and, more-
ovér, seem always to be limited by the contemporary, and oftén rapidly changing
status of technolog?. "Pelative evaluations', as discussed here, applied to

0

specific subsystem design options, are, however, readily performed.

The method is easy to apply, since for the subsystem to be evaluated,
only the cost and performance differences against a baseiine design have-to be
known, and since the other needed inputs involve only a few summary data on the
reﬁainder of the system. While it may be, in some cases, difficult to obtain
exact data for the remainder of the system, intelligent estimates will frequently
suffice. When such estimates are used for - the cost of the remainder of the
system, error estimates should be made, as mis-estimation of the cost could
éhift the relative impact of the competing terms involving the subsystem cost -

and efficiency - changes.,

Evaluation of the Cost-Effectiveness of Manufacturing Process Options.

While many of the subsystems in a photovoltaic solar energy system are
assembled of standard components by common methods, .the solar cells, theéir
assembly into arrays, and at a later time perhaps also the energy storage
device, are specially manufactured items which represent a significant part
of the total system cost. Since producing these devices with their highest

possible performance at the lowest price is the fundamental condition for

17




success in large scale introduction of photovoltaic solar energy systems,
comparative evaluations of the various available options for each step of
the ménufacturing process sequence need to be performed. A methodology very
similar to that outlined for evaluation of the subsystem design options can
be applied for this purpose.

Evaluatioﬁ methodologies for the solar cell and the modulé'manufactufing

" have

processes are of greatest cﬁrrent interest. Both of these "subsystems
aﬁ area based unit coét structure, and can therefore be treated by the same
approach. The quantity to be reduced as far as possible is the "investment
per (unit enefgy pér:year)" I' (eq. (23)) which can be expressed as the sum
of various sub-gammas for the different subsystems:
1

(FA;i + rP,i + FF,i); [$ kWwh “y] ‘ (28)

where that for the subsystems of area based unit costs has the form:

(f, ¢ .+ ¢ )
- 1 - Pg Ce,i Ar,i . -1
'ai”™ W . - 8760+ £1 N ;1% kWh = y] (29)
P L 1Ny
2=1

As the solar cells and the modules are among the first subsystems in the chain,
and are not preceded by power based subsystems, only the FA i terms need tc
b

be considered for an evaluation of the manufacturing processes for one of these

two subsystems. Thus, for the solar cells as subsystem k, it is:

£

T Pg Cce,k
I, = (T, .,.-n) = + : . 2k
A A, 1Ak KT 0y oy . - 8760 « ' . b M
P o 9=1"¢
but 2#k
-1
[$ kWh = y] (30)
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using eq. (26a) for simplification. The product in the parenthesis of the

first term is independent of subsystem k.

The fabrication process sequence for subsystem k, the solar cells, shall

be composed of P process steps, with the individual step p costing c n

Ce,k,p ©
the basis of unit area of good work-in-process (partly processed solar cells)

leaving the process station. The subsystem cost c however, is based. on

Ce,k’
the area of the finished, good cells leaving the end of the solar cell production
line. Since each process step is affliqted with a certain yield yp, the amount
of solar gel} area to be processed through step p has to be increased abovelthg
finished cell area to make up for the yield losses of the subsequent process

steps. Consequently, the unit cell area cost of the subsystem k can be expressed

as:

~

C

Lekor s Y (31)
1 It Yo .

2=p+l .

Ce,k

o
I

(3)

For solar cells, it has been long-standing practice to calculate an ideal-

ized, theoretical "limit efficiency" and to gauge the success in

M, Lim
design and fabrication of the ''real' solar cells bty determining the various
"loss factors" ¢ which describe the degree of appreach to ideality for the
identified,efficiency influencing parameters. In variation of this practice,
Redfield (2) assigned a loss factor to each of the process steps to facilitate

his "cost/Watt" evaluation. Adapting this practice, the efficiency of the subsystem

k can be expressed as a limit efficiency times a product of less factors.

il .
M T M,Lim k,p ° (32)
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Each éf the loss factors ¢k,p is attributed to a sﬁep in the serial sequence
df.process steps, and it expresses, by being normally less than unity, the
degree to which the individual process step causes the sbbsystem performance
to deviate from idéality. .Different competing process options can usually be
‘expected to cause different degrees of deviation from ideality. While for
solar cells, a limit efficiency near 0.25 is usually discussed, tor the module

or panel assembly, a limit efficiency of unity will be practical to assume.

Making use of eq. (27a), (29), (31), and'(32) permits expressing eq. (30)

in a form more conducive to derivation of the cost-eftectiveness criterion:

. d C
. TR 1 J, frg ? Ce,k,p )
A n P b '¢k Cp s S P
s t ’ n A ’ 1#k = H y /
k,lim M k,p p=ntl peptl
but p#n
. . n—lA/ c
L ,gg k,n yl 3 . _%ELE;B.) NE wh ™t v] (33)
Ti yg n4 p=1 1 yQ
2=n+l 9,=p+']. ‘
but p#n

In this form, the three characteristic attributes dr n’ "n» and cC ,k,n

of process step n which is the step to be evaluated, have been isolated.
Applying again a first order Taylbr expansion to the investment per (energy
per 'year) ratio, this time based on eq. (28) and (33), yields the cost

effectiveness criterion Al for the individual solar cell manufacturing

process step n :

' A

AT. =T, . ng ’ Ac Ce,k,n Yn Pg Ce K,VPn
' Kyn L, itk = 5

A itk ° i Vg n A yi#k ° F Yg

f=n+1 L=n+1
A ¢ f ¢ -
- _%ﬂ 1+ 2ECesk) by st 1o (34)
“kyn A, itk
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where IA, ik and CA, 14k are used as before (eq. (21la) and (27a) ), a§d~where:
n-1
¢
c =) “Ce,k,p . -2,
Ce,k,WPn p=lm i [Sm 7] (35)
I Y9
L=p+1

expresses the fully yielded cost of the work-in-process required as input for
step n in order to fabricate a unit area of output work-in-process from
P .

this step. The factor Il y, is the product of the yields of the process steps
. Q=n+1 A
subsequent to step n. The inverse of this product gives the area of work-in-
process to be processed through step n in order to obtain a unit area of fin—,
ished product (subsystem k). The application of eq. (34) is demonstratéd on
hand of an example in the next section.

Similar to the subsystem cost-effectiveness criterion AFk, the'manufﬁcturing

process cost-effectiveness criterion Al is the product of a variable

k,n
factor and the "investment per (energy per year)"” ratio for the remainder of

the system, in this case, however, limited to the part. of the system which is-
based on unit area costs. - The variable factor contains three terms. The first

describes the influence of the difference in cost Ac of the éubject

Ce,k,h
process options against the baseline case, or against ano;her option, taken
relative to the total cost of all other subéYstems of unit afea.based cost,

The impact of this relative cost difference is magnified by the inverse-of

the product of the yields of all process steps which follow the step under
evaluation (n) in the process sequénce up to the finished subsystem k. The
second term describes the impact of the relative change in the yield of érocess
step n which would be incurred by switching to the option being evaluated.

This relative yield change is multiplied By the cost of the input work-in-
process to step n, divided by the total cost of all other subsystems of unit

area based costs. Again, the impact of this term is increased through

the yields of all subsequent process.steps. The third term finally is principally
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the relative solar cell efficiency change resulting from introduction of

the subject process option. Thé impact of this relative efficiency change

is raised above unity by the ratio of the cost (per unit area) of the subsystem
considered to the sum of the unit area costs of all other subéystems of area
based cost structure,

Examination of eq. (34) shows that the.knowlédge of the "investmént per
(energy per year)h ratio for the.remainder of the system is not needed for
comparative evaluaéioﬁ of different process options, as this ratio is a
constant factor in the cost—éffectiveness criterion. This leaves only four
data fequired as constant inputs for.the evaluation: the cost'of the input

work-in-process; the cost of the finished subsystem; the total cost of the

remaining subsystems of area based costs; and the product of the ylelds of
the subsequent process steps. The variable inputs are the relative changes in
the three key attributes of the option for phe process step to be evaluated:
cost, yield, and effigiency qontribution.h Since exact.data for the four
constant inputs may be difficult to'qbtain, intelligent estimates will some-
times be substituted. This procedure appears, at first look, appropriatg as
these quantities form constant multipliers, However, this approach has to be
applied with caqtion since significant mis-estimation could shift the relative
impacts of the cost, yield, and efficiency terms. Thiscaution will be necessary in
the common cases, where the cost of the finished subsystem under evaluation is
small compared to the total cost of the remaining subsystems of area based
cost, so that the multiplier on the relative efficiency chénge would not be
large compared to unity.

It is clear, that the method outlined here for the solar cell manufacturing
process, and expressed in eq. (34), applies equally well to thearray assembly
processes, except fqr the omission of the Packing factor ng in that case, and

the replacement of the subscript Ce by subscript Ar.
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Examples of Applications of the Methodology

Two examples will demonstrate the application of eq. (25) in evaluation

of different design options for subsystem k.

The subsystem under consideration shall be the solar cell. The base case
is a cell with a conversion efficiency of 17.5% on the basis of the solar cell

area. The following relevant data for the base case are known:

Table I.
Item Symbol Data Units Basic
—

1.} Solar cell price CCe K 61.38 $/m2 cell area
2. | Packing factor ng 0.90 - -

Solar cell price Sk 55.24 $/m2 module area
3. | Module assembly : 2

add~on price o CA,k+1 23.50 $/@ modyle area
4. | Foundation, array

assembly, installation, g .

etc, add-on price CA,k+2 50.00 $/m module area
5.} Total area hased costs CA 1 128.74 $/m2 module area
6.) Total area based costs 2

except for subsystem k CA i#k 73.50 $/m” module area
7.1 Module efficiency 15.75 9 module area

Problem 1.

A process is anticipated by which the efficiency of the solar cells
could be raised to 20%. How much more could the solar cells cost to pro-

vide an at least equally cost-effective system?
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Answer:

b)

o).

Since the subsystem of concern is of area based costs only, the

second and third terﬁs of eq. (25) are zero.

‘The sﬁbsystem k contains only.cell—area based costs, designated by

subscyipt Ce, and no array-area based costs, designated by sub-

scripts Ar. Thus:
AcAr,k =0
CAr,k =0

Since the ﬁaéking factor ng does not change with the change of

cell efficiency:

cAc

A(E - c y = f Ce k'

Pg “Ce,k

In this case, also, it is immaterial either module efficiences or

. cell efficiencies are used, as they are related through a constant

d)

broportionality factor.

Wanted is knowledge of ACCe,k for
AFk <
T = 0.
A,itk

Transférming eq. (25), after applying points a) to c) above; yields

then:

(36)
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é) The efficiency difference Ank‘going from the base case to the
new subsystem option is 2.5%. All other numbers entering into

the relationship given in point.d) relate to the base case. Thus:

I A

+0.025 ,73.50

ce,k = 0.175 (o9 6138

Ac

i

+ 20.44 $/m2 cell area.

A 14% cell efficiency increase thus justifies a 33% cell cost increase
for equal energy cost effectiveness, and any lower cost incréase

yields a more cost-effective system.

The maximum price is thus:

Base price: 61.38 $/m2 cell area

Maximum increase +  20.44 $/m2 cell area
Q7 89 &/ml
81.82 $/m% cell area

Apply ng = 0.90: 73.64 $/m2 module area

Module add-on cost: 23.50 $/m2 module area
Module cost 97.14 $/m? module area

At 180 ka/m2 output, this corresponds to 0.54 s/wpk.

Problem 2

In lieu of Czochralski grown wafers'aSSUmed to be use& in the base case
given above, the use of ribbon silicon is anticipated, resulting in a reduced
cell efficiency of 147%, but an increased packing factor of 0.92. How much
lower would the cell cost have to be to provide an at least equally cost

effective system?
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Answer:

a)

b)

d)

Points a) and b) of answer 1 still apply.
As the packing factor changes,

A(E ) = Ac + c « Af

Pg = Ce,k Pg " Ce,k Ce,k Pg
will have to be used.

Because of the éhange of backing féctor, and éince the energy
.cost determination is ulﬁimately based on the array (or module)
area related costs and efficiencies, the evaluation will have to
use these latter efficiencies. TFor the base case, the module
efficiency was 15.757. For the option, it is 14-0.92 = 12.88%.

Thus, Ank = 2.87%.

Under consideration of points 2a) and 2b) above, and solving

for

AFk

0,
FA,i#k

as in Answer 1, eq. (25) transforms into:

e)

An c, . Af
< g
Beiek = nk ( Afl#k T e k.)- fP Ce,k > (37)
’ k Pg > Pg 4€,

The difference in packing factor is +0.02, compared to the base
case. Outside of the efficiency difference, only data from the
base case are needed:

-0.0287 73.50 0.02 , 61.38

Ace,k = To.1288 (o.g T 61-38) - 7G5
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<

A = - 26.07 - 1.36 = - 27.43 $/m2 cell area

CCe,k

The maximum cell price for equal cost effectiveness is thus:

61.38 $/m2 cell area

-27.43 S/m2 cell area |
33.95 $/m? cell area

and the corresponding module price:
Cells: 33.95 S/m2 . 0.92 = 31.23 $/m? module area

‘Module add-on cost’ - +23.50 $/mz modqle area
54.73 $/m? module area

At 128.8 wp‘k/m-2 output, this corresponds to-$0.425/wpk‘for the

‘module.

Checks to Problems 1 and 2:

Try»lOO kwpk sxstem:
Base case:
5 o 2
Area needed: 107 W : 157.5 W _ /mé = 632.9 m
pk . pk

Module price: 0.50 $/Wpk - 50,000 $

Installation etc.: 50 $/m2 -+ 31,645 §
' ) Total 81,645 $

Option 1:

Module efficiency; 18%

. Area needed: 105 W. : 180 W /m2 = 555.6 m2
pk pk- T
Module price 0.54 $/Wpk - 54,000 $
Installtion cost etc. 50 $/m2 - 27,780 $

81,780 '$
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Option 2:
Module efficiency  12.88%
. 5 2 2
Area needed: 100 W : 128.8 W . /m" = 776.4 m
pk , pk ,
Module price: 0.425 s/wl‘)k' + 42,500 $

Installation cost etc. $50/m2 >38,820 $
81,320 $

Probleh 3

N

A process sequence for solar cell fabricatijon has been proposed by
Motorola for 1986, which includes two diffusions for pn-junction and BSF
layer formation. Starting with & texture-etched, cleaned wafer, a total
of 5 process steps (spin-on silica front; BClj diffusion; spin-on silica
back,‘PH3 diffusion; sérip oxide both surfaces) s needed to produce a clean

wafer ready for the next process step (AR coating).

RCAths proposed a compietely different process sequence for cell
fabrication for 1986 which includes ion implantation'for’béth pn-junction
and BSF layér formation. The conditions of the wafer before and after the
2-step proéess (ion-implantation, activation anneél).ére equivalent to those
before and after the 5-step Motorola diffusion process, except for possible
differencesAin efficienc& resulting from the two processes. Since the
Motorola overall process sequence seems to be the less costly one, it will
,be.used as the base case. vThus, in lieu of the diffusion procéss, ion im-

'plantation could be inserted into the base case process sequence.

Question:

One would like to know the relative cost effectiveness of the 2 competing

process options for pn-junction and BSF layer formation.

28




Answer:

The costs and yields for the 2 proceés 6ptioﬁs are known, as weil as
the costs and yields for all the other solar»cell,manufacturinglprocesé steps
in the base case. 'The cost data from the 2 companies have béen_normalized
to the same economic base'through application of fhe SAMICSAsténdardized
cost structure. No information is, however, avéilable @n the efficiency
contributions of the 2 optionms. Thg evaluation Qill thereforé be carried
out by determining the efficiency difference which wouid’ﬁake‘the 2 optibns.‘

~ equally cost-effective. Equation (34) is therefore to be solved for

-Tf—L_ for the case '—f—Lﬂ = .0, yielding:
k’n . i k,n'
R el S N  fpg
¢k n Ce,k,n i Ce,k,Wpn %T
Aitk * ng Cce, k) g2ihy

(38)

The information displayed in Table II is available for the base process:
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Table II

1 2 | 3 4 5 6 7 8
Step Step Cumul. Yielded | Sub-process Following Yielded Total
Price* | Yield Sub-process Step Pricet Sub-process Subprocess Process
Process Step $/m2 % 9 Prigef $/m? Yifld Pri§e¢ Prige
$/m % $/m $/m
1.{Input polycrystal Si (10 $/kg) A [(0.505m2/kg) | 19.41 19.81
2.} Sheet generation - 18 (0.513m2 98.4 18.29
kg) g
3.]Apply etch stop back 1.24 99.4 99.0 1.25
4.] Texture etch front 0.66 99.2 99.8 0.66
5.]Remove etch stop back 1.58 99.8 100 1.58 41.59 86.7 . 41;?7____
6. |Spin-on silica front || 2.28 | 990 | 968 | 236 | T Toes.s
7.|Diffuse BCl3 back 1.94 99.0 97.8 1.98
8.|spin-on silica back 2.28 99.0 98.8 2.31
9.]Diffuse PH, front 2.49 99.0 99.8 2.49 .
10| serip borh surfaces || 026 | s9.8 | a0 | o026 | sso | 05 | 109 |
11.{ AR coat Si3N4 0.93 99.2 91.3 1.02 ~ 90.5
12.| Apply patterened resist
front 1.24 99.4 91.8 1.35
13. Pattérn front, strip back 0.26 99.8 92.0 0.28
1l4.f¥Metallization 7.05 97.2 94.6 7.45
15.1Solder coat 3.63 99.8 94.8 3.83
16.[{Electrical test 1.66 94.8 100 1.66 15.59 15.59 73.95
Alternate Option:
6a.| Ion implantation Z sides 8.22 99.0 99.0 8.30
7a.|Activation anneal 1.56 99.0 100 1.56 9.86 98.0 NA 'NA

* Based on the unit area

of work-in process leaving the respective process step.
t Based on the unit area of work-in-process leaving group of process ste»s, or sub-process. -
¢ Based on the unit area of finished product.




Table II contains all the information needed for solving eq. (38), which

is sﬁmmarized in Table III. v

Table TIII o
T
From Table I1 Base |
Column Line Case Option
: —+
cCe,k,n 5 10 9.40 i -—
5 7a - 9.86
1
' - - _— f
ACCe,k,n +0.46
. 1
' ..
Y 6 6 0.958 | —_—
6 6a - i '0.980
A | - — - b 40.022
yn |
|
CCe,k 8 _— ©73.95 | ———
|
5 5 43,41 _—
Ce,k,WPn (divided by yield I
' shown in column 6, “
Line 6) |
P 10 0.905 -
il )'2 |
L=n+1
CA,i#k from Probl. 1 73.50 i _—
f from Probl. 1 0.90 | -—
Pg “
] 1
Thus:
By 0
_____LI'_I = X - _'_02—2 . 41 . 0-9 )
b o 040 " oless 1 M mIE T 009 - 73.9%) 10,905
’
= - 0.0038
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Result:

The RCA ion implantation process option thus could have an efficiency
contribution 0.4% lower than that of the Motorola diffusion option, to
achieve equal cost effectiveness in energy generation. The ion implantation
process would thus, at equal efficiency contributions, be very slightly more
cost-effective than the diffusion option, but the difference is so small

that the two options really ought to be considered as equivalent.

It may also bé noted that experimental results obtained at various
laboratories indicate that the expectation of .equal efficiency contributions
from the two“process'options considefed is justified. Thus, thé result of
economic equivalence of the two particular options analy?ed is realistic,
as far as the projections to 1986 for the various cost contributions and yields

can be considered realistic.

Check:

Since the efficiency contributions are considered equal for the two
competing processes, the check can be performed on the cost and yield basis

alone.
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Table IV

T
Base Case I Option Units
Input work in process r 2
on unit area basis 41.59 | 41.59 $/m
Yield in process step 95.8 I 98.0 %
Needed input work-~in-process " / |
for unit output work-in- 9 2
process ' 1.044 | 1.02 m/m
— — — — — — — — —— e e — — - -
Cost of input work-in- » l 9
process 43.41 , 42.44 $/m
Cost of process step per l 9
unit output work-in-process 9.44 ’I 9.86 $/m
Cost of output work-in-process 52.85 ' 52.30 $/m2
|

The option output work-in-process is thus 1% less costly. With its 0.47%
lower permitted efficiency contribution, it becomes equivalent at the sys-
tem level. At exact efficiency equality, it would be the (slightly) pre-

ferable process.
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CONCLUSION

A quantitative comparative evaluation is frequently needed of the different
design optibns for a particular subsystem in a photovoltaic solar energy con-
version system, or of thebdifferent'options for a process step in the manu-
facturing process sequence for such a subsystem. Such an evaluation has to be
functional, which means, based on the cost of the electrical energy prqduced

by such a system.

It is seen that such évaluations can be rather easily performed on the basis
of knowledge of the quantitative differences of the key attributes of the
particular option under consideration for a subsystem or a process step against
the attributes of a baseline case or of a different option. The key attributes'
are cost and efficiency for the subsystem, assuming reliabilify and service life
to be comparable, and cost, yield, and efficienc& contribution for the process
step. The other needed inputs are relatively few and of a rather fundamental
nature, such as the investment needed for the whole system per unit of energy
delivered annuélly; the total cost of the system exclusive of the subsystem
being evaluated; or the cost of the input work—in—prdcess to the particular
process step being evaluated; In many instances, adequate evaluations can be

performed by substituting estimated values for real data of these quantities.

It is also noteworthy that, particularly for the manufacturing process
step evaluation, an analysis on the ''cost per peak Watt' basis will often be
adequate as a first order approximation, since the load factor which is the
principal variable in the conversion to the ''cost per kWh delivered" basis, is

affected by the evaluation variables only through second order influences.
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3. NEW TECHNOLOGY

No new technology was developed during this quarter.
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