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Computer simulation techniques using the Monte Carlo method have
been deve]oped for app]ication to the modeling of neutral-beam 1njectibn |
“into m1rror conflned plasmas of 1nterest to controlled thermonuc]ear
research. The energetic.(10-300 keV) neutral- beam part1c1es interact
" with the target plasma (Ti ~- 10-100 keV) through electron-atom and ion-.
atom'collisional ionization as well as jon-atom charge-transfer (charge-
exchange) collisions to give a fractional trapping of the neutha] beam
and a loss of charge-transfer-produced neutra1s which escape to‘bembard
‘ the reactor first wall. Ahpropriate interaction Cross sections for
'these processes are calculated for the assumed anisotropic, non- Maxwe111an
plasma jon phase-space distributions. The target plasma is assumed to
be confined by a Yin-Yang mirror—coi]'configuration and has distinct
radial and axial density prof11es as modeled in steady state and three
spat1a1‘d1mens1ons " The energy and angu]ar d1str1but1ons of a popu]at1on
of neutral tést particles are computed to give statistical estimates of
neutha]—beam trapptng etficiency, non-unifokm first-wall surface heating
rates and first-wall sputtering-erosion for use in eng1neer1ng design
ca]cu]at1ons. The reference parameters of the Mirror Fusion Test Fac111ty
(MFTF) and the mirror Fusion Engineering Research Facility (FERF),are
used as particular applications of.the simulation. Benchmark calculations
of idealized configuratibnS»are summarized. A guide to the NUBIN

computer code developed for this study is included.
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I. INTRODUCTiON
- A. Motivation.

The research and deve]opment pfogram fof the magnetié mirror
confinement approach to contro]]éd,thermonuc]éqr fusion reactors is

in a transitional phase. As R. Post's historical revjew] of ‘mirrors

indicates, decades of patient work on a series of relatively small-scale

‘physics experiments cuTminating in the 2XIIB device has recently indicated

the validity of the classical confinement scaling relation for ion
temperatures up to ~10 keV as well as the warm-plasma-stream suppression

of loss-cone instabih’ties.2 The progress made in these two areas of

concern now suggests that. mirror fusion systems can be extrapolated to

the scientific feasibi]{ty'stage and beyond to the commercial power

reactor level. To that end, final designAand construction of the next
generation of mirror machines, the Mirror Fusion Test Facility (MFTF),3'

" is now underway at the Lawrence Livermore Laboratory. Simultaneously,

two variants of the standard mirror épproach, fhe Tandem Mirror Reactor

(TMR)4 and the Field-Reversed Mirror (FRM)5 have recently been advanced
as promising techniques to improve mirror particle and energy confinement
and thus enhance the energy mu]tip]icétion capabilities of mirror

reactor systems. On the technological side, the pending availability

.of high-energy, high-current, long-pulsed neutral beam injectors promises

an exciting series of near-term mirror experiments under reactor-like

temperature conditions in the MFTF and perhaps in the proposed Fusion

Engineering Research Facility (FERF),6 a materials test device with

applications to the overall fusion technology program. A vigorous

. . - . ‘ . 7
mirror fusion program incorporating the above elements is thus seen



 to be a strong a1ternat1ve to the mainline tokamak fus1on effort.

Because mirror systems are open ended, steady- state operation w1]1
require the cont1nuous injection of energet1c part1c1es to sustain the
conf1ned p]asma against both part1c1e and power 1osses Particle
1n3ect1on perpend1cu1ar to. the magnet1c f1e1d lines maximizes confinement
't1me 1nsofar as the particles start out as far away in velocity space
from the‘mirror loss §0ne5»as 1s,possﬁb1e.' First suggested 1n']953 in-
dependently by-S. Colgate and W. Bfobeck,] neutral-atom 1njec£ion
.faci]itates the peﬁetration of injected particle beams'across the con-
fining magnetic field. Trappinﬁ‘of these energetic particles is then
accomplished by impact ionization collisions with the target p]asmaﬁ
For all of the mirror devices.cited above, the interaction of the neutral-
beam injettion subsystem and thé mirror-confined plasma is of criticé]
imporfance to the system design. Asﬁde-from technological aspects of - -
neutral-beam injecfor deve]bpmeht, impoftant p]asma—engineéring questions
régarding the interéction of high-energy beams and the target plasma are
re;eiving increésing research attention. Of fundamental concern are the
total systém power balance and the thermal/mechanical design jmp]ications
for the first wall. .The characteristic operafing enérgies and plasma |
radii for the mirror machines anticipated for operéfibn in the next
.decade, by increasing both a) ‘the charge-transfer interaction rate be-'
tween injected neutral atOms'andlp]asma.ipﬁs and b) ﬁhe escape proba-
-bility-of'any neutrals broduced in such collisions, make these concerns
even more important for the near term than they mjghf eventually be for
mirror. power reactors. For these intermediafe devices, neutral-atom

bombardment of the‘firét wall can a) represent the major thermal load,
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-which, due to its nonuniform distribution, results in local "hot spots,”

' b) produce localized sputtering and consequent surface erosion, and c)

stimulate cold neutral reflux to the.plasma.  Further, the particle and
power losses implied by this neutral-atom -leakage must be offset by

more demanding injector current and voltage fequiremehts.' This results
in a hiéher reciréu]ating-power fréction whicH degrades system per-
formance. First-wall materials choice, lifetime and heat-removal re-
quifements may beAsevere1y impacted.

' If mirror systems are to reach their full potential, these problem

~areas must be clearly identified theoretically and then overcome ex-.

perimentally. Thi; studyAattempts‘to assess these‘problems quanti-

tatively in realistic mirror-plasma configurations as a contribution to

. the theoretical identification process. For the first time, the major

critical féathres of the above problem have been brought together in a

- common model, providing new opportunities for meaningful results in a

form which can be experimenta]]y verified. The desire‘to model the
steady—stafe neutra]-beam/p]asma/wa11'éystem.fn three spatial dimensions
while 1ncorbbfating the known phase—sbace anisotropies inherent in
mirror-confined plasmas has motivated the impiementation of computer
simulation techniques using fhe so-called "Monte Carlo" (MC) meth@d.8’9
In this approach. a large number of hypothetiea]}ﬁeutra]-test particle
histpries are‘trackéd on the'computer to give an épproximate, statis-
tical picture of the physical processes under investigation. Tracking
continues through successive generations 6f charge-transfer-produced

neutrals until the test particle is fonized and integrated into the

background plasma or until it escapes to bombard the first wall. Using
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this new approach, key.information regarding the spatfé], angular and
energy distributioné of the tharge—transfer-produced neutral particles
éan now'be‘obtained routfne]y. The technique is flexible so that, as
better understanding(of the relevant physics develops, new ca]cﬁ]ationai

,modu]es'maylbe easily substituted or incorporated into the overall
simh]atioh.framewokk. Finally, since the results of this simulation
‘work can be apb]igd directT& to the design of near-term mirror machines,

this study.is both practical and timely.

It is convenient to, at this point, anticipate the organization of
the presentation of the defai]ed discussion of this study.. The remaining
section of this introductory éhapter<w111_suryey‘re1ated research work
done in the modeling of ﬁeutral-beam'jnjection into mirror-confined
plasmas. - This will include preliminary scobing calculations perfdrmed
by the author as well as the work of other researchers. -While simple
.analytic and numerical models héve proven most useful in identifying the
salient problem areas,lfhe deficiencies of these approaches make clear
the need fbr.impro?ed modeling teéhniques and at the same time provide
useful corroborative checks on certain aspects of the present results.

In Chapter II, the generalized treatment of the interaction cross
‘sections ‘used in this study will be considered. The collisions of
primary interest include electron. impact iohization, ion impact ioni-
zation, 1drge-ang1e‘Rutherford scatfering and charge transfer (a]so
called charge exchange) involving deuterons. In addition to being a
_crucial aspect of‘this MC application, these cross sections are im-
bortant for 511 neutral-particle transport studies 1an1vihg fusion

plasma environments. This chapter provides cross section results for a



‘range of neutral-particle and background-plasma energies far beyond the
requirements of the specific reference cases considered in later chapters
and thus can serve as a resource for a var1ety of other ca]cu]at1ons
. The cross sections here are averaged over the plasma phase -space d1s—
tribution functions to obtain <ov> rate coefficients. The computer code
‘.MCSAVG was developed by theiautHor'to compute these rate:coefficients.
Chapfer IIT will exb]ain the MC neutra]-part{c1e-tracking tech-

'niqueé.inrented or adapted for this werk. In contrast to the over |
thirty years of experience at many research centers in MC codes for
| neutron and gamma ray transport studies, little work had heretofore been
done in applying MC-techniqpes toAneutra]-partic]e'transporf problems of .
interest to the fusion community. " This chapter will introduce the
algorithms used in the ﬂegﬁra1 Beam Injection (NUBIN) MC code developed
by the author for this study.

" Chapter IV will indicate the specific aspects and 1imitat16ns of
the mirror-plasma model used in this study. This plasma is characterized
by'the.we1]-known double-fan radial boundary proeuced by "Yin-Yang"

coi]s]o

and has separate radial and axial density profiles to exploit
the three-dimensional capabilities of the MC approach. As_noted prev-
iously, the'MC approach p]aces.few fundahenta] restrictions on the
sophistication'or cohp]exity of the plasma model. More elaborate
characterizations than used here can be eubstituted with lesser penalties
in terms of increased computation time than might be expected for
alternative numerical procedures. |

Chapter V will preeent the resu]ts.of some generaIAbenchmark

‘computations using the NUBIN code as well as detailed studies of two

-reference mirror devices, the MFTF and the FERF. Of particular interest



. are the neutra] beam trapp1ng eff1c1ency resu]ts and the first- wa11
| neutral-atom bombardment distributions in both energy and angle.
Chapter VI will consider the reactor engineering implications of
“these resu]ts for the FERF in terms of localized f1rst wa]] surface
heat1ng and sputtering erosion rates. New knowledge in these areas
can be expected to affect materaals cho{ce and optjmiiacion of'the
cherma1/mechanica1 poinf design of the first wall of that system.
Fiha]]y, since the NUBIN/MCSAVG-computer4code package developed for
this project 1is useful as an engiheering design tooivon1y if other
1nterested.researchers'with their own sets of device parameters have
practical access to it, the attached Appendix serves. as a "Computer Code
User's Guide." Discussicns of both the MCSAVG cross sectjbn averaging
cdde of Chapter II and the MC simulation code NUBIN of Chapter III are

- included.

B. Re]ated Studies.

1. Literature Review.
A-number of researchers have 1nvest1gated various aspects of
neutral-atom injection into mirror machines and have developed ana]yt1c
“and numerical treatments of the problem. However, in order to obtain
fractab]e models, various crucial approximations, idealizations and
distribution aVeragings haye had to have been made in the areas of a)
the anisotrobies of mirror-confined plasmas, b) the plasma radial and .
axial density profiles, c) the characterization of the neutral beam and
d) the calculation of interaction cress.sections, A large body of

| parallel work applied to neutra]—beam injection into tokamak devices

11-13

also exists but w111 not in general be cited further here
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A.'Futchiand<cofworkérs described]4 an early time-dependent mirror-

plasma4bui1d-up cd]cu]ation15

for a cylindrical system. The low plasma
témperétures considered'(< 1 keV) afe consistent with the available
experiments of the time [e.g. DCX (ORNL) and ALiCE (LRL)] or with the
| start-up of a more modern device. The plasma ions were taken to have an
isbtropic Ma*We]]ién.ve]ocity distribution and oniy one?generétion-of
chékée-transferfprodqced néutra]sAwas considered. These approximations
| allowed for detéi]ed concéntration on finite gyro-orbit effects as_the
injeCted neutrallatoms become ionized. A similar calculation, this time
in spherical geometry, was performed by R. Co]chin.]6
Contemporary interest.1n neutral-beam trapping calculations for the

]7, whose compilation of

reactor regime traces largely to A. Riviere
ionization and charge-transfer cross-section formulae has become‘a
standard resource for subsequent researchers. Chapfer III of the

present wofk generalizes and extends this ca]cu]atfdn of <ov> rate
coefficients. In addition to his cross-section work, Riviere was

perhaps the first to argue quantitatively that the p1asma'thickness
parameter, (nD), where n is the average number density and D is the beam
path 1ength in the:p1asma, should neithervbe so low as to allow trans-

mission of “too large a fraction of the neutral beam nor be so high asAto'

prevent.suffitient penetration of the beam to the plasma core.

2. 'Pre11ﬁipary Studiés.
" At this point in the review of previous work in the area of modeling
neutral beam injection into mirror-confined plasmas, it is instructive
to consider in gréater detail a series of calculations which will serve
to a) estab]igh'certain notational conventions and b) proviae a conven-

ient method to check'and scale the specific results of Chapter V.



A stra1ghtf0rward ana]yt1c mode] attr1buted]8 19

to A. Hunt
has been .used to study neutral-beam injection into a spher1ca1 target
p]asma under the following restr1ct1ve assumptions :

a. The radia] plasma density profi]e is uniform.

: .b.' The neutral- beam 1nJect1on energy E co1nc1des with the-
'character1st1c p]asma energy p’ |
c. The neutral beam diameter is much smaller fhan the size
of the target plasma (the "pencil-beam" approximation).
d. The injection path is throUgHwthe center of the p]asma;
giving the longest chord length D, the diameter. .
i:é. One generation of ;hafge—transfer neu;raf‘parfic]es is
considered. | | |
f. ATl charge-transfer'neutra1s are born at the center of.
| .the plasma, are directed isotropically outwérd, and have
energy‘Eo.

A§ illustrated in Fig. T, a fraction (fp) of the neutral-beam
cufrént will‘traversé the plasma without interactioh and- impinge én
the opposite éhémber wall or be recovered via a direct collection unit.
t) of the beam will undergo competing e]ectfon~
ionization,‘idn-ionization<or.ion-atom charge-transfer intefactions‘

Another fraction (f

with the.target’plasma. Ions formed in these collisions will generally

.. be trapped in the p1asma. Unless’sqbsequent‘generations of charge-

)

'transfef-produéed neutrals are reionized by later collisions, they (fw

will éscape the plasma and deposit their kinetic energy on the first

‘wall surface. Conservation of particle. inventory requires that

fotfu*tfy=1 | (1)



FIRST WALL

PLASMA

s aUNEHNEUTRALIZER———.: % ) om e
fw
Figure 1. Scﬁematic réphesentation'of neutral-beam injectioh

- f, (wall-bombardment neutrals).

into a target plasma defining the terminal fractions
fy (trapped ions), f, (penetrating neutrals), and
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" The neutral beam is atténuated exponentially as it traverses the plasma
“diameter D such that _ 4 |

: . n<ov>.D} _ . -
fp = exp |- ——}a;——— : exp {-v} o - (2)

~ where ﬁ'is the plasma number density, v_ is the neutral-particle in-

0

Ajectibn speed and <ov>; is the total interaction rate coefficient;

Whiéh is-fheAsum~of ﬁontribUtions'frbm eTectron 1onjzatj0n (<ov§ei),

don jonization (<OV>11) and ion chargé tfansfer-(<ov>cx). Numerical

vaIUes for these rate coefficients are_obtainedAusing procedures

described .in-Chapter II. The afgument_of the exponéntia1 térm on tHe

_ right-hand side of Eqn. (2) is denoted by "-y" -in the discﬁssion to follow

for notatjqna],sjmp]jficatién.-,- ' ‘ | |
Fo]]owing assumptfon f, theifractfon of fhose neutral-beam atoms

'undergqihg charge transfer multiplied by the bkobabi]ity that they

will not be reionized (assumption e) yields the fraction of the neutral-

beam current that bombards the first wa]T as

S [y ol d o [ S +'<0V>ﬁ]
-y E vy [1 - expl{-y{]exp 5 e— (3)

Using Eq. (1), the trapping efficiency becomes

‘ <dv>CX -y <ov> + <0V>11J l
ft =11 - exp {-yﬂ]'11~- <°V>T“ exp 5 vy ;;.(4)

20,21

This analytical model was later éxtended by the author to include

the fractional reionization of all successive generations of charge-transfer
neutrals, thus eliminating restriction e. A convergent infinite series
solution results in the corresponding terminal neutral-beam fractions

[distinguished from Eqns. (3-4) by the sUperscript min]. As before

Fl= . (5)
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<ov>

287;95 [1A4 exp {—Y}J exp{l%}
: S cx - .
1 - W [] - eXp{’%}J;
. A - " <ov> ' ‘
and fi = [1 - exp {-Yi] ] '“kov>;x exp 1- %-} . - (7)

{1 - §0v>Cx [1-exp P%}ﬂ u
Figure 2 presents a comparison of the two analytic models by grahhing the
neutral-beam terminal fractions as a function of the p]asma‘ thickness
‘parameter'ﬁb.' The fixed parémeters'are those of the FERF test case
summarized in Table I, |

| The Car]soﬁ and Hami]tonzz'ﬁumenica1imodel, developed as an al-
ternative approach, relaxes assumption f, a]Towing the:charge-transfer‘
neutrals to be born exponentially along the beam attenuation path. 4The
f-generation reétrfction e is retained. In comparing the 1-generation
to the'w-generat1on analytic-model, there is close agreément for the
particular ﬁgse of Table I. For other combinations of nD and Ep fhi;
agreement does not necessarily persist, however. The two models merge
for Tow values of nD at all energies as expected. For increased values
of nD, however, as can be seen in Fig. 2, the contribution made by the
'fracfiona1 1oniza£ion,0fA1ater generatiohs of charge-transfer neutrals
results in increasingly higher values of f, and lower values of f,- For
energies less than 70 keV the diSparity between the two approximations

is greater.- For hfgher eﬁergies, the relative inf]uence of charge
transfef declines and the disparity becomes negligible for Eo > 300 kéV

20

for all values of nD. The Carlson and Hémi]ton'model'has been used
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Preliminary Injection'Modéls Applied to FERF Test Case

. Characteristic plasma ion (D+)venergy;

~

E
P

(keV) |

-Charagteristic.p1asma-e]ectron'energy, Ee'(keV)

Average p]ésma‘numbef.density,-ﬁ' (1on§/cm3)

Spherical target plasma diameter, D (cm)

3,
<ov> i (em™/s)

<ov>. s (cm3/s)‘

(em™/s)

Injection atom speed, v, (cm/s)

”

Results:

*Not calculated

 Mean free path, A = D/y. (cm)

.Ihjection atom energy, EI_(keV) A

Carlson & Hamilton
Fig. 3 of Ref. 22  Refs. 18-19
(1-generation)

~0.69
~0.12

-k

Tk

~0.19

separately

Hunt
(1-generation)

0.16

10.52

0.68

| 0.12

0.20

- 1.0(10
1.08(10

: 55.0(io)'

70 ¢

7
)14
50
)-8
.4.8(10)°8
8
6
2.5(10)%
2.1
24
Mi]Tér

‘Refs. 20-21
(~-genération)

017
0.53.
£0.70
0.12
0.18
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more pecent]y by D. Bender and G..Car1son23

to'study the effeets of the

parasjtic E0/2_and E6/3 neutral beam compbnehts eXpected in positive ion
systems. These components were identified as major power 1oss'channe1s

because of charge transfer effects of the type being cons1dered for the

Apr1mary beam and have therefore been subgected to Monte Carlo s1mu]at1on
as well.

Little more can be expected from further extension.of~approaches
sueh as the Car]son and Hamilton model stnce-the incremental knowledge -
to be gainedgwou1d probably not justify the complicated a]gebraic
refinements and manipu1atiops that would have to be made. The "building
block" aspects of'the'Monte Carlo approach thus become advantageous.
'Re]ative1y simple medules can be fit easilyﬂipto a general framehork to
upgrade;the approach. ' |

24,25 has

Finally, since the inception of this project, T. Kaiser
1n1t1ated a preliminary Monte Carlo ana]ys1s of neutral-beam 1nJect1on
into: m1rrorAexper1ments (e.q. 2XIIB) using the approach of M. Hughes

and D. Post.20

. This reflects a growing interest in the use of Monte
Car]o methodé for this class of problems. The approach is somewhat
“more idea]jzed and restrictive.that that used here in order to provide
a neutral-particle transport modu]e:wfth”;apid eomputer execution‘<

capabilities for use by other code systems.
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II. INTERACTION CROSS SECTIONS

A. Overview.
For purposes of this study, the interactions of interest between
energetﬁc neutral-beam atoms and the target plasma ions and electrons

include electron impact ionization, ion impact ionization and atom-ion

charge-transfer collisions.” This study fs-then consistent with work

reported in Refs. 18, 19, 22, and 23. Of lesser importance, but easily

amenable to the MC simq]étion process, are large-angle Rutherford scatter-
fng collisions with the plasma ions. Excitation of the neutral atoms
and all interactions involving alpha particle fusion products or

impurities is neglected. While the relevant ionization and charge-

transfer cross sections for interactions involving these other species

17

are comparable to those- for hydrogenic ions, / their low density in

the open-ended devices considered here renders their influence negligible.
The question of what cross section representations to use for the

hydrogenic interactions is one of an over-abundance of information

~ rather than a scarcity. This has been a classic area for both theo-

retical and experimental 1nvestigétion for many - years; the relevant

- literature is consequént]y vast. References 27-70 represent an in-

exhaustive, cthno]ogical'bib]ipgraphy of that literature. Compre-

_hensive periodic reviews are provided by References 32, 56, 66, 68 and

70. Available theoretical treatments of atomic collision phenomena can

be‘distinguished by two Categdrizations: the'Born approximationZT’42

and the classical binary encounter approximation.28’30’34‘43’50’55’57’

58,61,62,65 In particular, the binary encounter formalism of E. Gerguoy
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55,57, 61, 62 appears sat1sfactory for treating all three

and co- workers
interactions of primary-1nterest to this study on a self-consistent
basis. This approach.also avoids the awkward notation and certain
questionab]e subsidiary approXimatjons of ‘the M; Gryzinski pro-

30 34 50,51 65, which represent an alternative b1nary -encounter

- cedures™
Iapproach These theoret1ca] methods. perform about equa]]y we]] (within
a factor of three) in predicting experimental results in the energy
range (10-100 keV).of 1nterest.29 | |

The present study uses the analytic representations of experimental'
resu]ts:as cempiied by A. R1'v1'ere]7 for hydrogenic co]]isipns as they |
- seem adequate and prov1de commona]ty w1th other work. 18,19,22,23,71
~The exclusive cons1derat1on of deuter1um<atoms and ions assumes that
the'Cross sections depend only on the relative collision speed and not
on the‘masses of the isotopes into]ved as has.heen‘experimenta]ly
'verified to within twe percent for hydrogenic c011isions_in the energy
range 20-55 keV 64 N

- The rema1nder of Chapter 1T con51ders the severa] representat1ons
- of the microscopic interaction cross sect1ons and the procedures for
obtaining the corresponding phase-space-averaged <ov> rate coefficients.
The interface with the MC code is considered in Chapter III.

- B. E]ectron-Impact Ionization.

For the ionization of atomic hydrogen by e]ectronlimpact, A.

17

Riviere * cites the classical theory of M. Gryzinski.48 Correcting

typographical errors*-in.both sources, the expression for the micro-

The required numerical coeff1c1ent is o_ = mwe", which for U in eV
units becomes 6. 52(10) 1% which is g1veR as 6.52(10*!"* in Ref. 17
~and 6.56(10) 1% in Ref. 48. .
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scopic electron ionization cross section oei(cm ) bécomes

-14

o - 65200 Ul gy (8)

el

[%H 3/ [f ‘+' %(1 - %) an (2.7 '+ /771_)] ,_,’

U is the hydrogen ionization potential (13.605 eV) and x is.the,ratio
of the electron energy Ee(eV) to U. 'Eqn. (8) is plotted in Fig. 3

where o_. is a function of electron impact energy. There is a threshold

ei
for ionization at Ee = U. The peak cross section js 8(10)" ]7cm2 for

jEe ~ 50 eV. ‘Above Ee ~ 100 eV the cross section falls off approximately

-1

alee . This analytic reprééentation is a good fit to the available

expefimenta] results < 20 keV.

C. Ion-Impact Ion1zat1on
The m1croscop1c cross section for the ionization of atomic hydrogen

by protons has been measured by W. Fite and co-workers36'1n the enerqy

41

range 7-40 keV and by H. Gilbody ‘and J. Ireland for 60-370 keV. Atl

higher‘energjes ionization by protons is assumed to be equiya]ent to

'1onizatiqn by e}ectrons impacting at the same speed. The following -

17

analytic expressions ' are used to give the hydrogenic. ion-ionization

cross section 0]1(cm2) as a function of proton collision energy E(eV):
) .

1og10 jj = 0-8712 (1og]OE) +8.156 (log,, E) - 34.883 (%)
o | | for £ < 1.5(10)° eV ,
o = 3.6(10)'1? £™' 10g,,(0.1663 E) o ~(9p)
| | for > 1. 5(10)° eV
-The curve 1abe1ed i" in Fig. 4 plots this express1on The peak cross

)4 2, about

section occurs for E ~‘7(10 eV and is oy~ 1.7 1Of16 cm
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Figure'3. Microécopic cross section for the ionization of
hydrogen by electron impact as a function of electron
_ impact energy. '
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Figure 4. Comparison of analytic representations (cf. Riviere, Ref. 17)
for the microscopic cross sections for proton ionization (ii)
and charge transfer (cx) collisions with atomic.hydrogen as a
function of proton impact energy.
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‘twice the maximum of g The normal E'] dependence is also seen here
at high energies;' The agreement of the analytic expreésions with the

experimental data is satisfactory as can be seen in Fjg. 1 of Ref. 17.

‘D.  Charge Transfer.

The- m1croscop1c cross section for charge transfer by protons in

36

'atom1c hydrogen has been measured by W. Fite and co-workers in the

52

energy range 0.4-40 keV and by H. Gilbody and G. Ryd1ng for 38-130

keV. The following analytic expressionI7 gives this cross section |

‘ oé*(cmz) as a function-of‘proton energy E (eV):
' ' 0.6937(10)'* (1 - 0.155 Tog,.E)

g = . —
ox C 1+ o0amzo) 4 g3

2 .
(10)

- The curve-]abeled "ex" 1n4Fig; 4 plots this expression; In contrast to
the ionization case of -the previous section, the charge transfer cross |
section contindes td increase ae'E decreases. This suggests that for
neutral-atom injection into a plasma with a distribution of ion energies,
charge transfer will preferent1a11y occur between the neutra] atom and
those plasma ions hav1ng velocity vectors tending to minimize the atom-
ion collision energy E. For energiesaabove 80 keV the charge transfer
Cross section,dropstbe]ow the protonlionfzation cross section and |
continues to fall off sharply as E increasee. 1The agreement of the
analytic expression with theAexperimenta1 data'is reasonably good as .

can be seen innFig. 2 of Ref. 17.

E. Large-Angle Rutherford Scattering.
This sectionldevelops,the formalism for the MC simulation of the
“1arge—angTe" scattering of neutral atoms by ions. An arbitrary criti-

cal scattering-angTe-eutoff can be .used to suppress this process relative
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to the iohization and charge-transfef processes. considered in prior

sections of thjs chapter. It is useful to do this in order to maintain

commonajty with the other neutral-beam injecfion models discussed in

. Chapter 1 whichlomit this effect. At the same time, however,'there is

' an(incentiye-to exploit thé latent power of the MC method by'anticipatfng

new research opportunities. |
For a neutra]Atést bartic]e witH.mass m].and charge number‘Z] moving

through a background plasma composed of electrons and ions having mass my

and ‘charge number 22, the classical differential scattering cross Section

per atom for interactions between the test particle and the ionsvis73
- .. 272 .
dops | L1Lp¢8 R 1)
| H VR Hem

where e is the electronic charge, Vo is the relative speed of the atom
and ion, p = m]mz/(m]+m2)'is the reduced mass, ;nd Hem = coé Oem is the
cosine of the center of mass (cm) scattering angle O The subséript
"RS" denotes Rutherford scattering. The point-charge, Coulomb-field
idea}ization.imp1icit in Eqn. (11) fails for both large and small 1mpa¢t
parameters for the neutral-ion collisions considered. Fof large

~impact pafameter b, the screening effect of the plasma electrons as well
as fhe bound electron(s) of the test particle cause the scatterjng po-
,tehtial to fa]i of f more rapidly than r'], resulting in an effective
minimum Vé]ue for ecm' For the case bf small b, the finite size of the
nuclear charge distribution introduces an upper limit to écm’ " The appro-
priate extremal va]ues-fpr‘ecm can be obtained under-various_assumptions

74

from J. Jackson. Integration of Egn. 11 over all solid angles yields

‘the Rutherford-scattering cross section'oRs(cmZJ as a funct1on of Vp!
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52
o '2122;{ 1 (12)
RS 7T wvg TR RN -0
For purposes of this study Moin = mz/m] and ”méx corresponds to a

critical 'scattering angle denoting the transition between relative

‘dominance of large-angle scattering over ‘cumulative small-angle col-

lisions. Choosing “ma# = cos 1°.allows the c]aim73

that there is a’
probabi]ity of 0.85 that cumulative small angle collisions will not

exceed ~ 6° for neutral-atom path lengths less than the mean free path

: for a 1ar§e—angle scattering event ARS" Thus; small-angle collisions

‘whichAwi11 tend to broaden the beam can be neglected relative to large-

angle coT]isions.‘ Also, in this application the 1° cm scattering angle

corresponds to ~ 2° in the lab frame, repreéenting only a slight

~ perturbation by beam broadening of the overall simulation problem for

the case studies of Chapter V.

F. Target-Plasma Phase-Space Distributions.
thlé-mirror?confihed b]asma electrons are usua]]y taken]7 to have
n isotropic MaxWe]]ian velocity distribution,Athis is not the case for
the ions. The ion velocity distribution is distorted by.neutra]-beam
' 75

soUrce'effects and by loss-cone phenomena. Fo]]owihg J. Holdren'™ it

"is assumed that the ion distribution function f2(¢2) is azimuthally

invariant [M(@) = 1] and approximately separable in the u and v com-
ponents of velocity; u being the coéine of the ahgle 8 between the ion
velocity vector and the local magnetic field vector B, and v, being the

speed of the ion. The further approximation that B is nearly parallel

"to the system axis is a good one near the central region of confinement

where the neutral-beam is likely to be injected and will be invoked to
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simplify-the MC simulation in Chapter III. Thus, to flrst order in angle,
ey ‘ .
.2 :
- where M(u) is ‘the lowest eigenmode of Legendre's equation :

. 2 . ) .
(1-u%) 9-% 24 gﬂ-+ AM =0 ‘ (14)
du '

for [ul < T, M(w > u)) = 0, M(-u) = M(u)

vq1/2

For application tb mirror devices, uy = [(R* - T)/R'] = COS eo, where

eo'is the critical loss-cone angle. Particlées whose ve]ocity vecto?é are
within eo of B afe not miﬁroree and escape from the system. R' is the
effectiveAmirror ratio in the presence of an ambipolar potential, o)
'def1ned in terms of the vacuum mirror rat1o R such that
' R"R/(] +22e<1>/mv2) . ~ - Q15) .
In mfrror devices, the velocity distribution of electrons is assumed
fo be in approximate equilibrium, allowing use of a'Maxwe1]ian‘speed
'distribution‘and the'défau]t isotropic case, M(u)=1, corresponding to
;Rf=w. The effects of the amb1po1ar potential ed cutoff on the electron
energy d1str1but1on funct1on are neglected for present purposes. This
should introduce only minor errors because the electron contribution to
the beam trapping'is relatively sma]]j Maxwellian, isotropic distributions
are typicé]]y assumed for both 1onsland e]ectroﬁs in tofoidal devices.
For ions in mirror devices, the following expression75 (normalized
te be unity at p = 0) is used for the first normal-mode angufar dis-
tr]b;t1on; 02 N (3u02 - 1) log LO1 - w2)/ (1 - uoz)]
M(u) = — 5 5 . (16).
oy = (BugT - 1) Tog, [0 - w ]

)
- For convenience in some applications, this expression may be approxi-
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mated?6 to wfthin 10% by -. '

M) = 1 - W, for R < 1.5 L (17a)

M) = 1+ Tog (1 - uw8)/Tog R, for R > 1.5 (17b)

© Equation (16) was used for the numerical computation of mirror fate
B coefficieﬁts. The.behavior of Egn. (16)'1s'shown for two t&pica]
mirror ratios, R"= 3 and 10;»in_Fig. 5. |
in mirrof devices; loss—cone-effects and particle injection at
energy Eold{stort the energy distfibution function of éohfined ions.
The expected steady-state ion energy distribution functions for mirror
‘ratios R' =3 and 10 have been computed using Fokker-Planck techniques '
by kuo—Petfavic and co-workers.77’ The fo]]dwing éna]ytica] expressions, -
having the same.funcfiqna1 fofms (bﬁt'modified coefficients) as. those
suggested by Riviere]7, are used ‘to represent these enérgy distributions :
for R < 3, and 0.18 < E/E_ < 1.0
| f(E/EO).= 1',316(E/E0)2 + 2.831(E/Eo) - 0.515 , : (18a)
| | ‘fqr R' =3, and 1.0 < E/E_ < 2.5
f(E/EO) = 1.52 - 0.95[-3.69 + 5(E/E,) - (5/50)2]1/2; (18b)
for R’ = 10, and 0.05 < E/E, < 1.0
f(E/to) - 1.00 - 1.4251[0.85 - (E/E,)]°, (19a)
for R' = 10, and 1.0 < E/EO < 2.5
F(E/E,)- = 1.52 - 0.95[-3.69 + 5(E/Ey) (e )VE L ()
AThesé new expressions more,c1ose1y reproduce the desired energy dis-
tribution shapes, in the author's opiﬁioﬁ.
An equiiibrium Maxwe]]ién energy distribution function with kT = Eo
Vand normalized to the same under-curve area as Eqn. (18) such'that
F(E/E) = 1.45(E/E,)"/ 2 exp(~E/E,) | | - (20)

is graphed for comparison with Eqns. (18-19) in Fig. 6.
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Figure 5. Angular component of the mirror loss-cone plasma phase-space
distribution function vs. u, the cosine of the angle 6 from
the magnetic axis, for two typical -effective mirror ratios,
i.e. R' = 3 and 10. '
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- Figure 6. Energy component of the mirror loss-cone phase-_spa-ce distribution
: for two typical effective mirror ratios, i.e. R' = 3 and 10.
A Maxwellian distribution is shown for comparison.
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G. ‘Phase-Spece-AveraQed Cross Sections.
1. Method.
If,. as is often the case, the speeds of the plasma particTes'ére
comparable to the test particle sbeed, it is necessary to average‘the

Cross sect1ons over the p]asma phase space d1str1but1on to obtain the

<gv> rate coeff1c1ents for the’ 1nteract1on processes

The forma] definition of the rate coefficient begins by considering
the distributions. of two distinct partic]e_species in 3-D phase
space.78 The first particle species has the number density b and the

Ve]ocity‘dfstribution f](V]) such that the number of these particles in

-an <dincremental element dV]'is given by n]f](v])d3]. These particles will

interact with a number nzfz(Vé)d32'of'the second particle species in

the element d72 at the rate: .
-> > > -> > N
dR —An]f](v])nzfz( 2) |v] - v2| o(|v] - v2|) dv]dv2 | (21)

. where IVj - VZT is the relative speed of the two interacting particles

end o(IVj - 72|) is the mitroscopic‘cross section (assumed to be
fhnctiona]]y dependent upon the relative speed) for the reaction
process under consideration.

The total reaction rate, R, is the sixfold 1ntegra] over all

~space, viz.,

’ > > - > >
= hn, f () fz(vz) ¥ - Tyl o[y - Tyl) diyd,.(22)

‘The hu]tip]e integral in the above expression may be interpreted as the

interaction cross section averaged over the entire range of relative

speeds, suitably welghted accord1ng to the d1str1but1ons f]( ])'and

This quantity is called the rate coefficient, <ov>; which is

fz(?z).
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defined as follows. | |
] o - . -> ‘ -> -> > - - > >
wvz [ B0 1, [T - Tl ol - Tyl) &, (23)
TV, V.
1 72 :
Now the rgaction~rate may be conveniently expressed as the product
of the number dénsities of. the dissimilar_paftic1es and the reaction
coefficient, namely .'
. | " R = nyn,<ov> . 4 A'\V ' N (24)
This should, of course, be consistent with the familiar form
R = ;% , o ' '.(25)
where w]iis a flux of test particles incident upon a target population

with macroscopic cross section L. Equation (24) may be cast in the form

R
LgV> — ' (26)

R = n,n
] 2‘ .y]

which, under the usual definition, w] = Mvys becomes

] <ovs | . v
R=wny 7= @
Thus,-é genera]ized expression for the macroscopic interaction cross
section is éeen to be ,
- <ov> : . ' '
It may be remarked that in the cold plasma limit of Vo<<Vq, <ov> reduces
‘to oV, and the reaction rate again becomes
| | R =:w]n20 = §I - . (29)
as required by Eqn. (25).
| In order to apply thé formal definition of the general rate co-
5efficient presenied as Eqn._(23) above, it is necessary to nerfornm

"some further manipulations. Consider a test particle characterized by
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’ - the .velocity distribution 'f](V]) as'it trave]s through and interacts

with a population Qf field particles with the distribution f2(72). For

2 test parfiéle with speed, Vis and angular orientations, ¢t’ and v

AAU£ = cosf,, using the Dirac delta function‘and spherical éoordinate

system, fhe normalized test particle velocity distribution is

0 =
1

8(vy - vy) (0 - 9,) 8wy - w) . (30)
= | .

" The relative speed, |71 -.Vzl,'of the test particle and a field

particle is given by

‘ _ _ ' vp = |v] - v2| = [y] + v22 - 2v]v2co'sy]]/2 | (31)

where vy is the angle between the two particles' velocity vectors and is

‘ A | given'by . :
- oy = cos” Tuuy # A ? Aeuf cos(eg-0)] (32)
| The incrémental phase sbace elements are defined as follows |
| iy = vy ey deydy  (33)
"dVZ_EfVZZ'dv2d¢2dp2 . o | (33b)

Using Eqns (30-33), Egn. (23) may be rewritten in the form

. 1 q2m +1 o 4 |
'<0v>=/ f ]_/ / / —‘]—Zé(v]-vt) §(07-94) S(uy-uy)
i : '

a2, 2 e, 2 2
f2(v2) [v] v, - 2v]v2cosy] o(vR) Vit v,

X dv2d¢2du2dv]d¢]du] . | | ' (34)

This expression may be readily integrated over the Subscript npn
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variables using the sifting property of the Dirac dé]ﬁa function to
obtain |

+1. 21 e .
<oy> = '{‘f .4:.-4: fZ(Vé) [vt2 + v22 - 2vtv2§65F]1/20(vR) vz2
Hy 05 V7 |
sx'dy28¢2qu2' o | | A | (35)

" where, from Eqn.-(32), it is seen that

r= cos°][utu2.+ /i—ut /i cos oy = 0y )] (36)-

and_ the cross section is evaluated such that

A]so,'Eon (35) hﬁst be normalized such that
+1° r2m ' ' | A
f f / vl dvdpyduy = 1 L (38)
H2 | - |

In order tovmake the integratiqns over the energy distributions
Qf the previous section compatible with Eqn. (35), it-is necessary

to apply the transformation

(E/Ey) nax E Ymax -
/ - F(E/E,) d(E/E,) =/ F(v2/v 2) B v o (39)
E/E i _ 0 Vmin Voo o
'where Eo = %— 2v 2. Inspection of Fig. 6 suggests the Timits of
. jntegratjon in E (39) to be '
(E/Eo)min = 0.18, forAR' =3 ' (40a)
= 0.04, for R' =10 . (40b)
(E/Eq)max = 2.5, for both R' = 3 and 10. o (40c)
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A FQRTRAN'program ca]]eo MCSAVG has been developed which numer-
ically integrates Edn. (35). A three-dimensioha] rersion of the Gauss-
Legendre quadrature technique is used to perform the required inte-
grations. This method requires that a Standard'variable transformation
F(x)= (b-a) F[a + (b-a)t] dt (1)
be app]ied-to each of the phase-space dimensions in order that the
integrations over the intervals [a,b] may be more oonvenient]y per-
formed over the unit interval [0,1]. "Such data as mirror ratio, test

and field particle identities; test particle velocity vector and

.magnetio field. vector orientations, and piasma energy are set at the
user's option. Specifications of either Maxwellian or mirror energy'

‘distributions and either isotropic or loss-cone angu]ar'distributions'

are also made. Program results are presented in tabular form as

fonctions of test particle speed and kinetic energy. Once such rate

coefficient tables are available for a series of representative pa-

rameters spanning the regimes‘of interest, an interpolation scheme may

. be employed to approximate intermediate values not themselves obtained

by actual integration.
‘Use of the MCSAVG code is discussed -in the Appendix. A FORTRAN

Tisting of the code is available from the author on request.

2. . Results. A

Figures 7—8~depict ion-impact-and charge-transfer rate coefficients
caicu]ated»by‘MCSAVG according.tO'Eqn. (35) above for the case of
neutral deuterium.test particles in a background of deuterium ions

having'the Maxwellian energy distribution of Eqn. (20) of the previous

section and an isotropic [M(p)=1] angular distribution; Eo the

>
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Figure 7. D-D 1on-1mbact'ionization rate coefficients as a function
of neutral test-particle kinetic energy for a Maxwellian,
isotropic plasma with various characteristic energies EO.
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characteristic energy of the background distributibn is varied as a
parameter for representative values in the range [0.1 - 300 keV].
Results are plotted as a functibn of the D° test particle kinetic
energy (eV). For values of E0 < 100 keV and test particle energies
‘Iess'than ~ 100 keV, cﬁarge<transfer is the dominant processes. The
| jon-idnizetion rate coefficient is insensitive to the neutral test
particle energy for Eo,>A50 keV. .For all values of EO the charge
transfer rate coefficient tends to fall off sharply fof test particle
..energies in excess of 100'key. Finally, for test particle energies
| < 10 keV both rate coefficients are rather strong functions of Ed.

In Figs. 9-10, -the Maxwellian speed distribution has been re-

placed with the R;Qf 3 mifror‘]oss-tone speed djstribution of Egqn. (18).
‘The isotropic angular distribution has been retained. The alternative
sbeed distribution produces non-trivial changes in the resultant rate
eoefficients, suggesting the desirabi]ity of accurate representafions
- of the plasmas used in neutral-particle transporf calculations. As
in Figs. 7-8 for very enefgetic test particles (i.e. those whose kinetic
energy greatly exceeds Eo) the influence of the distributed prasma
background becomes small and the rate coefficients tend toward asymp-
totic limits. Fek neutral test particles whose kinetic energy is much
1e§s than‘E0 the rate coefficjentéAare<depressed. For neutral test
.particie.kinetic-energies near Eo,'the'chafge transfer rate coefficient

can reflect the effect of increasing values of microscopic cross section

- for low relative energies seen in Fig. 4 and as well as the concentration

. of jons with ehergy near Eo seen in Fig. 6 such that the rate coefficient
can 1ncrea§e significantly before ultimately falling.off similar to the

Fig. 7 result. In Figs. 7-10 as theé test particle energy greatly
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exceeds E6 the average <ov> tends toward the limit oVy as expected.
The isotYOpﬁc results have been checked against LLL éaTuc]ations.79
-Qua]itative_confifﬁation of the 100 keV curve of Fig. 10 is also
avai]ab]e.go |

TheAiqnaimpact iqnization,resQ1ts are not.significant1y affected
by the next'modificafion — the fnc]usion 6f the mirror loss-cone
angular distribution. However; the charge-transfer rate coefficient,
which 5ncorporates é large contfibution from thosevions with velocity

-vectors'close to that of the neutral test particle, ié depressed-when
the neutra]-partic]e'orientatidn is within the loss cone (i.e. Hy <
Au < 1). For the particular case of R'.= 3 (uo ~"0.83)‘and Eo =70 keV,
Fig. 11 plots the charge-transfer rate.coefficient as a functfon of
injection angle 61 With respeﬁt to the magnétic axis of the systeh.
,vNear-perpendicu1ar injection tends to maximize the relative probability
4of’charge fransfer. ,The'magnitude of the effect depends on the in-
'jection'energy and,is.moré.pronounced for injection energfes much
gfeater than EO,'whére theAre]ative energy is more likely to 1ie in the
'Asharply fa]Ting tail of the charge transfer cross-section curve of Fig. 4.
‘Taking the'perpendicu1ar injection case (ei = 7/2) the relative
importance of the ion-impact ionization and charge-transfer processes
as a function of injection ehergy is shown in Fig. 12 for the same
particufaf case of R' = 3 énd E0 = 70 keV.. Reference 72 includes simi]af
curves'for other 1njectioh angles between 0 and /2 radius.. The charge-
trénéfer rate coefficient exceeds that for ionization for injectﬁon

energies < 70 keV.. At higher injection energies than 70 keV the charge-

transfer rate coefficient drops off sharply. The jon-impact ionization
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depicted. The ion-impact rate coefficients in contrast are in-
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curve is much Tess sensitf&e fo'the kinetic energy of the 1njected
neutra] test particle. | |

The final rate coefficient of 1nterest is that for e]ectron 1mpact
ionization. The‘e1ectrons are taken to have a Maxwe111an~energy dis-
tkibution.characterized'by-Eé << E, in a tyhica} mirror machine. Since
the mean electron speed is usually much greater than neutral test
particle speeds the rate coefficfents ca]cu]ated according to-Eqn. (35)
are found to be essentially 1ndependent of the test part1c1e speed. |
17 (

VF1gure 13 compares the resu]t of A. Riviere so11d curve above

103 eV) with the results of thenpresent calculation (interpo]ated

between three specific cases calculated). Above 103

eV, the region
of interest to this study, both sets~of results can be conveniently
approximated by

<ov>,. ¥ 2. 32(10) 60 - (42)

The solid curve has been extrapo]ated (the dashed portion)"to energies
be]ow 103 eV, an energy region not cons1dered by Riviere. Here, the
Eqn. (42) approx1mat1on no longer well represents the resu]ts of the

present calculation.
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III, MONTE CARLO SIMULATION.METHOD

A. Overview. |

The Monte:Car1o (MC) method can bevdeséribed as a stochastic mbdei
of a mathematical or physica] process "repreﬁenting the sd]ution of a
problem as a paramgter of a hypothetical population and using a random
i séquence of numbers tb construcf a'sample of fhe population, from which .
statistﬁca] estimates of the parameter can_be obtained.“81 Although

9,81

antecedent work of .a similar nature can be identified the contempé

orary use of .the method and its name can be traced to Manhatten Project

82 Develop-

_activities at the Los Alamos Laboratory in the mid-1940's.
ment of the method has been rapid and extensive, particuiar]y in the
area of neutron and phbton traﬁqurt studies, and its growiné popularity
parallels the progress made fn the availability of advanced high-
épeed combuter$i8]'88

The transport bf neutra]Apartic1es in a plasma medium is analogous
to_the transport of neutrons in a fission reactor medium. First, the
<1nteraction of the_fest—partic]e popu]étfon with the background plasma
can be représented by the éuperposition‘of individué] projectile-target
collisions. This follows from the screened Coulomb potent1a1‘of the |

néﬁtral particles which makes the relevant interactions (see Chapter II)

"short-range" with respect to the.characteristic interparticle distances
in the plasma.. The density of neutral prqjecti]e particles is smé]]

enough that self-interactions and collective effects involving neutral

particles are ignored. This allows for the sequentié], one-at-a-time
treatment of individual neutral-particle histories. Second, for heu—'

trons in a fission reactor, a distinction is made between absorption

and scattering interactions. For neutrals in a plasma background, the



43

analogous absorption interactions are the ionization collisions, which
remove.partic]es from the projectile population and integrate them into
“the backgrodnd medium. Conventional scattering collisions have their
- analog in the chargeFtransfer'co]]isions, which effectively make test
_'pértic1e5'ﬁjump"'frémﬁone 5oint;1n-pha3e-space‘to another. Finally;
.between sucCe§SiveAco1lisibns, if gravitation and higher-order e]ectrjé
and magnetic moments of-the neutral partfc]es are neglected as is the
usué] practice, there are no forces acting on the neutrals. Thus, as
for neutrons, the consequent particle motion is characterized_by con-
s;anf.velocity such that the overall trajectory is composed of a series
Adf connected'1ine'Segments'where scattering collisions provide the
tranSitionS,between successive ‘legs. ‘The neutral particle history
términates in either an ionization'co11ision or escape from the finite
plasma and bombardment of the}first,wa]].

89

Recogn%tion " of this essential correspondence between the neutron

and neutral transport. phenomena has recently led to attempts.to apply

compufationa] techniques“originally developed for neutron and gamma-ray

studies to plasma app]ications.go'g4

95'98 and subsequent

The MC method has been the tech-

24-26,99

nique selected for this studies. A1l of

these épplications may be interpreted as treatments of various forms of

the Boltzmann 'transport'équation.89

Thjs study treats the steady-state
Tinear transpokt problem Whérein'the assumed plasma background is held
ffxed._ A se]f-cons{sfént adjustment of plasma conditions would require
Aa more general, nonlinear treatment. The MC approach is of particular

interest to the study of mirror systems in that incorporation of compli-

cated geometries and known phase-space anisotropies is possible.
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The“defin{tion of the MC method at the outset of this section

mentions the.requirement of a random sequence of numbers. In standard

practice the procedure is to call upon the system software of the

computer. be1ng used for the MC simulation to generate on demand a

.'sequence of pseudo random numbers d1str1buted un1form1y on the rea] unit
'interVal.[O,1]. Suitable mathemat1ca1 transformations are then made to

. sample the appropriate brobabi]ity density fdnctions. The sequence of

random variables thus obtained should satisfy the additional require—'

ments that the cycle Tength of the sequence is long compared to the'v

‘demands of thé’particu]ar problem at hand and that there arelno signifi-

cant serial correlations between anycparticu1ar "random" number gn and

Enk TOr K =1,2,3,... The subject of pseudo-random number generation

100-105

is in 1t§e1f a large research field and will not be treated in

- any more detail here. The ability to use one of chese algorithms to

recreate the sequence of random numbers is an édvantage in debugging the
MC. code, it should be noted.

The remainder of this chapter will describe in detail the specific

MC techniques invented or adapted for use in this study.  These include

the techniques for neutral-test-particle tracking, choosing the charge-

transfer "scattering” angle using~avrejection technique, reducing the

statistical var1ance of the resu]ts, 1ncorporat1on of the rate coeffi-

cient results of Chapter 11, and mon1tor1ng the convergence of the

"results. The NUBIN code package thus developed becomes the f1rst'too1

cepable of treating the effects of three spatial dimensions and the
plasma phase-space anisotropies expected in mirror fusion systems.

The availability of results from this code makesAmeaningful engineering



45

calculation (such as those of Chapter VI) possible for use in the

design. of these systems

B. Neutra] Test-ParticTe Tracking.
‘ The basic mechan1sm of the MC s1mu1at1on is the track1ng of neutra]
;test part1c1e h1stor1es from some spec1f1ed source through a series of
1nteract1ons with the background p]asma to eventual termination 1n
either ionization or escape from the finite plasma. The neutral test
particies are advanced through the plasma along a sequence of connected
- Tine segments from interaction point P(X' Yi’ Zi) to P(Xi+], Y1+1’
1+]) until a termination cond1t1on is sat1sf1ed The 1nitia] point
P(Xo’ Yo’ Zo) represents the source. ~Figure 14 illustrates a typical
test-partic]e history. The neutral partic]e'is injected along the
vector T(B, ¢) into the spherical target p]asma With radius Rp centered
at P(a, b, c). The angle a indicates the possible finite angular di-
‘vergence of the beam. fhe plasma is arbitrarily partitioned into
) suuregiens (cells) of radjus r and r, = Rp so that internal distri-
butions of events (e.g., the radial profile of beam trapping) may be
reso]ved.' In actual préctice more than two such cells would generally

be used In the nonanalog simu]ation scheme discussed in the next

sect1on, the particle 1s initially ass1gned a weight- va]ue w A],‘Which

s adJusted at each 1nteract1on point (1nd1cated by the closed circles

1abe1ed 1, 2 and 3 in Fig. 14) to reflect depletion of the beam by
ioniiation. At.eACh such interaction a new test-particle velocity
vector is obtained by sdmp]ing from the ion population to represent the
trajectory of a charge-transfer-produced neutral. A bookkeeping pro-

-cedure monitors the crossing of boundaries (indicated by the open
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‘extrapolated to impact the first wall at radius Rw >R
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.14) until the test particle escapes the plasma and is

p‘(point 4 in Fig.

’14)." The rémaining weight-value w4'represents the estimate of the;

inefficiency of the beam trapping. Many such histories are’fo]]owed‘to

' give the aggregate statistical picture desired. A convefgence criterion

is discussed in Sect. 6 below.

As the neutral tesf particle moves through the pTasma a distance s,

the probability thatan interaction will occur in the incremental

distance‘ds at

s is equal to Ids. Here T is the total macroscopic

interacfjon cross Section p?evious]y defined as th. (28). % could well

be dependent upon Tocal plasma;properties as s varies but for the

present illustration I is assumed to be spatially uniform. The prob-

ability f(s)ds

that a test particle will have its firsf'interaction in

ds at s,is equal -to. the product of the probability that the test particle

reaches s without interaction and the probability that an interaction

will occur in the incremental distance ds, which gives the exponential

density function-

f(s)

The’cumu1ative

F(s)

For this case

F(s)

1e’?%, 0 <s <, L constant '
' (43)

0 , $ <0
distribution function F(s) is defined in the usual manner

/f(s')ds'- L - (4d).

B o o]

{ 1-e755, s > 0

0 ,s<0
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To select analog samples from f(s)'the inversion technique™™ is employed.

That is the equation

E=F(s)=1-e", s>0 ‘ (46)
is solved for s as a function of £ such that
Cs=-rhanQee) 0 . | (47)

 If‘psequrandom numbers gi‘distfibuted uniformly on the unit real
interval [0, 1] are substituted into the righthand side of Eqn. (47),

tHe corresponding values of S5 will be exponentially distributed over

the semi-infinite interval 0 < s < =. Further, since the sequence (1—&1)
is random if and only if the corresponding sequence &5 is, Eqn. (47) may

" be rewritten

S'i == Z-] R'n(g1) > i=1,2,3,... . (48)

In general the macroscopic cross section £ may functionally depend

upon s through 'Eqn. (28) if n=n(s) such that Ean. (43) becomes
. | . : L
Z(s) exp (—..f Z(s')ds') ', 0<s <o
fsy= {7 | o (49)
In contrast to the inversion procedure used to obtain Eqgn. (47) from
Eqn. (44), the distribution function F(s) obtained from Eqn. (49) may be
‘awkward or impossible to treat similarly. An alternative sampling
pfocedure has therefore been implemented in the NUBIN code in which
a nonanalog (i.e. weight estimators, not individual particle
hiétories, are propagéted through the simulation) scheme samples the
- distance to collision for arbitrary £(s) along the test particle tra-
jectory and yields an unbiased estimate of the true number of collisions.

The extensive discussion of this approach found in Reference 106 will

not be recapitulated here. Figure 15 illustrates the procedure for
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computation time at large C(x) values.

50 -

samp]ihg‘the'distance to’co]iision s. The scheme 1hvo1ves a) sampling

the distance to a tentative collision point using a constant cross

~ section C(x)X(x),‘Where X is the current test particle position and C(x)
~is an dbpropriate]y cHosen sampling mu]tip]ier,_b) advancing the test

- particle to the tentative collision point, c) possibly altering the

particle's weight-value W, and d) either accepting the tentative col-

- lision point as a "rea]“,interaction point or rejecting the tentative
‘ coi]ision point and returning to a) above to sample a new tentative
collision point and repeat the process. For the case of I(x) = constant

- and C(x) = 1 this scheme reduces to the usUa],ana]og method. -The values

of C(x) are assigned to each plasma subregion (see Fig. 14) in a manner

" -which attempts to optimally resolve the tradeoff between the possible

" introduction of increased variance at small C(x) values and increased

106

A‘current 1nteract1on'ponnth(Xi+]; Yi+], Zi+])-1s determined to

the previous interaction point by the standard geometric relations

'X1+] = Xi 4+ se ' (50a)
Yigg =Yyt sm | - (50b)
Zi+1 = Z; +sn . co . (50c¢)

The ‘quantities &, m, n are the direction cosines of the test particle
velocity vector, which in terms of the spherical coordinates 6 and ¢

are given by

2 = sinBcoso. (51a)
m = sinBsing o ' _ (51b)
n = cosé o - - (51c)

The distance to'the interceptioh'of the plasma boundaky is .found. by
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substitution of Egns. (50a-c) into the equations describing the plasma

surface (see Sect. A-2 of Chapter IV) and solving for s.

C. ReJect1on Techniques.

Once a neutral test part1c]e has been advanced to a "rea]" inter-
'~‘eetjon po1nt,us1ng'the procedure descr1bed in .the previous section, 1t
becomesbnecessaryvto seiecf a suitable charge-transfer interaction
partner from the background ion-populétion. This is accomp]ished using

a multidimensional rejection samp]ihgg8 from the probability density

functione ‘
| K f (v2/v2) M) o (vp) v (v/vE) ~
vy s §) = R R P (52)
| S | “ex . o
where K = a normelizétien constant .
f(vz/vg) = the ion energy distribution function from Eqns. (18-20)
M(u) = the p]asma angular distribution function from Egn. (16)
VR = the relative collision speed
ocx(vR) = the micrqspopip;cha}ge-transfer cross section from Egn. (10).

'This particular density function ircorporates the relevant charge-
'transfer collision physics 1n.that those jons with velocity vectors
tending to maximjzeif(v; H, ¢) will be preferentia]ly seieeted. Also,
-.since it is assumed that no ions still in the system are in:the loss-
cones, no’ charge transfer neutra]s will be produced with velocity
| ivectorszjn the 1osslcones. Thus, the: an1sotropy of the plasma will have
considerable influence on the neutral-particle bombardment of the first
wall. |

Sampling is accomplished by chbosing the four pseudo-random numbers

E], £0s &3 and £4 from [0, 1] and interpreting P[X, Y,. Z] =P [a+
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.g](b—a), c o+ Ez(d—c), e +.£3(f-e), €4] as a point lying in the hypercube
containing f(y, U, ¢):such that a <v <b, c<nu<d, e<déd<fandO
<g 5_1.i If g, < f(X, Y, Z),then P(X, Y, Z) is accepted as a sample
- from f(v, u,‘¢); if not, the process- is repeatéd until a sample has been
A obta1ned'éuccéssful]y{‘_The term Jrejectfon technique" is apblied
beﬁéuse not all generated éahp]és:ére~ﬁsed( The computational ineffi-
' cienconf rejecting samb]es‘is tolerable if the average work required
" per sample is less than tﬁat which on]d be required to obtain samples
from an alternétive.numerica] inversion technique,‘if.such éxists.
In -the MC code NUBIN this rejection procedure is conducted by SUBROUTINE-
 REJECT, the computation51 flow of which is illustrated in Fig. 16.

Thé suécessfu]ntripiet (X', Y', Z2') is Qsed to ‘determine the
corresponding values of (v', u', ¢') which define the velocity vector of
the'sampledbion participating in the charge-tranSfer collision. Under
the assumption that .no momentum is transferred in such collisions the
~ion (now neutra]izéd)ﬁwi]];continue to move with that same ve]ociﬁy.
‘This new neutraT is now taken to be the test particle of interest and
fo]]owed along its trajectory to a subsequent interaction. At each

“interaction the weight-value is adjusted to reflect local jonizational

trapping’by the updating procedure

<gv> , :
W..,. = W, - : ' ] .o (53)
: 1f1 R [<ov>ei + <QV>4 5 + <ov§éx_+ <oV pe |- ‘

For large-angle Rutherford scattering collisions a similar procedure

is established using a version of Egn. (52) wherein Ops and.<ov>RS are

substituted for Oéx and <cv>cx, respéctjve1y. Once the cosine of the'
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)

Computational flow diagram for SUBROUTINE REJECT of the
REJECT performs a rejection sampling of the

plasma ion phase space distribution to obtain the trajectory
of a charge-transfer-produced neutral atom.
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polar angie of scattering u is selected the direction cosines of the
scattered neutral (o', B', Y}) can be‘obtained from the(initia] direction
Cosines (a; B, Y)-using the standard coordinate transformation illus-
trated in Flg 17. |

At var1ous stages of the s1mu1at1on, the cos1ne and sine of an

anj]e S un1form]y d1str1buted on the 1nterva1 [0, 2] are needed for
Eqn. (51) above. Rather than processing a random]y selected &§ into
sophisticated and time-consuming trigonometric routines, the cosine and
Sine are‘obtaiﬁed by a rejection technique suggested by J. von Neumann.83

. This technique, implemented in the SUBROUTINE RANGLE of the NUBIN code
' is schematically i]]ustrated'in<Fig.'18. 'The,etficiency of this technique
is w/4; that is, 4/w pajrs of pseudo-random numbers must be sampled for

each acceptable cosine-sine pair produced.

D. Varianee Reduction.
S1nce the results of any MC calculation are subject to statistical
=uncerta1nty as measured by the. var1ance 02 about the est1mator taken to
'represent the true value of»the parameter under 1nvest1gat1on, a key
area Qf concern to researchers dating to the early days of MC work has
been the invention of techniques designed'to minimize the variance for a
given amount of computational effort (time) invested in the simu]ation.9
The brute-force a]ternative, since the variance is inversely propor-
“tional to the?sample size; has been to increase the number of samples.
Tais approach 1s}bdth ﬁnefficient and inelegant.
~ The greatest gains in variance reduction are obtained by exploiting

specific details of the problem at hand.'”’ A dilemma is thus en-

countered in a new application of MC techniques such as this one. The
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characterization of the problem is too new to start manibu]ating the
model in order to apply sbphisticated variance reduction.tech-

9, 107-110 \en the specific features of the physical problem

niques
which are transformed by these techniques may'soon be superceded by

- néwer physjcs.-‘At,the4same time the advantaégs and savings to be gaihed
jusfify the incorpokatidn‘bf at']éast somé variance reduction effort
'evén at this early stagé. One approach found to be compatible with
features alréady in the simulation code is the traditional "Russian
Roulette" techm’que.”1 This procedure was therefore inéorporated into
the NUBIN code as SUBROUTINE RUSRLT and is described by Fig. 19. If a
',heutkai tést3partic1e hi;tdry is followed long enough the weight-value
being carried along will eventﬁa11Y'be so depleted that no matter what
the particle dqeé thereafter,.the overall simulation result will scarcely
be affected. The computation effort required to contfnue the particle
tratkihg remains undiminished, however. Thus at each interaction point

. when the weighthalquhas been reducéd by the continuation (nonabsorp-

" tion) probability
<gv>  + <oV ..
CX

RS ] . (54)

p=[
Cc <gy> . + <gv>.. + <gv> + <gv>
, NVei 11 NVZex RS

the ‘new weight-value is tested against a critical weight-value Wcr <<

1 specified by the code user. If the weight-value W exceeds the value

‘-Aiwérfthe history is continded,ﬂnmolested;'.If on the other hand W

<‘wcr the Russian Roulette procedure is invoked by a supplementary game
of chance under which the test particle weight-value is reset to unity
with probabi]ity W and terminated in favor of the next source particle

with probability (1-W). The average weight continued is still W. -
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 SUBROUTINE RUSRLT

ENTER - RETURN

W= WP

.| CONTINUE
| HISTORY

A4

| TERMINATE
HISTORY

Y

CONTINUE
71 HISTORY

-
-
1]
et

'R | OBTAIN RANDOM NUMBER R€ [0, 1]

Figure'19. Computational flow diagram for SUBROUTINE RUSRLT of the
' NUBIN code. RUSRLT performs a Russian Roulette truncation

- |
of uninteresting MC test-particle histories. (Ulam, Ref. A :
111)
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E.,-Rate‘Coefficient Interpo]atipn.
The cross section averaging code MCSAVG produces tables of the <ov>
' rate coefficients in the form <ov>1'(v1, 61) where the ~ discreet

values of test partic]e speed v; range from 2;5(10)7cm/s to 1.2(]0)9

cm/s
Ahand the ~ 5 d1screet va]ues of 1n3ect1on ang]e e range from 0 to
_ /2 rad1ans These . tab]es are 1nterfaced with the NUBIN MC simulation
code as a data base,for‘the particular prob]em under consideration."qu
mirror systems the usual assumption of a spatially constant temperature
profi]e allows the rate coefficients to be independent‘of.spat1a1

© position as well.. The prior calculation of the rate coefficients is an
L economy measure to cireumvent the repeated calculation of the many rate
coefficjents needed by each of the many test particle histories.

It becomes necessary, however, to interpolate between the discreet
‘values avai]ab]elfrpm‘the tables to obtain a rate coefficient for |
specific test particle values of v and 6. The rate coefficient surfaces
, are‘smooth (i.e. no resonances) and the tables are sufficiently well
“resolved (subJect to a des1re to minimize the data-base computer

storage redu1rement) such that a linear 1nterpo]at1pn scheme is-at
| least as accurateAas the analytic cross section expressions of Chapt. II;
This straightforward approach also is computationally fast. |

For a specific (v,8) pair the two-dimensional grid of table values

' iié searched to bracket the (9,6)-coordinates such that Vi <V < Vi
‘ahd ei <8< ei+].“ The.fodr—point bivariate 1nterpd1ation procedure”2

is then applied as 111ustrated in Fig. 20 for the general tunction

f(x,y). For this application t(x,y)lis taken as <ov>(v,8). The approx-

imate value for <ov>(v,8) is easily obtained from the nearby tabulated
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- FOUR - POINT BIVARIATE INTERPOLATION

(x+h, y+k)
0<p<l
0<q<1

<oV> (v,817 g

flx+ph, y+ak) = (1-p) (1-q) fyq + PI1-Q) f
' +ql-pl gy +pafy; + d(h?)
"Figure 20. .Two—d{mehsiOnal interpo]afion scheme uséd to interface the

tabular rate coefficient data base of thée MCSAVG code with
the continuous requirements of the NUBIN simulation code.
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va]ugs <OV>(Vi’ei)’ <ov>(v e].), <ov>(v ,6 ), and <OV>(-Vi+],61+]).

i+1° 41
This interpolation procedure is implemented as SUBROUTINE LOOKCS of the

" NUBIN code.

F. Monte Carlo Code‘NUBIN.

The Neutral Beam Injection (NUBIN) MC simulation code combines the.
é]ements described in theApfevioug sections of thfs chapter into an
“overall framework i]]uﬁtratéd schematically in Fig. 21. The code
begins with the specification of the plasma model as described in the
fo]lowihg chapter. The user supplied input parametefs are then obtained
to specify the particular problem being considered. The total number
4_.bf neutral bartié]e historieé‘tracked (~-5(10)4) is divided into sub-
groups (cycles) of convenient length (~.5(10)3) S0 that-interhedjate
resu]tS‘cdn be obtained aﬁd convergencé tests can be applied. For Any
particular test particle the simulation Toop in the lower part of Fig.
21 is fd]]owed until one of two termination conditions is Satisfied: a)
- the test part1c1e crosses the outer p]asma boundary whereupon it is
' extrapo]ated to the first wall for tabulation of the bombardment or b)
the'test-partic]e weight-value falls below a critical threshold and the
particle is "killed" in a subp]ementary Russian Roulette procedure.

" At the end of the final particle cycle code results are processed
‘for output and archival storége in the event the paftfcu]ar simulation
i should be restarted and cont1nued in order to perhaps 1mprove the con-
vergence. An a]ternat1ve procedure is to opt]ona]]y readJust plasma
éonditions in view of the MC results and thus obtain a more self-

consistent simulation. This latter option has not been implemented.
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Figure 21. Computation flow diagram for-the MC simulation code NUBIN.
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Code output consists of tables and graphs describing various. key
aspects of the beam’trapping and first-wall bombardmeht results. These
results for the reference cases considéred will be fﬁcorporated into the
discuésions of Chapter V. |

Setup of the NUBIN input fi]e,and procedures for running the code
‘afé discussed"ih greéter detai] {h the Abpend%x “Computer-Code User's .

Guide."

G. Simulation Convergence.

Monte Carlo work must acknowtledge and estimate the magnitude of the
inevitable statistical uncertainty 1n-ifs-simuiation results. For those
brob]ems which are amenabTé to‘anélytical solution, a direct comparison
of the and]ytic.and MC results, and hence a direct measure of the con-
vergence of the MC simulation, is possib]é However, it is for precisely '
those prob]ems beyond the reach of- ana]yt1c methods that MC techniques
are attract1ve Still, some aspects of a spec1f1c MC s1mu]at1on [e. g-»
the penetrat1ng fract1on fp of Eqn (2)] may provide opportunities for -
“ stra1ghtforward compar1sons of the two approaches.

The more'standard approach is to inferentially estimate error -
'bounds‘using.traditiona] statistica] methods. ‘Alternately, but in the
same spirit, a maximum tolerable error criterion is established and the
'MC simulation is continued until that criterion is met with a suff1—

) c1ent1y high conf1dence 1eve1 that the results seem meaningful and are

reproduc1ble. The latter approach is used in NUBIN

85

Following the discussion of E. Cashwell and C. Everett™ a general,

but indirect measure of. the convergence of the MC procedure is employed.

‘The MC calculation without weights gives a number M out of N source
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partic1es which terminate in eech of a set‘of a11—inc]us1ve,.mutua11y
.distinct‘termina1 categories C. There is a probability p (unknown
| a_priori).that any particular history will terminate in.a particular
category C. The object of the simulation is the determination of p. The
. ratio M/N- 1s tentat1ve1y taken as an est1mate for p at a late stage of
7the s1mu]at1on when this’ rat1o appears to have stab111zed and a quant1ty,
q = (1jM/N) is defined. A measure of the probability P that the est1mete

is within a specified tolerance, ¢, of the actual probability, p, is

given by
P [|(M/N)-p|<e] = erf (t//Z) + R | (55) "
4 S, ;x A | '
where erf(x) =/: ‘j. e © dx, the error function and
: /T 0

t = ¢ N/(M/N)/(T-M/N) and R is a small additional error term vanishing
as N » =, The desirable result is a value of P approaching unity for a
choice of sma]],c_without requiring an excessive number of test
partic]e histories N. As the simulation converges, the measure P
': aoproaches unity asymptot1ca11y

For. the prob]em with weights the mathematical basis is 1ess f1rm 85
A useful error measure can nonethe]ess be ca]cu]ated if Eqn. (55) is
modified such that N represents the total weight estimator used in the

. simulation and M represents the accumu]ated weight tabulated for the

o part1cu]ar outcome One -such part1cu1ar outcome m1ght be trapping by :

e]ectron impact 1on1zat10n in the context of this study. Thus, a MC
'estimate of fei'in Table I will have an associated value of Pei

representing the confidence that fei‘is known to within |eg].




V. APPLICATION TO'MIQROR'FUSION SYSTEMS :

A. Terget-P]asma Model.

1.‘ Re]eVant'MirroraSystem Physics.

fhis section will summarize-certain aspects of mirror-system
phys1cs which will be used together with the results of the NUBIN
‘ s1mu1at1on to assess the 1nf1uence of 1ncomp1ete neutral- beam trapp1ng
© on device performance. -

The-steady-state thermonuc]ear power PF-per unit volume V of D-T
‘p]asma is given hy |

' 2

1
Pe/V = 71 <ov>F Ep (56)
" .

| where n is the plasma den;ity (ne = =n), <ov>p is the fusion

| reacti?ity obtained in a manner ana]ogous to the approach of Chapter II
for otheh 1nteractions, and E is the energy released (17.58 MeV) per
fusion reaction. The totai power, assuming <ov>p is spatially constent

as is the case under the assumption of ‘a spatially constant temperature
profile, is. ] o 5 ' .
- oL Pp = gicov>p _EFAfn. dIV ~ (57)
Te maintaﬁn the plasma in a steady state the particle Toss rate due
to Cou1omb scatter1ng into the loss -cone regions aof phase space must be

ba]anced by part1c1e 1n3ect1on If the mean lifetime of part1c1es is

. . : . 6
t1me T, the required injection current 1s

. [n. . e .
o = [Ty R B (58)
Egn. (58) is usually recast as a function of the space-independent

»sca]ing'product nt in the form

-1 2 : .
)% fn v | o (59)
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The nt éca]ing product for the energy distributions given by Egns.

77

(18-19) is taken™” to be

nt=2.110)0 E ¥2 10, R' ~ (60)
where Ep is the characteristic energy. of the'mirror—confined_1ons~anq R!
s the effé;tfve mirror ratio defined in Eqn. (15).
B The fusion powef ampﬁifjeé fhe injeéted neutraljbeam power’ PI='JIEI
by the ratio | '

. : . - ;E _ <ov}ZEEF nt (61)

| I

which is monitored as a power (energy) multiplication “figure—of-meritf
for mirror performance; 'For incomplete neutral-beam trapping éuch that
:fhe actua]lfnjectbk'output is‘JI' ='JI/ft the Q-value is reduced such
that Q' = th; Since standard mirror performance yields Q-values only
margina]]y in excess of unity even under the best circumstaﬁces, it is
important to maximize f,. | o

For an injector power Pi = JiEI the total power lost PL due to
chquejtransfer-perung‘ﬁeutraT-atom-bombardment of the first wall and'

the penetrating fraction of the. neutral beam is just

3 .
P, =P [ ;é% (Foi * Fui <E>1/E11)] - (62)

where the summation over the i subscript represents the contribution of f
- the E_ primary (i=1), E/2 sgtondary (i=2), and E_/3 tertiary (i=3)
~ neutral-beam energy compdneﬁts.<-Other-parasitic beam fractibns are

small enough (<3%) to. be heg]igib1e.23 Er; is the energy of the ith

. beam fraction,'<E>i is the average energy of neutrals escaping to the

- wall for the 1th beam fraction and the terminal fractions fpi and fwi
are‘respecfive]y the penétrating and wall bombardment terminal fractions

h

for the-it beam fraction (see Fig. 1). For the parasitic beam
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fractions the fatio <E;%/EI{ may well éxceed unity. Thus under oper-
ating conditions where these beam fractions dominated, theAratid PL/Pi
could also ex;éed unity; thus representing a net ‘power 1055.23

The assumed energy distribution fﬁnctions [Edns. (18)-(19)] are

’-'separate1y:obtained6’77

‘by one- and .two-dimensional Fokker-Planck
' computationS'for E0 ~ Ep éhd'giye c]éss{ca]<va1ues Qf nt consistent
with Egn. (60). - Réte coefficiénts froﬁ Chapter II are ca1cu1atédA4
. self-consistently. ' | |
2. 'PiaSmé Density Profiles.
The so—ca]]ed‘”Yin—Yang“‘mihimum |B] cdi].cqnfjguration is invoked
fof mirror sysfems ih.order,tbAprdvide~MHD stabi]ify wifh reasonable

mirror ratios.6

The plasma is centraily confined by the magnetic well
produced by such a coil configuration as inditated in Fig. 22. Plasma
teaks out a]ong magnet1c'f1e1d Tines-through the two mirror-coil throats
to give fhe apparént shape of the plasma "surface" as a double-fan. An
approximate representation of this shape has'been developed in conceft
witH LLL }eseérchefs.]13’]]4

The plasma is oriented along the z-axis such that the "fans" lie =
in the yz (for z > 0) and xz (for z < 0) planes. In any plane perpen-

dicular to the z-axis (with |z] < L/? where L/2 is the axial plasma’

' ha]f—]ength),“the plasma envelope is taken to be an e]]ipse.A The
' vériab1é sémiﬁajbr/ minqr axés of the e]]ipée are represénted,approx—

imately by parabolic functions of z so that P(xo,yo) lies on the plasma

surface and satisfies the standard equation

<___> , <_Y_ . (63)
'Cx(?) Cy(z) . '
Note that -at the plasma midplane (z = O),.CX(O) = Cy(O) and the ellipse

. . }
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Coil current

\Field lines o

Figure 22. Plasma.confinement in a minimum-|B| magnetic well
produced by a Yin-Yang coil configuration. Plasma
. leakage along field lines is balanced by neutral-
"~ beam injection. S
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féduces~to a circ1é~of radiﬁs Rp. fhe curves C#(z) and Cy(z) are
'uniduely defined using five parameters: The midplane radius Rp, thel
plasma half-length L/2, a point'P(Q,O,a) and an ang]e_¢m with respect
to the z-axis giving the fan divergence, and the ha]f—thickﬁess of the
plasma at the mirror throat (z = +L/2).

B}Aihvoking'éppFéximate méghétic f]ux §ohservation in any plane
perpendiéu]ar to the zéaxis; the norma]ized magnetic field strength

is a function of z such that

2 : ‘
B(z) o o B(z) [ Rp «
_BQ = R B <Cx(z)vaA(z)> _ - S (64).

where R' is again the effective mirror ratio.
~ Within this p]aéma'bodndéry, the plasma density is assumed to be

separable into radial and axial components such that

n(x,y.z) _ n(r) n(z : : ; (65)‘

n -n
0 0

:'wheke n, is the central plasma density, [i.e. ny = n(0,0,0)]. In any

- plane perpendicular. to the z-axis, the density varies as-

ek - {1 - x‘(ﬁﬂ | (66)
p .

o . 4

whe}e 0 <y« 1 aﬁd j=1,2, 3, ;.. are fitting parameters and r2 =

'x2 + y2. uFigure 23 illustrates this behavior. Recalling Eqn. (63),

2_ 2,2 - R '
p° = Xt Yy | (67)

'such that azimuthally about the z-axis
X

= yﬁ = tan ¢ . | -.' _ (68)

<X
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‘Figure 23.
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Repreéentative radial plasma density profiles of the form

n(r) = ng [1<x(r/R)IT.
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| 'Along the z-axis, the norma]1zed plasma dens1ty prof11e is approx1—

mate]y us1ng the express1on of L. Hall: 115 '
: 1/2 _
”gz) - f( L )) < {(ZR' - 3) {tanh_] (1 - Eé51> (69)
Y m A ' - m

L o | 3/2
1_:(1 B )1/g L (- Bla)/e)Y
B ) ‘ 3-B(z)/Bm

where x is a normalization constant such that f(1/R') = 1. This profile

"is plotted in Fig. 24 for the FERF.

The plasma volume tntegra1s in Eqns; (57) and (59)'are evaluated

in the génera] forms’]0 o : . o
. Rp : 'i‘ . +L/2 B . /g .
‘/n dv =f n (Y‘) 2nrdr ‘ B f (E—) ds' . (70)
oA T
such that
“/;ﬁ dv = ng L nl 6" (R") ; (71)

- where the auxi]iary.funttion G'(R') includes the radial profile term

A R. i .
.o p : J : '
Al = 2/' [1-)(%—- } = %A"A o (72)
- p/ | Tp TP

“and the axial contr1but1on

O\’
wlco
/\
WICU
3
S~ —
(72}
——
~J
w
g

so that . ,
CeR) =mRELnl AT CIRY) L - (74)
The quantities c'(RY) aré_graphed as a function of mirror ratio R' .in

Fig. 25 for referenée purposes.
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_ Figufe 24.i‘Typicé]'axia1 plasma density pkdfi]e for a mirror system.
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"Figure 25. Auxiliary function C](R’) as a function. of mirror
~ - ratio R'. '
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8. Auxiliary Models. |

1. Neutra]-Beam Source.

As current]y 1mp1emented in the NUBIN code, the neutra] beam
or1g1nates as a point source of test particles located at some arbi--
| trary point, P(xo,yo,zo), outside the plasma target (Fig. 14). This is,
Zin'effect, consistenf thh the mirror designs, which involve the
focusing of the.beam from severa} sources through a small aperture in
the plasma chamber wa11,6 as can be seen in Fig. 26. The injection
orientation T(8,¢) is selected to intercept the pTasma target and can be
varied so as to parametrica11y study the effects of different attenu-
ation chord lengths and'diffefent 1njecfion angles wfth respect to the
hagnetic axis, B(8,¢). " Tne beam is'taken to be a right circular ccne
of half-angle width, o, such that three alternate beam profifes may be
specified, namely:

1. Pencil beam (o = 0 radians)

2. Uniform transverse intensity (a >0 radians)

3. Gaussian transyense intensity (0 < B <o radians)

In profile 3, B' represents the angle-at which the neutral-beam
, intensity haé fallen by a factor of 1/ of its centerline value.
The beam is currently taken to be mono-energetic, but the MC

procedure, of course, can accommodate an energy-distributed source.

. The effects of the paras1t1c neutra] beam components at half and third .

' energ1es are ca]cu]ated separate]y and can later be aggregated into

‘an overall resultuysing the MCS D code (see Append1x).

2. First-Wall Detector.Grid.

In order to tabulate the bombardment of the first-wall surface,

a hypothetical shell (optionally a sphere or a right-circular cyiinder)
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SUPERCONDUCTING COIL

INJECTOR

NEUTRALIZING CHAMBER

NEUTRAL
BEAM
~ CONE |

~ MIRROR =
. PLASMA COIL SHIELDING -

-

LEIRST WALL

Figure 26. Neutral-beam jnjectidn configuration for the FERF design.
, The several individual injection modules are oriented to
" inject through a common port in the first wall.




76

is4cdnstchted to énclose the-outer p]aéma boundary.l This is illustrated
in Fig. 27 for the cylindrical wé1] used in the FERF study. The actual
first wall of a mirror machine may follow the plasma shape more closely
(see Fig. .26), but is less convenient for tabulation and visualization 6f
the first wall bombardment results. in any case, the results from fhe |
,idéa]ized~w§11 can be mapped onto‘an a]ternative surface. .The surface
aféa of the first wall fs pértitioned'into an array of equa]—area‘"detector" ‘
subregions. As neutral test particles impact a given subregion, an
accumulation of the residual test particle weight-values is made whfch:

is fina11y tabu]ated és a cenéus of the nonuniformly distributed first-
wall particle bombardment. The reso]ution_of this bombardment improves
.aé more (smaller) detectorlrégiohs arelﬁsed, but it becomes more difficult
- to obta{n stable MC solutions for a fixed number of test'partic1e§ if

the probability of impacting in a given detector region (whi;h decreases
~directly with its area) is too Tow. .  Statistical fluctuations betWeen»

| adjaceﬁf detectors become large. Typically, a 64 x 32 grid or 2048
AindividuaT detectors are used for thé FERF case using Rw=80'cm, each
detéctor area‘js‘approximate1y 10 cm2. -

In addition,'an overall bombérdment energy distribution function is
constructed. Tabulationh of a separate distribution for each subregion
is prohibitive although it should be recogriized that the angular and
energy -distributions are coﬁp]ed; if only weakly. Assigning a global
'4 énérgy diStribution also a]iows.thé'anguTaf particle-bombardment dis-

tribution to at the same time represent the power-deposition distribution

for purposes of Chapter VI. -
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FERF GEOMETRY

- FIRST WALL .

50 100 20 20
AXIAL DISTANCE "z (cm)

Figure 27. Idealization of the typical neutral-beam 1njector,
plasma, and first-wall configuration used 1n the

MC s1mu1at1on code NUBIN
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V. MCNTE CARLO SIMULATION RESULTS
A. Benchmark Catcuiations. |
1. Spherical Geometry.

An ear]y version of the MC simulation-code'(NUBIN3) was used to’
-',study spher1ca] plasma targets 1n order to prov1de benchmark compar1sons
with the ana]yt1c and numer1ca1 mode]s considered in Chapter I. This .-
effort also served as an opportunity to deve]op and opt1m1ze the MC
algorithms. The system parameters and results for‘tnis computation are
summariéed in Table II. In this ease'the density is taken to.be spatially
uniform [n(r) = oonstant]. | -

. The NUBIN3 oa1cu1ation.is‘in general agreement wjth the LLL one-

22,113 £01 this particular case. The minor discrepancies

generation model
can be ascribed to a) 1ncomp1ete'MC convergence, b) slight differencesi}
~in the rate coefficients, and c) the influence of the n > 2 generattons
of charge transfer neutra]s 'Item‘c) is most significanttfor the esti-
mate of the power 1oss ratio PL/P for the E /3 beam component Compar-
| ison of the power Tloss rat1o results with those obtained from Ref 116

is made for the most.comparable case graphed.

The contribution-of later-generation, change-transfer—produced
neutrals to the global results of Table II is indicated in Table III.
"For.the‘particular test.caseAthe'ianuence of n > 2 generation neutrals
:.ié quite smaTi.o A few neutrals are ‘tracked through as many as seven
‘generations oefore escape, however. Tne malue of fw for the'Oth
.4generat1on corresponds to fp |

- The composite, normalized energy distribution functions of the

neutrals bombarding the first wall are illustrated in Fig. 29 for the



Cylindrical first-wall radius, R

CnT.

TABLE 11
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MIRROR FERF PARAMETERS USED FOR SPHERICAL BENCHMARK CALCULATIONS*

Coordinates of plaéma center, P(a,b,c)
Plasma radius, Rp‘

Average plasma number density, n
Central plasma number density, ng

Plasma density;brofi]e parameters, x

J

Characteristic plasma ion (D¥) energy, Ep

1Characteristic p]ésma electron energy, Ee

Magnetic axis orientations, B(9,¢)

Effective mirror ratio, R’

Coordinates of neutral beam point source, P(xo,yo,zo)(-S0,0,0)

Injection orientation, 1(6,¢)

Angular divergence.of.neutra1 beam, a

"Gaussian neutral beam parameter, 8-

Neutral beam component energies, E0
EO/2
Yy = Y(EO) [from Egn. (2)]
-ion

~(continued on-next page)

%Cbnvergence: P> 0.90 for € = + 0.005

(0,0,0) cm
25.0
55.0 ' cm
2.25(10)"" ions/cn®
2.25(10)'% qons/cm’
0.0
3.0
70.0 keV
7.2 ke
(0,0) radians
3.38
cm.
(n/2,0) rédians
©0.002 radians
_ 0.001 radians
65.0 - keV
32.5 keVA
21.7  keV
 4.54
6.44(10)1% cm Ssec

cm



Table 11 (continuéd)

Results:
‘Beam component:

Fractional current:

" Number .of test particles: .

§E> of fw |
PP Dy = 44
P /P [y = 5 from Ref. 116]

[en]

-~ 1.75(10

.008

o

.100
0.892

60.5-
0.103
0.10

- 2(10

“E /2

0
~0.22
)*

0.001
0.143

0.856 .
58.6

0.249
0.23

80

E /3

- ~0.24

3(10

<0.001
. 0.206

0.794
58.4

0.543

0.41



TERMINAL
GENERATION #

TABLE TII

(o}

ft . _fw
0.537 . 0.008
0.218 . 0.040
0.088  0.028
0.038 0016
- 0.012 0.007
0.004  0.003
0:002 - 0.001

0.001  ~0.0
0.0 0.0

PARTICLE FRACTIONS .BY GENERATION (SPHERE)
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E,/2 WE
‘ ft ' fw ft fw
0.478 0.0 0.452  <0.00]
-70.226  0.072 - 0.209  0.130
0.096  0.035  0.085  0.043
0.037  0.018  0.033  0.017.
0.014  0.008 - 0.012  0.007
0.005  0.003  0.004  0.003
0.002 0.0  0.002  0.001
0,001 ~0.0 0.001 ~0:0
0.0 ~0.0  ~0.0

~0.0
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-Figure 28. MNormalized energy distributions for the charge-transfer-
produced neutral- particles escaping to bombard a FERF
first wall for the NUBIN3 benchmark calculation in

spherical. geometry. -
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A sphericaT benchmark case of Table II. ' The~resu1ts indtcate a fairly
good corre]at1on between the energy of the beam component and the peak
of the neutral-particle d1str1but1on assoc1ated w1th it. The high-
~energy tai] of the ion energy distribution is essentially uninvolved
jn the:chargejtransferﬁprocesé pecause of'the drop in the charge-transfer
enoas section fOr larée'neiative epllisidn‘velocities.

2. Cylindrical Gepmetry. |

If the axial plasma density profi]e of a mirrorécontined plasma is
takenptoibe cdnstant, the system may be treated as though it were an
infinite cylinder of plasma.. This provides a useful test case for the
‘ MC method. For ahch a system two series of ca]tu]ations nere made for a
'»FERF-Tike system in genena1 similar to that of Table II.’ In the first
eeries the plasma density was taken to be spatially uniform (x=0) and
the injectipn.ang1e 61 was set equal to w/2 radians to represent in-

jection perpendicular to the magnetic axis. In the second series the

'p1asma was given a cub1c rad1a1 dens1ty profile (x=1, j=3) and the in-
“jection ang]e was set to 0. 98 rad1ans as for the FERF reference case
'con51dered in the following section. The central plasma density was
varied for both series of runs. Results for the neutral-beam tefmina] ‘
" fractions are reported in Table IV.and where possible compared to direct.
numerical attenuation calculations or to the analogous analytical
'«spherital'system_results, altnough no precise agreement in the latter
'COmpariaon was sopght“or anticipated. ‘For'CASE 1, the MC penetration
fraction~(fp),resu1ts are in.good agreement with the expected results

as obtained from transmission calculations using Eqn. (2). Surprisingly

good, although fortuitous, agreement is also noted for the analogous



MIRROR-FERF CYLINDRICAL BENCHMARK CALCULATIONS?

" TABLE IV

CASE 1. (x = 0.0, 6, = m/2) o

nio(iong/cm3) . fp Y, fw wa ft Ptb
100 Lo0.810 0.081  (0.94) 0.109  (0.98)

B 0.808. 0.213 00829 0.110
5(10)'° 0.341 - 0.210  (0.78) 0.449  (0.79)

0.344° 1.067 0.215° 0.441

E | ~0.20° ~0.46°
10’4 ©0.117 0.197  (0.80) -0.686 " (0.78)

0.119% 2,129 0.1969 0.685

T et ~0.69°

0.068 . . (0.96) -0.104 (0.98)

0.829
5(10)13 0.388 0.194  (0.78) 0.418  (0.79)
70%4 0.751 ©.0.206-  (0.79) 0.643  (0.77)
s’ ~00 0.099  (0.96) 0.90}  (0.84)

qparameters largely consistent with Table II.

b 5 test particles.

Conf1dence probability for’ error le| < 0.002, N 10
CEqn. 2 transm1ss1on calculation us1ng est1mated rate coefficients.

- quns.(6 7) °°-generatwn results for soher1ca1 target.

®Ref. 22 1-generation resu]ts for spherical target.

4
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. spherical fw and ft results.” Here, since the neutral particle mean-free
paths.are of the order of the target size, the shape of the target is
“unimportant. For the f, and f, results, the corresponding convergence
confidence values of P are also given. The trapping and wall bombard-
'ment4termin§] fractions by chargeftransfer generation number are sum-
lhérized.in Table V. Asléxpected; the influence of later generations
;1hcréases as the densify of the target increases, thus increaéing fhe
number of mean-free paths available for a fixed radius. As for Table

111, f, for the Oth—generation corresponds to fp'

8. Reference Case.Studies.
1.. OVervieW.
)3

The Mirror Fusion Tesf Faci]ity'(MFTF‘ and the Fusion Engineering

Research Facility (FERF)6 are well-suited for MC neutral-beam simulation

using the NUBIN code. The'probosed'design points for both devices in-

corporate characteristic energieé (50-100 keV) and target plasma radii

(20-70 cm) that the analytic models discussed in Chapter I suggest will

hake the 1nf]ﬁence of éharge-tranéfeh-produced neutrals important. The

Specffic feétures of -the design points of the two machines relevant to

thisvstudy are summarized in Téb]e}VI. For present purposes a deu-

terium beam is taken to be'injected'into a deuterium_p]asma. The

' equiva]eht D-T system, for which energy-multiplication Q-values.will be

‘ACaTculéted, would invq]vé simu]taneous'injectibn of tritium at_equa]

' épeed. Since the collision cross sectioné of interest depend on]j on
_the collision speed and not on isotopic identity, thi§ bookkéeping

' simp]ificétion'is justified. The results of the FERF calculations will.

;be presented in greater detail in this chapter and will serve as the

'basis for the discussion of engineering 1mp1ications in the next chapter.
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TABLE V |
TERMINAL PARTICLE FRACTIONS BY GENERATION (CYLINDER)

CASE 2. (x = 1.0, =3, 6, = 0.98) .

n, (ions/en’) - 10'3 5(10)'3 0t sa0™
GENERATION # £ T, f T, £ . £
0 0.100 0.820 0.358 0.388 0.496 0.151 0.585 ~0.0
1 0.003 0.065 0.050 0.159 0.110 0.146 0.188 0.064
2 0.0 - 0.003 0.008 . 0.030 0.028 0.045 0.075  0.023
3 ° ~0.0 -0.0 0.001 0.005 0.007 0.012 0.031  0.009
4 -0 0.001 0.002 0.003 0.013  0.003
s . -0.0 . ~0.0 -~0.0. 0.001 0.005  0.001
6 < -0.0 ~0.0  0.002  0.001
7 R | ©0.001 ~0.0
8 . | | 0.0 ~0.0
9 |
10

* N
See Table IV.



TABLE VI

'bREFERENCE MIRROR DEVICE PARAMETERS*

Parameter. ' - MFTF
Plasma length, L(m) ' | 3.4
- PJaqu radius,,ﬁp(m)_<b' , : 0.6
" ‘Magnetic field, Bé(T)V . : 4j' 2.0
~ Mirror ratio, R . S 2.0
:Effeétive mirror ratio, R’ | - 2.83
Plasma energy, Ep (keV) o 50
Injection energy, Ed:(kéV)A 75
- Central densjty;"no (1ons/m3)' , 1(10)20
: Plasma beta; 8 o o5
Electron energy, Ee-(keV)A~ A 5

) (-300.0,

Injection "point source," P _(x_,y_,z
S 007000 3000, 0.0)

Injection orientation, I(e,¢)(radians)_(].57, 0.785)

. Beam half-width, o (radians) = 0.115

*Thése parameters.may not reflect recent LLL updétes.

87

.3.38

70
65
3(10)%0

0.65

(-0.45, 0.0,
-0.30).

(0.98, 0.0)
0.218
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2. MFTF Results.
The Mirrof Fusion Test Faci]ity'(MFTF) wasloriginally envisioned3
as an extfapolation of standard mirror-machine téchno]ogy to a larger
target plasma and higher neutra]—beam'energy and current. A preliminary

116 and served as the

set df MFTF parameters was made available by LLL
' f'basié for‘the,MC siﬁﬁlation résujts reported in this section. . At the
time of.this writing,«howevek, the'goals and therefore the design of thé
MFTF are béing redirected toward possib]e.tandem—mirror operation when .
the machine eventually becomes operational. vTherefore, since the actual
MFTF device méy‘bear little resemblance to the conceptual design of
. Reference 3 the.MC simulation reéu]ts wi]]inot be analyzed for their
1ﬁpa¢t on'engineering degignfas wiTT be done for the FERF results in the
next section and chapter.

Using the MFTF reference design parameters of Table VI, MC simu-

lation runs using'2(10)5-test particles were made for the three major

beam energy components. Results of this study are summarized in Table -

. VII. The positive ion beam current fractions f; used to weight the -
| | 23,116 .

aggregate results were obtained from LLL. The global terminal
particle fractions are relatively insensitive to beam componént energy
in this case. Approximately 14%.of the 1njeéted neqtraT atoms are
1onizéd-by collisions with p]ésma electrons and approximately‘SS% by -
coiTisjons with plasma ions. As injection energy EI decreases from 75
 .toA35 keV the penetrating fractfbn fp deéreaées as fhe plasma's optical
thickness 1ncreéses with increasing <ov>/v. This is offset by the

increased production and escape of neutrals in the backward (beam)

direction to give an increasing value'of fw as EI decreases. The
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TABLE VIT
MFTF GLOBAL RESULTS

E

Primary Secondahy: ~Tertiary Aggregate
| E0 o EO/Z ' EO/3 <EI>
_I.(kev) - o750 315 25 55.4
f, [Ref. 23] : 0.506 0.231 ~  0.236  0.973

Terminal Particle Fractions:

fos | -.  - 0.135 0.154 ©0.156 0.144
iy | 0.508 0.555  0.53%4 0.526
fo=fag v fyy . 0.643 0.709 0.690 0.670
oty | - S 0.228'. ©0.078 ©0.031 . 0.145
R .« 0130 o0.213 0.278  0.185
E at max fw(E)(kev)‘ 4 36 28 36-40
<E> of fw(E)(keVT.‘» 4 e | 40 42
P/P! [Eqn. (62)] | 030 0.31 0.48 0.35
."JI‘(atoms/sec)‘ o "811(10)20 : : . 8.1(10)20
PRIVE ST - 130
Pi(Mw) 9.7, , | ‘ 7.2
J1 (atoms/sec) ' | 1.3(10)2T 1.2(]0)2],
J'(A) 200 | S 193
: P¥(MW) § , 15.00 o - 10.7

-

* : ' '
" Obtained by numerically averaging the Fig:. 29 result.
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formulae of Section'A-1 of Chapter .1V are used to calculate the neutral-

beam injector current and power requirements for the monoenergetic Eo

~and aggregate cases. The imperfect beam trapping (ft < 1) increases

the actual injector parameters to the primed values.

The charge transfer produced neutra] deuter1um atoms bombard1ng

§ the MFTF f1rst wal] are d1str1buted in energy accord1ng to the distri-

bution function 1nd1cated-1n Fig. 29, with which is compared the
assumed plasma-ion distribution function [Eqn. (18)]. These results are
for the aggregate results of Table VII. The abscissa is here normalized

to the characteristic plasma energy Ep = 50 keV. The ordinate 'is

~normalized to:]OOWarbitrary‘units correspohding to the maximum value

of -the wall bombardment distribution as determined by the NUBIN simulation.
The f]uttuations near the peak of the wall-bombardment distribution

funct1on are a qualitative 1nd1cat1on of the stochastic nature of the

~incompletely converged simulation results. The peak of th1s d1str1but1on
-is nom1na]]y 36-40 keV w1th an average energy of 42 keV. The high-

‘energy tail of the p]asma ion d1str1but1on contr1butes very little to

the wall bombardment distribution for reasons suggested in Chapter I1.

The charge-transfer neutrals are thus preferentia]]y drawn from the‘1ow-

"energy ion population.

The angu]ar‘distribution of the aggregate MFTF neutral-atom

 first-wall bombardment is ind%cated.in Fig. 30. The hynothetical

first-wall detector surface at P~ 200 cm is split Tongitudinally at
¢ = 0 radians so that the relativye bombayrdment can be graphed,és a
function of polar (6) and azimuthal (¢) angle. Figure 30 depicts this

relative bombardment.as a three-dimensional projection where the



80.0
’\O
>
*  40.0
O. '.Z
0 1.0 2.0

~ NORMALIZED ENERGY E, = 1.0

Figure 29. Normalized energy distribution for the charge-transfer-

' produced neutral particles escaping to bombard a MFTF first
wall. E, = 1.0 corresponds to the 50 keV peak energy of
the plasma ion distribution also graphed for comparison.
The average energy of the neutrals is <E> ~ 42 keV.
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. .RELATIVE NEUTRAL BOMBARDMENT

Figure 30.

THETA (RAD)

. FIRST WALL NEUTRAL ANGULAR DISTR.

Angular distribution of the neutral-atom first-wall
bombardment of the MFTF "first wall" at R, = 200 cm.
The peak at ¢ ~ m/4 and 6 ~ w/2 represents penetrating
neutrals and the lesser peak centered at ¢ ~ 5m/4 and
6 ~ m/2 represents higher-generation neutrals produced
in the backward (beam? direction.

52
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heightt(in.arbitrary units) of the surface is proportional to the
: maghitude of'thellocal bombardment intensity. The surface is sub-
divided into a detector grid (here 32x64 resolution in 6 and o,
respective]y) in order to estimate-the anguler dependence. This
4_4d1screte h1stogramm1c approach and the statistica] fluctuations
'assoc1ated w1th the small test part1c1e we1ght va]ue that surv1ves

to bombard the first wall result in the observed Jaggedness of th1s
surface plot. This is part1cu1ar1y true for the relatively small
number'(N=2(1O)5) of test particle histories run in this simulation.
The peak at ¢ ~ /4 and 8 ~_ﬁ/2 represents penetrating neutra1o
A_:impacting the ftrst we11'opposite the beem'port while the lesser

broad maximum at‘¢ ~ 57/4 and 6 ~ m/2 represents the higher-generation
Aneutra1s produced in the backward (beam) direction. For higher plasma
vaiues of nD, the‘re]ative dominance of these two peaks reverses.
This is consistent with LLL estihates 22
| . Figure 31 dep1cts the same 1nformat1on as that of Fig. 30 on a
COntourAmap The outermost contour bounds the region of f1rst wall
| bombardment. Successively nested contours mark regions of 1ncreas1ng
bombardment intensity in units of the'surface-averaged current or

power deposition, 9.8 N/cm2 for this MFTF aggregate simulation. .
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Angular distribution of the neutral-atom first-wall
bombardment of the MFTF "first wall" atR

This contour
Fig. 30,
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3. FERF Results.
The oyeraII design of the proposed Fusion Engineering Research
Facility (FERF) is reported in detail in Ref. 6 A mlnor design it-

W7 but the fundamenta] nlasma

eration has subsequently been performed
'and 1nJector parameters of 1nterest to this- study remain essent1a]1y~
.unchanged. These parameters have been prev1ous]y g1ven in Table VI.
_Ihe goaIs of the FERF experimental concept are to provide a reactor-
grade plasma of small volume which maximizes the 14-MeV neutron‘qux‘for
~use in testing and eva]aating anticipated reactor materials and com-

ponents.”8 As noted in Chapter I, a mirror machine with & small plasma .
_,radios and a'pIasma energy'~‘50-keV,wiII.encounter significant beam
Iosses'due to charge-transfer coIImsions. Thus, this section will
consider in detail the results of the MC simulation of neutral-beam
injection for the FERF' ‘ »

"MC simulation runs eventuaIIy using 4. 5(10) test particles were

~ made for the three maJor FERF beam energy components Results of this
"~ study are summar1zed in Table VIII As for the MFTF, the positive ion
beam current fractions used to weight the aggregate results were ob-
tained from LLL. 23 116 The global results reported in Table VIII are»
quaIitativer similar to the MFTFZresuIts of the previous section, as
expected. Approximately 14-16% of the injected neutral atoms are
~ 1on1zed by electron coII1s1ons and approx1mate]y 60-70% by collisions -
with pIasma ions to g1ve an overall trapp1ng efficiency of ~ 88% for the

primary beam component and ~ 80% and ~ 73% for the E0/2 and Eo/3 para-

sitic beam components, respectively. Again fw increases as EI decreases

with the penetrating fraction fp being small for all beam components.
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TABLE VIII
" FERF GLOBAL RESULTS

Primary Secondarx‘ Tertiary' . Aggregate
o %o R - B3 <t
CEf(keV) 65 35 217 46.0
fI [Ref. 23] 0.520 0.224 0.228 0.972

Terminal Particle Fractions:

o 0.157  ° 0.150 10133 - 0.151
o | 0.721 0.653  0.593  0.675
=gty 0878 - . 0.802 0.732 0.826
'Afp ' 0.005  <0.001 <0.001 0.003
£ | L0117 097 - 0.267 07
€ at max f, (E) (keV) 51 s 51 51
<E> of f (E)(keV) 58 57 57 57
P/t [Ean. (62)] 011 10.35 0.70 ~  0.22
_'JII(éfoms/séc) Caaedt S 1.1010)%!
J; (A) B T 4 | 180
o) .8 | 8.3
J," (atoms/sec) 130020 | 1.4(10)]
(A 206 | | 219
R () I X S A4.A | 10,1
Q | S0:43 | 0.61
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The oharge-transfer-produced.neutra] deuteriun atom bombardment
. of the first-wall surface'is governed more by the background plasma

ion distribdtjon 1n'both angle and energy than‘by‘the injection'energy.
The primary beam results suffice to t]]ostrate‘the salient features.
”F1gure 32. compares the energy d1str1but1on funct]on of the escaping
neutrals produced by the E beam component w1th the assumed background |
p]asma distribution funct1on wh1ch peaks at Ep = 70 keV. The ordinate
is aga1n norma]1zed to 100 arb1trary units corresponding to the maximum
value of the wall bombardment distribution as determined by the NUBIN
simulation.. This peak‘ocours at £ ~ 52 keV irrespective of the beam
'_pompOnent energy ae'indicated'in‘TabJe VIIf. As‘with the MFTF the
charge-transfer neutrals are preferentially drawn from the low-energy ‘
ion populat1on . | | , '

The angu]ar d1str1but1on of the primary FERF neutral-atom first-
wall bombardment is indicated in Figs. 33-34. The hypothetical first-
_wa]].detector surfaoe at Rw:= 80 cm is split longitudinally at ¢ =
radjans. The height (in arbitrary.units) of the'three dimensional
projectjon'of Fig. 33 is proportionallto the magnitude of the local
bombardment intensity. Figure 34 depictsdthe éame information as a
contour map. The outermost _contour-bounds the region of first¥wa11
bombardment to O. 7 <06 < 2 5 rad1ans Successively nested contours
'.‘mark reg1ons of 1ncreas1ng bombardment intensity in units of the
surface- averaged current or power depos1t1on 7.3 W/cm up to a peak
value of ~ 44 N/cm . In contrast to the MFTF results of the previous

‘section, the dominant FERF peak at ¢ ~ mand & ~ w/2 represents the
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Figure 32.
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80.0
40.0

0. .

.0 1.0 2.0

NORMAL IZED ENERGY (E =1.0)

Normalized energy distribution for the charge-transfer-
produced neutral particles. associated with the primary
FERF beam energy component.at Ey = 65 keV. Ey = 1.0
corresponds to the 70 keV.peak energy of the blasma ion
distribution also graphed for comparison. The average
eneray of the neutrals is 53 keV with the peak of the
neutral distribution function occurring at 51 keV.
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£+00 THETA (RAD)

.. FIRST WALL NEUTRAL ANGULAR DISTR.

Figurei33. ~ Angular distribution of the neutral-atom first-wall

bombardment of the FERF "first-wall" atR, = 80 cm
associated with the primary beam energy component at E0
65 keV. The dominant peak at ¢ ~ m and 6 ~ /2 rep-
resents the higher-generation neutrals produced in the
backward (beam) direction while the lesser peak at ¢~ 0
and 6 ~ 1.3 represents penetrating neutrals in contrast
to the MFTF results of Figs. 30-31.

PH!l (RAD)



3.00 |

2.00
Q| .00
I
<
—

L
T
0.
0.

Figure 34.

100

e N

2.00°  © 4.00 ~ 6.00

PHI (RAD)

Angular distribution of the neutral-atom first-wall
bombardment of the FERF "first wall" at R, = 80 cm
associated with the primary beam energy component at
Eg = 65 keV. This contour plot illustrates the same
information as Fig. 33. = - :
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higher—generation neutrals produced in the backward (beam) direction.
Before considering the FERF aggregéte results an aside regarding

the convergence of the MC simulation is in order. The global results of

Tab]é;VIII for which the convergence par‘amete'r‘Px (where x = ei, ii or

. w) of Chapter III-C was monitored"are we11;converged, even for the

'pt}ingept tolerance of € - 0.001;1 This is indicated by Table IX which
- displays fhe severa1‘910ba1 terminal particle fractions fx.ahd,.where
appropriate, the correspdnding confidence factors PX for succgssive
interim stages in the MC simulation using N = 4.5(10)5 test partic]es;
The confidence factor parameter Px is seen here to pe a weak indicatpr
of convergence fﬁsofar-as'the_resu1ts at the early stages of the
"simulation are very c]oge to the results for much larger values of N.
But this 15 good if only the global re;u]ts are of inferest»since the MC
.simulation may be run for a relatively small va]ue‘of N for a tentative
but useful result. Large values of N are, however, required to resolve
the angular distribution of the first-wall bombardment, particularly if
the detector grid (here 64x32) fs"finé]y meshed. Onfy with large N can
a high-resolution, smooth contour plot iike that of Fig. 32 be expected.
Even for N > 4(10)5‘a certain amount of jagged behavior remains. |
A weighted average of the three simulation runs for the reépective
'AFERF beam energy components produceé the aggregate gToba] results in the
‘rightmost column of Table ViII..AThe aggregate wall-bombardment energy
“distribution function is depicted in Fig. 35 and is seen to be essen-
tially identical to.the primary beam résp1ts of Fig. 32. The peak of

the neutral distribution occurs at E ~ 51 keV and <E> ~ 57 keV.



TABLE IX

FERF GLOBAL RESULTS CONVERGENCE FOR & = 0.001

PRIMARY .BEAM COMPONENT: E

Test Pafticies ‘fp

50(10)

.00(10)%

00(10)° .0051
;00(10)5_ 0052
00(10)° .0052
.00(10)° 0052
50(10)° .0053

.0050"
L0050 ..

fef

1575
1573
1573
1573
1573
1573
572

.Peiv
336
.461
-.615
780
.867
';918
935

I

fis

7219
L7211

.7208
.7208
.7208
.7207

L7211

65 keV

Pii

276
382
519
681 -
778
841"
865

1217
1227
1225
1229
1230
1229
.1230

102

',371'
.504

665
.827
.905
946
.959
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'NORMAL 1 ZED ENERGY §;=1.o

Normalized energy distribution for the charge-transfer-
produced neutral particles escaping to bombard a FERF
first wall. Ey = 1.0 corresponds to the 70 keV peak
energy of the plasma ion distributijon also graphed for
comparison. The average energy.of the neutrals is

<E> ~ 58 keV. ‘ '

103




104
The aﬁgu]ar dfstrfbufibh of thelaggregate'fERF neutral-atom first—‘
wall bombardmeht js indicated in Figs. 36-37. The penetrating neutrals
represént a very small effect now so that on1y‘the higher-generation
peak at ¢ ~ mand 6 ~ 1.4 is signjficant. As before, the first-wall
bombardment is limited to 0.7 < 6 < 2.5 radians. The surface-averéged

" power deboSition is now ]11W/cm2 and the peak value is 69 w/cmz.

.The
position of the maximum of the backward (beam) directed intensity is
no longer precisely coincident with the beam’port, as.suggested by the

22 Rather, the polarization of the neutrals by the

spherical models.
' anisotropi; jon .phase-space distribution shifts the maximum toward the
first-wall mfdp]ang at 9 ~ n/éland decquples it somewhaf from the
"originé] ihjection'drientafion.' The FERF injection system was designed,
however, to accommodate injectfon through up to four beam ports arranged
azimuthally aboUt the plasma. Renormalization and sUperposition of the
'results'of Fig. 37 cbnsistent‘with this configurétﬁon gives the effect

"~ seen in Fig. 38 as a function.of 6 and ¢ or the same result in Fig. 39
"as a functién‘pf z and ¢Afo? Rw.=‘8Q cmi There ié now, as a result ofi
'superpositioh of the local bombérdment of the four beams, a band of
‘intensity around the plasma in which are seen four local maxima. The

average power deposition is now ~ 18 W/cm2 with peak values of ~ 115

W/cm2 at Rw = 80 cm.
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Figure 36. Angular distribution of the neutral-atom first-wall

bombardment of the FERF "first wall" at R, = 80 cm. The
peak at ¢~ m and 6 ~ 1.4 represents higher-generation
neutrals produced in the backward (beam) direction.
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Figure 37. Angular distribution of the neutral-atom first-wall

bombardment of the FERF "first wall" at Ry, = 80 cm. This
contour plot illustrates the same information as Fig. 36.
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Angular distribution of the neutral-atom f1rst wall
bombardment of the FERF "first wall" atR, = 80 cm. The
results of Fig. 37 have been renorma11zed to represent a
four-beam injector configuration.
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' Figure:39. Angular distributioﬁ of the neutral-atom first-wall
bombardment of the FERF "first wall" atR, = 80 cm. The
results of Fig. 37 have been renormalized to represent a

four-beam injector configuration. Note the change from

9 - ¢ to z - ¢ coordinates.
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VI. FIRST-WALL ENGINEERING IMPLICATIONS

A. Surface Heat Flux.
The MC simulation results of the previous chapter indicate a non-

uniform surface heat flux averaging ~ 18 w/cm2 (peak value ~ 115 N/cmz)

~-at the hypothetical FERF first-wall radius (R = 80 cm).- For a real

first wall with radius closer to the midplane plasma radius (Rp = 25
cm), the-1oca1 heat flux may be expected to increase approximately as
Rw-]' The discussion of the engineering design of the FERF first wall

contained in Ref. 6 can now bé reexamined fnv1ight of these results in

order to assess their impact on materials choice, heat removal require-

“‘ments and,_in.thelnext sectTon,'sputtering erosion and lifetime.

Using thermal stress and heat-removal rate constréints, the maximum
6, 119

.allowable surface Heat flux for the FERF has been estimated™” for

various candidate materials. 'Fo1iowing Fig..J-12 of Ref. 6, Table X

‘summarizes these.estimates. The upber,(short time) limit applies to
_transient start-up or accident conditions in which the target plasma

'might be lTost and the neutral beam would illuminate the first wall on

the_faf sjqe (in the notation‘of previous chapters, fp =1). TheA1owef
(standard operétibn in steady statg) 1imft, taken to be abproximate1y
one-half of the upper limit, provides thé 1imit of interest to this
study insofar as it'applies tbAthe.steady—state results of Chapter V.

- The neutral-atom bombardment..is the dominant contribution to the

first-wall surface heéting. Since the energetic neutral particles

penetrate bn]y 1-10 um into the surface, the approximation of surface

heating is made. By contrast the ~ 200 N/cm2 of incident 14-MeV neutrons

ﬁn the FERF will deposit their energy on a volumetric basis in the
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TABLE X '
© FIRST-WALL HEAT FLUX LIMITS (W/cmz)*

Candidate ' Steady- State Limit** Short-time Limit
‘Material :
Pure T B 300 , 600 -
. SAP-895 . . o 1000 . .. ~2000

1(]20 ¢ Timit) - , oL : :
A1-6061 1000 | | ~2000
(120°C-1imit) -
Fs-85 - 1000 S ~2000
Nb-1Zr 1000 o ~2000

~ (400°C. 1imit) . |

S Mo-0.5T . .- 2800 4900
Ta-10H . 3200 - 6400

(1000°C ‘1imit)

*Following Fig. J-12 of Ref. 6.

_**Assum1ng water coolant with Ap/p = 0.5 and thermal stresses at
~one- th1rd of the a11owab1e y1e1d stress.
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structurés behind the first.wa11 or in materials test assemblies. If
the soparation of the first wall from the b]asma js greater than the
oyro—orbit of charged'bartic]és, as is the caéé for the FERF, charged
'partic]es wi]]'contributé very 11tt1e to the surface heating. Radi-
ot1on, both bremsstrah]ung and synchrotron, contr1butes less than 2
W/cm on average to the FERF f1rst wa]] |

The ant1c1pated FERF first-wall surface heat1ng from charge-
transfer=prodoced neutral atom bombardment at RW = 30 cm is summarized
in Table XI. LLL estimateoﬁ’zz’]zo have been renormalized to reflect
the 4-beam injector configuration considered in this study. The total
" injector ourrent‘requirements are based on the respective estimates of
the classical p]osma loss rate. Under these circumstances the peak
energy deposition rate is well below the materials limits of Table X.
~The potential for qnomalous.p1asma’1oss,rates has lead to the incorp-
oration of FERFAinjector design capabilities of up to a factor of three
. greater than the c]ossica1;injection requfrement assumed in Table XI.
' 1n that event the design margin ror enorgy deposition in the absence of
'a target-piasma 1s‘e11minated for-all candidate materials other than Mo
and Ta.” It may be noted that the global LLL estimates for the particle
and- energy deposition with p]ésma-for.the primary neutral—beam'component '
are -in good agreement with the MC simulation results. Thus, no recom-

“mendations for FERF design changes are made here.

B. Physical Sputtering.
The MC simulation results of Chapter V provide neutral particle

fluxes and energy spectra which can be inoorporated into models of
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TABLE XI

'FERF Neutral-Particle First Wall Heating]

LLL Estimate?: This Study’
Ey=65keV  Eg o &E>
~Withlno plasma
| I1uminated area (cn?) ~ ~ 8100 - 8100 3100
" Injector power gmwj YA 3.4 2.5
Amps to the wa]] (A - 36 . 45 - 45
Power to the wall (MW) 27 3.4+ . 2.5
Energy depbsition.(W/cmZ) 330 420 309
- With plasma o | _
Amps to.the Wé]] (A) B 23 . 25 - 37
Power to the wall (MW) 1.7 1.5 2.2
" Energy deposition |
Average‘(W/cmz) - < 53 30 40
Peak (W/cm2) <198 180 © 264

]Four4injectof configuration (cf. Fig. 38) and classical injection
requirement :

%References 6, 22, 120
3From Table VIII
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the physical sputtering of.atoms from-surfaces to give estimates of

121-126 The subsequent -effect, the reflux

the FERF first-wall lifetime.
of impurity atoms into the plasma will not be treated here. The dis-
cussion here is limited to'niobium whieh was found in the preceeding
.sect1on to be a genera]ly acceptab]e first- wa11 material from a thermal
stress and heat transfer v1ewpo1nt.- Near normal incidence of the
’_bombarding particles, Which minimizes the sputtering yield, is assumea;
Only for those few.neutra1s impinging >m/4 radians off'normat is this a
poor approximation. | | |

| The‘treatment'of sputtertng incorporated into SUBROUTINES SPUTS
‘ and SPUTRA of the NUBIN code is con51stent with that used for the design

126

of the UWMAK-1 tokamak reactor and the Reference Theta-Pinch Re-

actor]27'129 as well as work done independent of particular fusion
reactor designs.]?’o;]g2 Physical sputtering is defined for present
‘purposes'as the ejection from the first-wa1] surface of metallic atoms
wh1ch have been- d1sp1aced from the1r 1att1ce pos1t1ons by momentum

’ transfers as a resu]t of co111s1ons with 1nc1dent high-speed neutral
atoms.3 The microscopic cross section 04 for displacing of heavy ions by
1ight incident atoms has three forms depending upon, the incident energy.

]26; EA is given by

‘ M, + M ._
(123 + 733)1/2 <—————]MZ -2> o (75)

" where ER = 13.6 eV and Zi and Mi are the atomic number and atomic weight

For E < E; (=4.1 keV for D-Nb)

a

Ep = 288 B1lp

of the projectile (1) and target (2) atoms, respective]y. The collisions

are represented by the hard-sphere collision cross section

) |
My + M o o
o [zz 2<————] 2_>E] {1- d } (76)
T KL A E
~ 2 v max v
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where Ed (= 16.2 keV for Nb) is the TQttice displacement energy and Emax
is the maximym possible energy transfer to the primary knock-on atom

(PKA) given by : ' A
| . 414, M, L (77)
max (M, + M )2

1 2

" The ‘FERF plasma considered ih‘this'sthdy'ddes‘not produce neutral
particles with energies less than EA. Hence; this Tow-energy fegime
is only of passing interest. '

For incident projectile energies satisfying‘EA <E< EB (= 14.0 keV -

)126

for D»Nb given by

| A L Y
a2 203, 2/31/2 M
Ep = 4 Eg 111, (37 + 7577) M,

the displacement cross section becomes that of a weakly screened Coulomb

(78)

collision
.a(2)
= - ‘ - (79)
(Z$/3 + Z2/3)1/2 : :

%

where a_ = 5.292(10)™° cm-is the Bohr radius.

| Above:EBglwhgké mogt_of‘the‘heutfal atoms of the FERF case are
produced (cf. Figs. 32, 35), the displacement cross section is rep-
resented by the Rutherford scattering cross section |

2 v 42,2:.2 L
4mal M, 757%E E | g
_dmag My IyLpEg <] _ > o (50)
- aa—

C
max

The number of first-wall atoms sputtered per incident neutral

particle with energy E is the sputtering ratio S(E) given by j26
- (oy E'n2/3) -1og(E/Es) 172



Es is the‘Sub11mation energy (= 7.25 keV for Nb)
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where n( 5. 56(10)22 3 for Nb) is the atomic density of the target,

121 and  is the average

“PKA energy taken to be

E = Ed.1og ‘Emax/Ed) . : (82)

,The curve'of S(E) obtained in this fashion peaks at approximately 0.20

atoms/atom for E ~ 15 keV and thus overest1mates ‘the available experi-

]21 130 To better match the exper1menta1 resu]ts the

mental results.
curve of S(E) is displaced downward by a factor of three giving the peak
value of S(E) ~ 0.007 at E ~ 15 keV.

The energy spectrum of 1nc1dent neutra1 atoms is used to compute an

' average value <S> of the. sputter1ng y1e1d according to

. Of°'° S(E) fW-(E) dE o , (©3)
‘ Ofwf (E) dE | ‘

W

.where S(E) is calculated from Egn. (81), incorporating the normalization

7 to exper1ment, and f (E)'ié obtained from the NUBIN code (cf. Figs 32,

35). This ‘average sputtering rate can be used to determ1ne the erosion

rate R of the first wall material using

_ o M : :
R = <S> NA > . ’(84)

-where ¢ is the'incident partié]e flux density, M(=92.91 g/mole for Nb)

- is the atomic ‘weight of the wall.material, o(= 8.57 g/cm’ for Mb) is

)23 atoms/mole is

) -15

mass density of the material and Na é-6 025(10
Avagadro's number. Thus for niobium R = 5. 7(10 <S>d mm/year. The
sputtering results for the FERF case are summarized in Table XII. It

may be noted that S(<E>) provides a good approximation of the spectrum-



~ Peak R (mﬁ/yedr)

FERF First-Wall Sputtering Erosion Results

TABLE XII

for -the Primary Beam Component and Aggregate Cases A

<E> of fw (keV)

- 5(<E>) (atoms/atom)

'<S>

- Avg. @ (atoms/cmZS)

Peak @(atoms/cmzs)

Avg. R (mm/year)’

EO= 65 kev

<E>
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' aVeragedlyaTue §S>‘obtéihed from Eqn; (83). 4This agreement in the
particular case of the FERF results from the concentration of |
neutrals near tHe peak of the S(E) curve such that S(E) is nearly
constant. The nominal FERF first wa]] thickness is & = 0.5 mm, which
suggest a Tifetime 1imit due to sputtering é]ong of less than one year
‘lf0r~aréa§ of peak heuffa]'partié]eibombafdméntﬂ While this might be
t01grab1e41n a near term test faci]ity where one might expect to
sacrifiée components in the 1nterest‘of gaining information on materials
behavior, it would be unécceptab]é in a cohmércia] fusion reactor. Also,
as ih the previous'section, if non—é]assica] losses reqyire higher neutral-
‘béam_injection‘currents; ﬁhé.erqsion rates'of'Tab1e XII wf]] Have to be
‘ éca]edAubwérd 3ccofdingly-and tﬁe 1ffetimé ésfihate will be correspond-

ingly reduced.




VII. CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER STUDY

‘Monte Carlo simulation techniques have been deve]oned which permit
the mode]ind.of’neutra1-beam trapping in realistic mirror-machine p1aSma
_ configurations and in addition provide information on nentralfparticle
first-wa]] surface heating and sputtering erosion of interest to
fengineehing—design studies.' Ainjeation of these techniques to idealized
benchmark ca]cu]ations-and to the MFT? and FERF systems .confirms the |
qualitative conclusions of previously developed simple models insofar
as the global beam trapping efficiency resu]ts are concerned only in a
hbroad sense. The restrictions inherent in the simpler models tend to
~ dictate their results.’ Only. by generally relaxing those restrictions,
as is allowed by the MC;method, can the conflicting influences of these
restrictions be sorted out. Beyond this, however, new aspects of the
model; 1nctud1ng the effect of higher-generation neutral particles,
anisot}opic distributions in three—dimensiona] target-plasmas, self-

cons1stent interaction cross- sect1ons, and the reso]ut1on of neutral-

‘fi part1c1e energy spectra, prov1de 1nformat1on and insight not prev1ous]y

available. For the first time the anisotropic phase space distribution
function of the mirror-confined plasma ions has been used to calculate’

' se]f consistent charge transfer and jonization rate coeff1c1ents For
the first time the track1ng of charge-transfer-produced through more

_ than one generation has been’ accomp11shed - For the first time the
‘rad1a1 and ax1a1 p]asma density profiles of Yin-Yang mirror systems have
been used in beam trapping calculations. " For the first time the
availability of the angular and energy distrﬁbutions of the neutral

particle bombardment of the first wall has enabled the calculation of
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ﬁonuniform surface'heating and sputtering erosion rates'under the
condition of the superposition of multiple beam sources. The
“angular distribution of the charge—transfer}produced neutral particles
has been shown td be determined ﬁore by'the anisotropic plasma ion'
-:-»d1str1but1on than by the or1g1na1 1n3ect1on or1entat1on The -
lcomputat1ona] framework deve]oped for this study can accommodate the
incorporation of more rea]ist1c~physics as it becomes ava11ab1e from
either theoret1ca1 work or experimental observation of mirror devices.

As is often the case, a research effort such as this identifies
new opportunitie§ for study. and leaves some f]oose-ends" in the effort
AAto focué'ondkey dﬁestions:A Tﬁé'fo1Towing-reéommendations for future
“study are tﬁerefore made in order to advance this work.

e in sfeady state, there will be a balance of neutral

.particles at the mirror machine first wall between those
energetic neutrals coming from. the plasma and those re-
f]ectinj from the first-wa]]*surface or those cold neutra]s
d1s1odged by neutra1 part1c1e impact. A self-consistent
study could follow these reflux neutrals back into the
plasma where they'will undergo charge transfer 1nteractions
and increase the effective energy loss rate per origihd]
-beam parfic]é. : |

' o'?‘ The'energy ﬁistribUtith assumed for the targét plasma are

calculated by separate Fokker-Planck calculations. The
Monte Carlo computations of this study proVide a source
“term which may differ from that originally assumed for the -

_Fokker-Planck calculations. Some technique for iterative
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adjustment or renorma]ization should be developed to
make these two aspects of the tofa] mode] more self-
consistent.

¢  The NUBIN code in its present form is rather i11-adapted .

. for parametric studiés._ Some fufther code optimization
'to speed if up (or simﬁ1y ah'iﬁpiéméntation on a faster
éomputer) andvincorporation Qf a]goritﬁms to perform
‘sénsitivity analyses of the results wouﬂd be useful.

e  The code could bg applied t6 other systems heated.by
neutra] beams; for example the end-cells of the Tandem
Hirror Experiment (TMX), the Field-Reversed Mirror (FRM),

Aor Tokamék'Fusion Teét Rééctor.(TFTR){ In the*iatter case

a substitution of a toroidal qeometry option would have to

~ be provided.

& The code in its present fqrm js limited to steady-state
;a]cuiqtiqns. A technique tp model the,staft—up phase of a
' mirror derce;'perhép$4USing a sequehce of quasi-steady
interim stages might prové useful.

LR The code results should be compared with charge-transfer-
analyzer diagnostic measurements of the neutral-particle‘
energy spectrum where possible.

_'App]ication of the code in its present form to the reference case :

| §tud1é§ of the MFTF and thelFERF has not anovered any fatal design

f]aws. ‘The uncertain éxtrapo]ation of currently understood mirror-
fp]asma particle confinement physiQS'has lead to the incorporation of

liberal engineering design margins sufficient to handle the peak heat
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loads pfedicted by this.study if coﬁfinemeht.is near]y classical.
'  The identification made poésib1e by this studyAdf the areas of the
first wall‘surface at which the peak heating rate may be expected
~will a]1oQ more careful refinement and optjmfzation of the preliminary

- designs. of these systems.
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APPENDIXﬁ 'COMPUTER CODE USER'S GUIDE

A.  Running NUBIN without changes.

The MCSAVG and NUBIN computer code package developed for this study
is written in the FORTRAN language and currenf]y implemented on the

- Control Data Corpqration‘(CDC) 7600 cqmputer of the Magnetic Fusion

Energy CompUtér Center (MFECC)‘ofithe u. s. Department of Energy, Office -~

of Fusion Energy. This Guide will assume a certain level of familiarity
with the utility routihes of that system, online documentation of which
is available through the rdutine DOCUMENT.

The files of the code package are available through FILEM using the
- command: “ ' ‘l A 4 ' ‘
o  FILEM .READ 504 .NUBIN <Iist> / % v
“where <list> is a string of fiie names chosen from Table Al, ¢ is the
user-allocated time limit and v is the priority value.

Consider first the execution of the already compiled version of

NUBIN for the FERF (i.e., MFF). With MFF and the data file FA5 (or FB5 -

n,orch5) available, the eXecutTon‘line,is :

MFF / t v

4 test particles. Upon normal

with ¢ = 10 being sufficient for 10
‘compietion, the file FA6 contains the output summary witH files FAT1,
FA2, FA7, FA8, FA9, FA10 containing additional tables of graphed -

- . values. . In part1Cu1ar'FA1O is usea to reinitialize MFF iﬁ order to
continue a prev{ous run (seé use of IUI aﬁd JCYCLE in Table A4). Plot
output is contained in the ff]e DXPLOTSMFF which caﬁ be processed by the

~ utility routines NETPLOT and TEkPLOT for paper, film or CRT terminal

output. Tables A2 and A3 list sample data files FA5 and MA5 for the
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FERF and MFTF primary beam cases, reshective]y. Changes to these files

~ can be made using the TRIX AC editor. Table A4 discusses.the variables

required in these input files. To run cases for values of Ep = EAVGPL

much different (+10 keV) from the FERF va]ue of 70 keV or the MFTF

.Ava1ue of 50 keV requ1res a recomp1]at1on of MCS with a new version of

"BLKMFF or BLKMMX conta1n1ng new <ov> tab]es as described in Sect. B

below.

The MCSAVG‘and NUBIN codes use certain 1ibrary routines of the

TV8OLIB, ORDERLIB, STACKLIB and: IMSL system 1ibraries;'atcess'to which

is obta1ned through AVGLOD and MCSLOD when the codes are comp11ed and

R loaded. Th1s aspect is transparent to the user at this level.

B. Mak1ng changes in NUBIN.

New interaction <ov> tables are generated by runn1ng the MCSAVG

“code. A sample input file AVG5 is 1isted in Table A5 with explanation
in Table A6. With the files AVGLOD, MCSAVG, RMLIBB and AVG5 available,

- the command for compi]ation and executjon of MCSAVG ié

CHATR (AVGLODZ) MCSAVG MAVS LAV boz L L / 20 v.

Upon normal completion the file AVG6 contains an output summary and

DXPLOTMAVG contains plots of <0v>'vsf E for various values of 8-

‘Using the TRIX AC editor, apordpriate Tines of AVG8 must be substituted
- into BLKM. to effect the requ1red <ov>, interface to the NUBIN code.

The suffix _ 1nd1cates FF or MX for the FERF- or MFTF, respectively.

The new version of BLKM_ - is compiled with.the-command

CHATR (AVGLOD%) BLK _ C BL$ LDAT box L L / 1 v.
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With the file MCSLOD available, the relocatable binary file BL is then

used to create a new version of MCS using the command
'CHATR (MCSLOD%) MCS M_ _ BCS$ L_ _$ bom L L / 50

which results in an executable f11e‘M___ for_which'the discussion in

”:JS¢ct. A applies: 'AVGLOD%.and MCSLOD% make. the ‘appropriate system

library routines available.




TABLE Al

MCSAVG/NUBIN Code Package Files

Fiie Name App1ication]
AVGLOD M
MCSAVG M
wes 0 ow
RMLIBB M,N
BLKFF N
BN
BLKMX - .N‘
Cmestoo N
Mes N
RMPL3DB o
MFF N
X N
FAS - S
' FBs ; N
Fcs N
FD5 - N
MAS N
MBS | N
Cwes N
DS o N

MCSFD N

Type

C
F

D .

F

Remark

MCSAVG so

MCSAVG da

Contains
FERF <ov>
Binary of

MFTF <ov>

NUBIN sou
Contains
Binary of

Binary of

FERF data

FERF data
FERF data
FERF -data

MFTF data

MFTF data
MFTF data
MFTF data

- FD10 from
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S

urce
ta A .
SUBROUTINE RMAXIS
data (70 keV)
BLKFF

data (50 keV)

rce
SUBROUTINE‘PLOT3D
MCS (FERF)
MCS (MFTF)
(E,)
(E,/2)
(E,/3)
(<E>)
(E,)
(E,/2)
(E,/3)
(<E>)

FA10, FB10, and FC10

]M denofes the MCSAVG code and Nldenotes the NUBIN code

28 = ré]ocatab]e binary, C =

- source file

command file, D = data file, F = FORTRAN



FERF

10
0.000. 0.
- 25.000 © 80,
-40.000 0.

0.3000000E+15
0.999 3.
70000.000 7000.
0.0000000E+00
22200. 000 0.
"2.000 ’
0.575 - 0.
-45. 000

0.
0.8827937E+00
0.218 0.20

ssoooﬁoo?
6

3
0.9900000E-15
2 25

S
.10 .
.4.000
4.100
4.
4.300
4
4.50t
5.000
8
10

1010
0

o]
0.8

45. : 13S.
765432

O000000E+00
1

TABLE A2
Sample Input Data File FA5 for NUBIN Code

10 10
000 0.000
000 ... 210.000 . 210.000
300 - 3.000 . - o
000
000

0.0000000E+00
650 o
292 . 0.218

000 -30.000
8.00000005500

000
2

?.8000000$5oo' 0. 4000000E+00 0. 1800000E+18
‘ o ‘

1 1



© 20000.000 0.500
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TABLE A3 |
MFTF Sample Input File MA5 for NUBIN Code

10 .10 10
0.000 0,000 0.000 o
60,000 '200.000 - 170.000 . 170.000:
-60.000 0.680 ° 10.000 . . - . -

0.9500000E+14
99 2.100

0. =]
50000.000 S000.000
Q. 0CO000000E+00

o

. 0O000000E +00

"2.000

0.606 0.296 0,222
-300.000 -300.000 0.000

0.1570000E+0] . 7850000E+00
0.115 0.10 2
75000.00? e

6

3
0.5000000E-16
25002

Qo

4
4
4
4
4
4,
5.000
8
10.
1010. 000
O.
0.
8

005
0. OOO?OOE#OO ?.8000000%600 0.5080000E+00 0.1800000E+18 ) g

5. 135. o
23456787654321 1



TABLE A4

Exp1an§tion of NUBIN Code Ihput,Fi]e

Line ~ Variable |
Number Format Name(s ) . Meaning Remarks
1 - 3110 - TUI Data input To begin a run set IUI = 5. To';ohtinUe a
;}lgtig§C17 prior run, set IUI equal to the IUO1 of the
‘ ' prior run in order to properly initialize the
counters. Also update JCYCLE betow.
TUo1 que:outpqt : This index identifies the output file into
;;lgt?gﬁC1~ which much of the data s dumped and updated
. after each simulation cyc]e.'lDo:not use 1,2,4,8,9.
1u02 Data outpdt " Under certain error conditions, the Tatest
‘ file speci-, data will be dumoed into this file |
- fication ) . e o
2 3F10.3  XHP Cartesian Require: XHP, YKP, ZLP = 0.0
coordinates ‘
| YKP of the plasma
7Lp midpoint.

(units: cm)

8El .



Line | - Variable A
Number  Format Name (s ) Meaning Remarks
3 4F10.3 RPL1 Plasma mid- RWL1 > RPLI
- plane radius . . - .
RWLT "Fipst wall" Distance between midplane and mirror po1nt.‘
PLNG radius. Plasma
half-length.
WLNG Half-length of
"first wall®.
4 3F10.3  AAA Thése para-- | ‘ |
: meters deter- y ' iy . .
~ PHIM mine. the , PHIM < QO for CJ11ndr1ca1 optlpn
HTFAN Pplasma geome- ‘ ' '
. try. following
thé Bender
mode]l . _
(units: cm)
(units: radians)
(units: cm)
5 E16.7  XNPLCR Central plasma
density (units:
S ions/cm3)
6 . 2F10.3 XXT Radial den- n{r) _ [1 - X (Eﬁj]
sity profile n ' R
XXJ 0 ,
parameters :
X = XXI
cJ o= XXJ

0.0 < X < 0.999

6€1L



Line ~ . Variable
Number Format™  Name(s) " Meaning ' RemarksAll
-'7 ~ 2F1013' EAVGPL Characteris- - EAVGPL should éorrespond to the value used
g ' ‘ tic plasma by MCSAVG : o kT .
EAVGEL fon and elec- Y AVG to calculate Fhe <ov% ;abjes in
tron energies  BLK _ _. ~
(units: eV)
1 . B " : .
8 2E16.7  THEB Polar orienta- Require: THEB = PHIB = 0.0
c PHIB tions of the - ' ‘
magnetic axis
B(6,4) )
(units: radians)
9 2F10.3  BFIELD Central vacuum
S magnetic field
BETA strength and B -
(units: Gauss)
10 F10.3 RVACC Vacuum mirror
‘ atio
1 3F10.3 GO Plasma volume  Must be consistent with the mirror ratio.
Gl integration
factors, con-
G2 sistent with

Table 3 of Moir
& Taylor, "Mag-
nets for Open-
Ended Fusion

~ Reactors," with

GO = C°, etc.

ovL

)



" Variable

Line _ _ -
Number Format Name(s) Meaning Remarks -
12 3F10.3 - XHB " Cartesian coor- This point must lie outside the plasma.
VKB dinates of the ' L ‘
neutral beam
ZLB point source
- (units: cm)
13 2E16.7 THEI PoTariorien- . One should verify‘that the beam intersects
: tations of 4 : ‘
PHII the “injection the plasma.
orientation '
1(65¢)
(units: radians)
14 2F10.3,  ALPHA Angular half- TOPTBM = 1 for pencil beam, a = 0
width of the " _ . .
_ BETAB conical beam . IOPTBM = 2 for uniform beam? a>0 _
~ IOPTBM = a. Angle at IOPTBM = 3 for Gaussian beam, -0 < 5 < a
which the beam : ‘
intensity falls
by 1/e if I0PTBH
= 3 is specified
= BB'
15 F10.3 EINJCT Neutral beam
“injection energy
(units: eV)
16 2110 NINJ Number of injec- Require:
NPLA tion species and \yyy - 4 NPLA = 1

number of plasma
ion species

If a multispecies version is ever developed,
this will have some significance.

(vl



16.NINJ + NPLA  ISPECP(NPLA)

17 E16.7  SGMAVK

18 2110 NCYCLE
NPARTC

19 2110 MMMM
TOPTGR

Line | ~‘-; . Variable | ‘ b
Number Fbrmat Name(s) . ‘Meaning Remarks
16.1° 110 - ISPECI(1) Identification 5 indicates H]
‘ index for injec- . .. .. 2
‘tion species 6 indicates H3
7 indicates H
16.NIN) - ISPECI(NINJ) Must have proper <ov>'s.
16.NINJ+1 110 ISPECP(1)  Identification 2 indicates H''

index for plasma

s
ion species. 3 indicates H

4 indicates 7

Must have Propér <oy>'s.
Fusion reac- Must be consistent with EAVGPL.

tivity <ov>
(units: cm3/sec)

"Number of Recommend:
cycles in this : )
run. Number NCYCLE ]04

of test par- NPARTC = 10
ticles/cycle.

First wall sur-. 1 < MMMM < 6 ,
Zi?gnggggaggigl. "Recommend:  MMMM = 5 (givesA64x128 grid)
Grid type switch

IOPTGR = 1 for

spherical surface

IOPTGR = 2 for

cylindrical surface

A



~ Line

ICOUNT

~ Variable o
-Number Format  Name(s) Meaning Remarks -
20 110, NREGN = Number of coaxial 1 < NREGN < 20
' plasma subregions. - '
The thickness of
these subregion
should exceed a
Larmor radius.
20.1 F10.3 CFACTR(1) MbntéECar]o These shou]d be 1nverse1y proport1ona1 to the
' ) ;gﬁgl;ng para- p]asma density prof11e on the range 4. <
- . - C . < 1010 for best results.
20 . NREGN CFACTR(NREGN)’ FACTOR o
21 F10.3 ERRTOL Tolerance for -  Recommend:
: simulation con- : ‘
vergence 0.01 > ERRTOL > 0.001
22 F10.3  CRUSWT "Russian " Recommend:
Roulette" ;
weight cutoff 0.05 > CRUSWT > 0.005
value ‘
23 4E16. 7 REJCF1 Varibus Monte Recohmend: Leéve these as indicated in
I8 Carlo simula- .
REJCF2 tion parameters = . Tables AZ-A3.
REJCF3 : '
SPDCF2

¢l



Line Variable | |
Number Format Name(s ) Meaning Remarks
, ‘ Yes No
24 4110 -, THISTO Histogram 1 0
: , ~ : output switch. :
IPLOTO Plot output 1: 0
IPUNCH switch. Another 7 0
output ‘data set. '
TWALLO Individual ter- 8 0
‘minal -output for
each test part- :
icle: ' -for small runs,
| ’ Require: - IHISTO = 0
IPLOTO = 0
for large runs, _
Recommend: IWALLO = 0
25 2F10,3 . VIEWT Plot output Recommend:
‘ o viewing orien- -
VIEW2 tations. PLOT3D VIEWT = 45.0
(units: degrees)  VIEW2 = 135.0
26 110 - JCYCLE " Index of first IF JCYCLE > 1, then IUI # 5.
: ' cycle in this
run -
27 112 JINITO Initiator for

the pseuds-
random number

generator,

LRNFL

Should be odd._

il



'~ 3.000

6 - 3
0.392699 ' 0.000000

. TABLE A5

Sample Input File AVG5 for MCSAVG Code

o - .. o 1. 3

70000.,000 " 7000.000

48
070070070070

0.2500000E+08

14



Variable

TABLE A6 .

Exb]anation of MCSAVG Code Ihput File AVG5

Line . o '
Number Format ~ Name(s) Meaning Remarks
1 F10.3,-4110 RMREFF  Effective mirror * Should equal either 3.0 or 10.0 Is
' ratio - arbitrary if IMAXWL=ISOTRO=1
" IMAXMWL Energy distribution =1 for Maxwellian
switch - =0 for Mirror-confined
- Electrons are assumed to be Maxwellian
ISOTRO _Angu]ér distri- =1 for isotropic "
- bution switch =0 for mirror normal mode . :
: ' Electrons are assumed to be isotropic
INDSGM Lower 1imit of D0 90 INDSGM=INDSGM,MINDSGM
interaction loop . ,
MNDSGM Upper Timit of 1:. charge exchange, cx
: interaction loop 2: ion ionization, 1ii
3: Rutherford scattering RS
4: Electron ionication, ei
2 e21no NMI Test particle index  1: e~ 5: HO
- 2: 6: D°
Field part1c1e 3. pt ' - 7. 10
index 4 +t
4: T 8: He ~ (do not use)

9yl



Line
Number

Format

~Variable
’AName(s)

Meanihg

Remarks

3

4‘.

5

F10.6,110  ANGINC -

2F10.3

. PHII

 NANG

EAVGPL -

EAVGEL

110,E16.7  NPTS

4A3

SPDINC

ITITL(INDSGH),
INDSGM=1,4

Angular increment
of test particle
injection angle

Azimuthal
injectﬁon angle

Number of test

particle angle

increments

Plasma ion

characteristics

energy
Plasma election

characteristic

energy

Number of test
particle speed
increments

Test particle
speed increment

Array name
information

(units: radians)

Reéommend: 0.0

Maximum: 5 (unless

dimension statements -

altered)

© O<NANG*ANGINC<m/2

(units : eV)

(units : eV)

ifaximum : 48 (unless dimension

statements altered)

(units : cm/s)

Used by MCSAVG only to identify
- <ov> tables, e.g. 020 indicates

EAVGPL=20 keV

AR
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The author is available at the following address and telephone

number to provide additional information and answer questions regarding

" the MCSAVG/NUBIN code package:
“ Ronald L. Miller

MS-641 : .
.-~ Los Alamos Scientific Laboratory
" P. 0. Box 1663 o

Los Alamos, NM 87544 USA
(505) 667-4950  Commercial Telephone
1843-4950 FTS
A FORTRAN lisfing of the MCSAVG and NUBIN codes is available undér a
separate réport number‘from the |
| - Fusion Stud1es Laborétofy
Nuclear Engineering Program

University of I11inois
Urbana, IL 61801 USA
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of the_Lds Alamos Scientific Laboratory of thé,University of -California.
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