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NOTIFICALION Ot CHANGE IN A DATABASE*

Bron ¢. Nelson
Lawrence Livermore Natignal Laboratery
P.,0. Box 5511, L-535
Livermore, CA 94550

Summary

The Supervisary Control and Oiagrastics System for
the Mirror Fusion Test tact ity 15 gn evenl driven
system; tasks that hangle specific events gre active
oniy when those events occur. One methgd gt moni-
toring and gererating events 15 the data base notifi-
cation facilty; : lack  an request that it be
loaded ant started by the doms it 3 data element 1§
touched or goes outside ot 3 specitied range. The
motivations for thig facility (along with an example
0t 1S uSe ang Sume SPECITICS regarging nhgw 1L 1S
coney are presented.

*work performed by Lthe for a0t unger contract
numper -7G015-tHG-dg. "

‘ntroguction

The jupervisary .ontrol gnc Jiagnestice System (SC0S)
At the Mirror Fguior Test Facilily mit be atle to
recogrize 4nd respond ¢ 1 vareely of svents,  This
ngper will tndus ©n nne avent i particular the
weiting ot dalé nle the atabese.  SLUS supports a
Parge womber of s{glut nrspieys 3rC wnep the dsla
changes ine nww vaiues rzy peec o be refiected n
these 31spre,s.  SLlh hew crusen e soive ths pro-
olem tnrough the cencppt o yzta base iriggers:  the
grogear tnel grives Lhe dispidy e reguest to be
nct1fIeC by U 03t Pase when gpy ot the 0ispleyed
w3 oaes change.

There ace Lhrer ma)or reasens why this approach to
tne gpazte protiem was chosen.  Most mportantly s
trat U soives the orptlem; the gispleys can be kept
JETeRL gng CorreCl,  GECONG, PE Program Lhel drives
the 15iig; wil be e igre ang runntng only when ne-
sqary rather tnae, for orestaece perrodicelly pol-
fy tre s Third, 1Ll proviges 4
congicerat ! Tlerouplirg. Aostatus dis-
Loy 30 ce o reeted ac mo0itses h asglation. Ko
¢s U <ria zrything apout the display,

Contersst,,
.

ARGurt o

stner 1
and the fay vesd not wnrry aboul wnere tne date
are *vam or what lash wrote 11, It shouid be noted
thal Tarita0gotRt, Ihe d)ls Dase 1S 2 sutthiciently
gererzi event that elmost any process can use deta
tase (rUgger, Lo drive VL. Ltatut displays serve as
s Lrorite Bxample,

L3td sase Triggers

in S00S, cata base triggers 4re Zalled 'obnotifies”
and cgh oe sat with varicux <Copes. A~ dala base
table 15 viewed as ar arrey of records, with the
~pcords 35 the rows Of the talie, 3ang the record
elements as the columns lkezmr - attributes) of the
tabie, The user can momitor a whole tablo g single
row across all attridutes, a singie a*i*tule acrass
ail rows, Or (most commonly) @ single .l.oibute of a
single row. Dbnotifies that are set on a single at-
tribute may be congiL:cne¢ on the value written, with
notification being sent only when the value goes out-
s10e a specitied range .in the interest at speed,
more complicated 'auery like' conditionals are not
supported).

QISCLAMER

Inter Process Communicaticn System

The ability to pass messages between tasks is pro-
vided by the Inter Process Communication  System
(IPCS).2° Messages can only be received by tasks
that are active. Since the ho. operating System
does not support virtual iemory, 3 message is to
be delivered to & task that is nct  Lrreatly active,
IPCS will load ang start the task 1 >roer to deliver
the message. This provides the perfelt mechanism for
an event driven system. S(DS tasks ére in core only
when they are needed to respong 'O message, and
since the machines gnly nave about a r 1 megabyte of
core each, il 1y ampurtent that tasks not be in
MEMOry when {ney Are ot needed.

Overviea

When a task starls 4 JbRclity, Lhe date  ase puts &
packet of intormation inte & linkea 115" associated

with the parlicuiar relatien, This pace © contains
{among other things, a description of the .rtion of
the table watched, on¢ the ‘earling agar ot the
requesting task. Anenéwer gny Lask writer  to that
tabie, tne Ii1st 1 searched tuw see 3t any  ner task

cares.
PLS.

I 5o, & message 1S gemeritec amd sent uSing

Example
Consicer the follceing €xamfple:  buppcse an gperator
invokes 3 oisplay mooule {ca) 1t LM3I&567) and it
shows the pressure reaoirg n a prpe.  COMI456/ reads
anc formats the dats, 200 dispiays Tt om @ wamtor
screen, |n agdrtien Ot executes o statement such s

DENOYIFY START Oh pipetadls pipeil,.pressure WK 2,
Here, 'pipetable -t the name of the database table
desired, and ‘pretsure’ s the attribute name.  The
'WITK' clause 15 2 oser definec Integer that is re-
turnec in the abnot >ty mectage (115 purpose 15 te aid
the user n sistinguishing which abnotify gemerateqd
the message 'r case tne user nas several outstanding
concurrentlyj.  DM3S567 now goes end of task and
Jeaves memory, whenever anyone writes to 'pipetable’
the donotify list 1s checked. Eventually, someone
writes 1o the gala element JM3dd0/ cares about. A
sessage i generated and sent to a special core
resigent message routing task: Che DBMd task. The
DB¥S task now passes the message to DM34567. (The
reason fur this ‘extra’ step 1s to handle non-fatal
errors in @ nice way. Since there 15 no virtual me-
mory, it may well be the case that DM34b6/ will not
fit into core at the eracl moment that a message is
passed tec it. [PCS returns an error in this case.
(learly the sending task shoula try to send the mes-
sage again later, but the task downg the writing
shoulo not have to hang up waiting to pass the
message. Thus, the DBM task handies the message
passing, and will retry pariodically uetil it suc-
ceeds.) DM3a56/ receives its message, reads the
current pressure value out of the data base, updates
the display, and leaves memory again. Eventually,
the operator decides to Jook at something else, and
s¢ sends DM34567 a 'stop’ message. The monitor
screen is cleared and DM34567 executes a
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DBNOTIFY STOP ON pipetable (pipe 12).pressure WIIH 2. references

This deletes the dbnotify so thal messages are no I} Hovrow, D. G., Winograd, 1. “An QOverview of KRL,
lTonger sent ta 0MI456/ when that dqata element is a Knowledge Representation language," Cognitive
written. Science, Vol. 1, No. 1, Jan. 1977,
Dbrotrty Probiems 2)  McGoldrick, P. R. [PLS User's Manual, Lawrence
Livermore National Laboratcry, Internal Report,
The worst problems with implementing dbnotifies ure det.. 1980,

cieaning up:  MWhen a program abnormaliy terminates,
finding and deleting its outstending dbnatifies i
quite citticilt.,  But the trickiest problem i
getting the DBNOTIFY STOP commanc to have the desired
eftect. After deleting the dbrotity so that no new
messages wil! be sent, the DBNATIFY STOP must ask the

DBM. task tc delete any messages previousiy generated NI

by the dbrotify thet have not yet been sent, and thea

Inok In the requesting task's message recelving ared ,'h"‘-ldw‘:h\um:w la :n‘;w:;-l -‘vl (r: «:...',.\..:.,1 b nuauu-lul

. ) o 1 ted S L Nt it ] 1 Sty Gt ot

arg gelete ary messages from the dbnotify that nave . o s g s iabys s Aoty 1y

been recelvea bul nat yel ¢Cleo upue, Tt ar anplid W Lt it on cspnabibs far e s
Vitsc vommploenass o datnog el wtes @t g o gan ponduct o

Fram o user pornt of view, the worst prablem 1s that preceas dis rets tha o dtels o

gt deliccars bt

e prmise

gunotitres ave U ciow.  Part or the proolem 15 that
they have proved so popular that users set dozens al
J time dnd the itnked [15U grows very repioly which

by (rar naon Dadeaasd onanutctaic i g

e e singls 1 ada

W et ailatien o g B ]
4

ates nscranieat o the | {4 s Dhe in ad

slows thingy doan tremendcusly.  However, mest of the Sthocs L ARE A Tt TR RYRT R RTH
speed probler g ne Loamed or the Jata B4se memory Sate frrt b sttt s b sttt e o
manggement soheme currently tnouse. [ the most st
Jlusely tuneg Desloav of Lhos writing, 4 7 osecond de-
Tay was observea brtween Lhe t'me ¢ pressyre reading
chiraec, an {ne Lime thal rhange was retlected on
Lhe LU3ty- 9%.pigy.  Belawwn 3 @ng 5 seconcs 0! that
Pk owal SuRnlovn The Celalaby, B LYORF LG IRprOVEe
this, The gl BaSe [4QOrG mEThan:ism 15 Detng rewrit-
LErar eDBOTILIES wil) SwILIh o Aver Lo 2 s-trse
strtture ralhes tngn ¢ Swnpie onked 1ost.
ined Sg.utiang
Phere are Severs olher selublops tu the proplem ot
keeping wb.tu: 2i9plays current that Jeserve men-
tron.  Instead 1 having ngividual lasks thal drive
< 7 <ingis task coulu drive aii displays ard
cvErLAme SOHECNE G1C & wrile,  Such @
tecnmes guite lerge, 15 alm.t contr-
ani weubd be contirnelly muditien as
creztec ard chenged.  Aiternate’y, ine
thaloar - Lhe Jate Zondd he responsibie tor
1w, frer tgsis et were nterestec.  Tmis
Jvetes 4 CEAsigeradle  (ommunicalion  pro-
g whenever & displzy s modified, the corres-
pengi ;) 4l aritercs must giss change.  {ommun-
catian gulck ', tecemss quite complex and modification
yer; iralxy.  ome eestesl alternalive 15 to nave each
croplay pertogitaily re-read and redispiay the data.
Thae snlytian 4 Lies aown tog auch of the avail-
abie computz rosources with continsual and unneedea
activity, :
R |
Lonc Jusians J

The abnntity taciiiLy nas been running quite success-
fully for almost a year. [t neatly solves the pro-
blem of keeping status displays current, with the
advantages thel displays are event driven ang de-
coupled from uther tasks. It is sufficientiy general
that it is useful for other types of process control
and coordination, The only change currently planned
is to improve the speed.
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