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Nummary 

The Supervisor) Control and Diagnostics System for 
the Mirror Fusion lest Uci ity is an event drive" 
system; tasks that handle specific events are active 
only when those events occir. One inethod of moni­
toring and generating events 15 the data base notifi­
cation f aci lily; •• lack .an request that it tie 
loaded and started bj the dums if a data element is 
touched or goes Outside of 3 specified range. The 
motivations for t.Ms facih'v falo-ig with an example 
of its use ana some sp^c IT u s regarding now n is 
cone* are presented. 

*"kork perforn>(! Oy Li fu for • jDUt under contract 
number rf-?fl('b-tMj-4d." 

Introduction 

1f\o Supervisory . .ontro! d nc j i agncs t i cs ' m i e m (SCDSj 
'if the Mi r ro r I - ^ . U J I l e u f <ic i f -"> in.il Dt? able to 
recogni /* ' and respond to i vai 'etv or events. This 
paper M i l l tr K-us on nn e event if' p a r t i c u i a r : the 
w r i t i n q - I ciata ' m e me latabase. Sl;)S supports a 
i * n t :i>j>u-*r -?1 i t d t j S •nspiays ;rC wn -̂n the data 
chanqp^ tne "*% values r̂ _y neec to he re f l ec ted m 
t r t s e d isp 'c . , s . iLL1:- n^-: c'-osen lo solve t h i s pro-
n 1 ??r. tnrr-uon the :nncf*pt r-r oatd hase t r i g g e r s : the 
pr;-g'a» 'net cru-es l h c d isp lay '.an reouest to be 
n o t i ' i e c t>y tnr- cat a ra>p when any ot the displayed 

•:i J^S Change. 

'hen- -ire thre»r maj nr reasons wt1) this approach to 
tne jpiate uroDieT1 was chosen, Post importantly ^s 
tnat u solve'.- tne rjro-'> 1 P^; *he Jispla/s can be kept 
- jrrem anc L-jrrcci, .IPLO^O, tne program that drives 
•.up .;iiLi5j w i 1 he i'1 v'jre a^O njnrrng. only when np-
• •si'"' r^t^Pr tnar, *:jr Tstar.-.e, periodically po 1 -
!"-y t'r '!:' : * ••f['-ri^;( . 'nir,i, it provides a 

COPS-<>r i1 !- F̂-,-.urt ••' .ieroi.pl 'irg. h status dis-
^ij T •ar ^ reatei r|^ ôt)<T;-.*o "i ljyialion. No 
•;tn̂ - tisk n-*j.Jb :'• <rL'« anything at>Out the display, 
and tfie .j-splay need nut *orry about wnere trie data 

art- '--vr or *hit last «rote U. !t should be noted 
t r . i t ' * • " ' . i rg ir.*., :m dJt-i Dose' :s a sutt l c i en t ly 
v n e r a i e.'t-rt that almost any process can use data 
I'd^e t r - g g e r j t(. dr ive i t . J t a t u ' . d isp lays serve as 

i.-ri r.^te c *Hmple. 

Lata sase Triggers 

;n iCuS, data base triggers art called 'dbnntifies' 
and can De set with various --copes, A data base 
table is viewed as ar array of records, with the 
'•ecords as the rows o f the tM ie, sne ;r>e record 
elements as the columns ik^ow -r- attributes) of the 
tabie. Ine user can monitor a whole \*t'.a, a single 
row across all attributes, a single a*f-tjte across 
a n rows, or (most communlyj a single .tribute ot a 
single ro*. Dbnotifies that are set on a single at­
tribute may be conflicted on the value written, with 
notification being sent only when the value goes out­
side a specified range ,in the interest at speed, 
more complicated 'auery like' conditionals are not 
supported). 
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Inter Process Communication System 

The ability to pass messages between tasks is pro­
vided by the Inter Process Communication System 
(I PCS J,̂  Messages can only be r eceived by tasks 
that are active. Since the he. operating system 
does not support virtual memory, 5 message is to 
he delivered to a task that is nc: .rrentfy active, 
IPCS will load ana start the task u ^rder to deliver 
the message. This provides the perfect mechanism for 
an event driven systs.ii. SCDS tasks a^p in core only 
when they irQ needed to respond to message, and 
since the nachmps only nave about a r r megabyte of 
core each, it is important that Usus not be in 
memory when tney ar̂ - no' needed. 

[Kerne* 

When a Uik iiirn a dbnuity, the uatc ase puts a 
packet of information mto a linked lis' associated 
with tne particular relation. This pao ' contains 
(among other things 1 a description of the -rtion of 
the table waters, anc the 'calling aaar> ' ot the 
reauesting task, rfnene^pr an* task write- "to that 
table. Tne lis: is seannec to see if an> ner tasn 
cares. II so, a messace is aeneritcc and sent L;Sing 
IPCS. 

Consider the roiiomng eaa'npic; Suppose an operator 
invokes a display moflule jcal it KM3456?) and it 
shows the pressure reading in a pipe. DM34bb/ reads 
ant: formats the data, jno aispiays u on a ••nonitor 
screen. Jn addition n e*ecuies a statement such as 

DB N O M H S'Aft" ZU pipetablo .pipei^y.pressure U I I H I, 
ilere, 'pipetab'e •? the nare of the database table 
desired, anc "pressure1 55 the attribute twne. Tne 
'UlTH' clause is a user defines integer that is re­
turnee in the abnotMv ^pssage (its purpose is tp aid 
the -jser in distinguisfnng *hich dbnotify generated 
the wssage ir- case trie user nas several outstanding 
concurrently). DM3^b67 now goes end of task and 
leaves memory, whenever anyone writes to 'pipetable' 
the dbnotify list is checked. Eventually, someone 
wntts to the oala element OTOflbo/ cares about. A 
nessagp is generated and sent to a special core 
resident message routing task: the DtiNb task. The 
QBXS task now passes the message to DM34567. (The 
reason fur this 'extra' step is to handle non-fatal 
errors in a nice way. Since there is no virtual me­
mory, it may well be the case that DM34bb7 will not 
fit into core at the exact moment that a message is 
passed tc it. IPCS returns an error in this case. 
Clearly the sending task should try to send the mes­
sage again later, but the task doing the writing 
should not have to hang up waiting to pass the 
message. Thus, the DBMS task handles the message 
passing, and will retry periodically until it suc­
ceeds.) 0M34567 receives its message, reads the 
current pressure value out of the data base, updates 
the display, and leaves rr-emory again. Eventual ly, 
the operator decides to look at something else, and 
so sends DM34567 a 'stop' message. The monitor 
screen is cleared and DH34567 executes a 
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OBNOTIFY STOP ON pipetable [pipe 12).pressure WIIH 2. References 

This deletes the dbnotify so that messages are no 
longer sent to 0M34bb/ when that data element is 
written. 

Dbnotity ^roblems 

The worst problems with implementing dbnotifies ure 
cleaning up: When a program dbnornia11> terminates, 
finding and deleting its Outstanding dbnotifies is 
quite cifticUt. But the trickiest proPlem is 
getting the DBNOTIFY STOP cornrnanc to have the desired 
effect. After deleting the dbnotity so that O Q new 
messages will be sent, the DBNOTjf-Y STOP i u U ask the 
OBMJ tasK tc delete <;ny rnessages previously generated 
by the dbnotify that have not yet been sent, and then 
look in the requesting task's message receiving a rea 
ana delete any messages f^om the dbnotify that have 
been received but not yet acted upur, 

From d user point of vie*, ti^ wont problem 15 that 
dtjnot'.r'es a*'e ".tu < iov*. 1'ari ,,r the problem 15 that 
they have proved sn popular that users set dozens at 
j time and the i inked list grows very rapid ly which 
slows thin;*, OOAH tremendously. However, most of the 
^ited problem a', be t lamed ui' the J at a tase -neiriory 
management <,ch'*:r.f (grrent iy m use. In the most 
.i.'^ely tnnt'0 {<".-'. as or th 1 v writing, a ' second de­
lay «as observed hr'ti*een the t'me a pressure reading 
rhinqeo, anr; [UP »nre tnjt r h-an-jt- -.as reflected on 
tr.e vtat.j- 3^3'ay. ii?U'een * and b seconds 0! tnal 
' v\-v w.;; '.•.'pc. "• the Catsrase. ;r. crdnr [n improve 
tfi:\, »!••- :iaM bast- ['icprg mchanism r> br'ng rewr 11-
ter *J \\ i:nf-'j* ? • 1 es * '• 1 1 st*iur. over to J s-iree 
•t-K'tL,^ f-atn^r trie's c simple .1nkpd 1 s t . 

Ut'n.-r itJ.utnns 

i hf :> art- ^v t " ' i other v.. 'utior-s tu tne jjroi> M or 
Keeyii'q i j t . t ^ : oisp'ay: current that deserve men-
PO". Iris.Lt.id A having ^dividual Us*s that drive 
c : ' : i - Ic j ' a £ mgi.- usk eculii drive J i • displays ard 
be ' i forr^f; ' jveryi^e bOtfecne flic a write. Such a 
r iS* ac •-> 1 • t'.'Cnipps 2Ul'.e iarqe, is 3lmr>,t COntl-
•j .1: , if.....-', cinj would he continually r̂ g a i * i e o as 

^ i ' i . ' : . ' -rr .r^ctec arrl chfnqed. Al t p rnale 'y, me 
tas 1 ' L'IJI r,r ;~ trie j2t<j :ciJd be '-esponsihie TO--
' •• ' r : ;i , rr- 1 t av•= ^ f ' iat «er̂  •nterestr-C. Tins 
ap:-r;.-c! i- .,i-<!'.trs a O;^ .aerable conwiunication pro-
rifF.. rthen--jr-- c display 'S modified, the cor res-
OCuii1 j j d l j "V • !'-r, i . m,st a iso change. lonvnuni-
cat i'"'i; a^n> ' / recctpK*) au'te complex and modification 
ve'7 i ' ' U ) . î r easiest alternative is to nave each 
c ;splay rienijf:'c:ai ly re-read ano redisplay the data. 
T»i. ( i ' - ' j t i j r i \-^\ j ties onwn too much of the avail­
able conipi;trr rt'SO'jrces with continual and unneedea 
act iv i ty. 

Conelusions 

The o&notuy fac i l i t y nas been running quite success­
fu l ly for almost a year. I t neatly solves the pro­
blem of keeping status displays current, with the 
advantages that displays Am event driven and de­
coupled from other tasks. I t is suff iciently general 
that i t is useful for other types of process control 
and coordination. The only change currently planned 
is to improve the speed. 
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