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William G, Labiak 

Lawrence Livermore Laboratory, Universiiy of California 
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Summary 
There are nine different system'? requiring over 

fifty computers in the Local Control and Instrumen­
tation System for the Mirror Fusion Tot.t Facility. 
Each computer system consists of an LS1-11/2 pro­
cessor with 32,000 words oT memory, a serial driver 
that implements the CAMAC serin] highway protocol. 
With this large number of systems it is important 
that as much software as possible be common to all 
systems. A system executive is being developed for 
the LSI-ll/2's, which can communicate with the Tnter-
ttata computers and the CAMAC systems. Commands re­
ceived from the supervisory computers will be put in 
a command list that is executed in a "round robin" 
fanhion. Commands will call functions that execute 
the command through the CAMAC system. All communi­
cations and system executive actions are the same in 
all systems. Only the commands and functions to ex­
ecute them need be different. A Berial communi­
cations system lias been developed for data transfers 
between the LSl-ll/2's and the supervisory com­
puters. This system is based on the RS 232 C inter­
face with modem control lines. Six modem control 
linen are used for hardware handshaking, which allows 
totally independent full duplex communications to 
occur. Odd parity on each byte and a 16-bit checksum 
are imcd to detect errors in transmission. The 
aerial driver was developed for CAMAC address and 
data information to bo transferred to the crate. 
Reply data are received through the serial driver. 
Error conditions and demand messages from the crate 
will cause an interrupt. The error condition or the 
address of the module making the demand is read from 
registers. A block transfer capability using direct 
memory access (DMA) is provided in the serial driv­
er, A CAMAC address and function are sent to the 
crate repeatedly, and the reply data are put into 
m?mory. On completion or detection of an error, an 
interrupt occurs. 

Introduction 
The Mirror Fusion Test Facility (MFTF) at 

Laurence Livermore Laboratory (LLL) will be complete­
ly computer-controlled. This control system is com­
posed of a hierarchical computer network system. The 
top of the network is the Supervisory Control and 
Diagnostics System (SCDS), which interfaces the oper­
ators to the experiment. It consists of nine Inter-
data 32-bit computers, which communicate to each 
other through a shared memory. 

The next level is the Local Control and Instru­
mentation System (LClS), which interfaces the SCDS 
computers to the experiment through 55 LSI-ll/2 
16—bit computers.* These computers control nine 
different subsystems, organized in the following man­
ner; 

24 computers for sustaining beams 
20 computers for startup beams 

1 computer for plasma streaming guns 
2 computers for magnets 
1 computer for vacuum systems 
1 computer for cryogenic systems 
1 computer for getters 
1 computer for safety monitoring 
4 computers for beam dump monitors 

—DISCLAIMER _ ^ ^ ^ 

These local control computers (LCC) are inter­
faced to the SCDS computers by RS232-C standard 
serial communications interfaces (see Fig. I for de­
tails of the network connections). The communication 
speed is 9600 baud. The LCC's interface to the ex­
periment using the aerial CAMAC system.^ A special 
hardware interface has been developed for the serial 
CAMAC communicationa. The software for the LCC's 
will bo memory based with no storage peripherals. 
Total memory available is 28,000 16-bit words. 

Software Requirements 
The nine subsystems will require different func­

tional capabilities in the software, but the computer 
hardware and communications interfaces are identical 
for all 55 computers. It is desirable to implement 
the software such that as much as possible it may bo 
shared by the nine subsystems. The software tmiBt be 
highly reliable as well as very flexible to meet the 
changing needs of the experiment. 

These requirements will be met by developing a 
system executive that will be used by all LCC's. The 
executive will execute commands sent from the super­
visory computer. All communications with the super­
visor will be controlled by the system executive us­
ing a protocol common to all computers. The execu­
tive will also control all cotrnnunirntions with the 
aerial CAMAC system. The syateio executive will not 
use any exiuting operating system for the LSI—11• 

Command List Processor 
The system executive consists of three parts: the 
command list processor, the communications processor 
for the supervisor, and the communications processor 
for the CAMAC system. The command list processor 
receives command messages from the communications 
processor for the supervisor and puts them in the 
command list for execution. Commands in the command 
list are executed in a "round robin" fashion. When a 
particular command is executed, a function is called 
with a device address, and data from the command are 
passed to the function. The function then uses the 
CAMAC communications processor to send and receive 
data from the experiment. When the function is com­
plete, it will return data to Che command. The com­
mand list processor will then create a reply message 
for the command and pass the message to the communi­
cations processor to be sent to the supervisor. When 
a command has completed execution, it will be removed 
from the command list by the command list procc;=^r. 
In order not to lose memory, the command list pro­
cessor will periodically perform a garbage col1jction 
on the cor. nand list. Since the amount of space a 
command may take in command list may vary for dif­
ferent commands, each command will point to the next 
one in the list. 

Different functions will require different 
amounts of time for execution* For example, the 
reading of a pressure sensor happens as fast as the 
computer can execute the function; however, the open­
ing of a valve may take many seconds to execute. In 
general, it is not good to tie up the computer 
waiting for the function to be completed. This tieup 
can be avoided by allowing a function to stop execu­
tion when it must wait. This stop execution allows 
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Fig. 1. Computer control ay-stem Cor MKTt\ 

the command list processor to execute other commands 
in the list. When a function is not complete, it 
leaves data defining its state with the command that 
called it, When the command list processor executes 
the command again, the function will begin from the 
state at which it loft oEE and proceed as Ear as it 
can. This continuation allows many of the same com­
mands in the list to be executed simultaneously,3 
The time when a command is completed does not depend 
on the position of the command in the list. Command 
replies occur with no regard to the order of the com­
mand list. 

Some commands may execute and return a reply but 
not be removed from the command list. An example of 
this is a monitor sensor command. The command con­
tains the device address and data establishing bound-
ar i es for proper sensor readings. The sensor is read 
each time the command is executed. If the function 
determines the reading is out of bounds a reply mes­
sage will be generated, but the command remains in 
the list. A special command from the supervisor to 
the command list handler is required to remove this 
type of command from the list. 

Communications Processor for the Supervisor 

Computer-to-computer communication is always a 
difficult matter. A carefully designed protocol and 
standard communications hardware make it much 
easier. A protocol based on the RS-232 C communi­
cations standard with modem control lines was devel­
oped. The speed of transmission is 9600 ba/jd. The 
protocol is full duplex and fully interrupt-driven. 
The modem control lines are used for handshaking. 

A transaction is initiated by the transmitter 
setting its request-to-send (RQ2S) line (Figs. 2, 3, 
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Fig. 2. Supervisory local control 
interconnection diagram. 

and 4 ) . This l ine is connected to the rece iver ' s 
ca r r i e r l i n e . The receiver then se ts the data termi­
nal ready (DTR) l i ne , which is connected to the 
clear~to-send (CL2S) l ine on the t ransmit ter . The 
t ransmit ter then sends S-bit data bytes with odd 
pa r i ty . A 16-bit checksum is sent at the end of the 
message. If no pari ty e r rors or overrun errors occur 
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Fig. 3. State diagram, showing full description. 

and the checksum is correct, an acknowledge (ACK) is 
given by the receiver. This is done by the receiver 
clearing the DTR line and setting the secondary 
transmit (ST) line. When the transmitter sees the 
CL2S line cleared, it looks at its secondary receive 
(SR) line. If it is set the ACK is received, and the 
transmitter clears RQ2S to indicate the transaction 
is complete. 

If the receiver detects an error while receiving 
a message, it will clear the ST line when the CL2S 
line clears at the end of receiving data. The ST 
line being cleared indicates a negative acknowledge 
(NAK). When the transmitter receives this, it will 
clear RQ2S to indicate that the transaction is com­
plete. The transmitter may then try again or send a 
different message. 

The transmitter may abort by clearing RQ2S. The 
receiver may abort by clearing DTR. The receiver 
must know the length of a message before the trans­
action begins. In order to send messages of differ­
ent lengths, a short fixed length header is sent 
first and contains the length of the message to fol­
low. Though the protocol is fully interrupt-driven, 
the handshake process is somewhat expensive in time 
for the LCC to execute. The header is designed so 
that most messages may be sept with no following mes­
sage. 

Since the protocol is full duplex and interruyit-
driven, a reception, transmission, and execution of 
the command list may occur simultaneously. When a 
transmission or reception is complete, program con­
trol is passed to a specified completion routine. 
When this completion routine is finished, control is 
returned to the point where execution was 
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Fig. 4. State diagram, showing abbreviations. 

interrupted. This powerful capability greatly 
simplifies the design of the rest of the system 
executive. It is also possible to query the status 
of a transmission or reception in progress. 

Communications Processor for CAMAC 

The communications processor for the CAMAC system 
is unique because it is called by functions rather 
than by the system executive. The serial CAMAC pro­
tocol is implemented in hardware that makes the soft­
ware much simpler. When a command is sent out 
through the interface, there is an immediate reply. 
The communications processor waits for this reply 
before returning to the calling function. The hard­
ware is capable of reading data from a CAMAC crate by 
direct memory access (DMA). This DMA is accomplished 
by the hardware repeatedly sending the same command 
and storing the reply data in successive memory lo­
cations automatically. No other CAMAC commands may 
take place while this DMA occurs. 

The demand message system for the serial CAMAC 
system has been implemented. A demand message causes 
an interrupt in the computer. The use of demand mes­
sages will be minimized for two reasons: (1) demand 
messages are clumsy to handle because they must be 
decoded before any action is taken, and they are not 
useful for high-speed actions} (2) a large number of 
interrupts from other sources may interfere with 
communications to the supervisor; demand messages 
will be used only to alert the system of detected 
hardware failures. 



present Status 

The command list processor is presently in final 
design. It will be imp lenient c* in the language 
PASCAL, All of the routines for communication with 
the supervisor have been completed1 and fully tested. 
They are written in assembly language hut are de­
signed to be called by PASCAL programs. The communi­
cations software Eor the serial CAMAC system has been 
designed and implemented. It is written in assembly 
language, but is designed to be called by PASCAL pro­
grams. The CAHAC software, though running at this 
time, will be modified somewhat far better Fault 
tolerAnce and error detection. 
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