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ABSTRACT

The phenomenon of molten fuel-coolant interaction (FCI) is of considerable 
interest in many industrial processes where hot molten material may come in 
contact with water, including the pulp and paper, aluminum, steel, and nuclear 
power industries. The nature of the FCIs can range from mild film boiling, 
through energetic boiling, up to a violent vapor explosion. In the nuclear power 
industry, FCIs are of interest because of their possible consequences during 
hypothetical light water reactor core meltdown accidents. These interactions may 
occur under a variety of conditions either within the reactor vessel or in the 
reactor cavity. The IFCI computer code is being developed to investigate the 
FCI problem at large scale using a two-dimensional, four-field hydrodynamic 
framework and physically based models. IFCI will be capable of treating all 
major FCI processes in an integrated manner. The hydrodynamic method and 
physical models used in IFCI are discussed. Results from a test problem 
simulating a generic pouring mode experiment are presented.

1 Introduction

The phenomenon of molten fuel-coolant interaction (FCI) is of considerable 
interest in many industrial processes where hot molten material may come in 
contact with water, including the pulp and paper, aluminum, steel, and nuclear 
power industries. The nature of the FCIs can range from mild film boiling, 
through energetic boiling, up to a violent vapor explosion. The vapor explosion 
is the type of FCI of most interest, due to its industrial safety consequences. 
Vapor explosions have been involved in several industrial accidents, resulting in 
property damage, injury to workers, and loss of life. In the nuclear power 
industry, FCIs are of interest because of their effect on severe reactor accident 
scenarios, which are of importance to reactor licensing. FCIs can affect the 
course of severe reactor accidents through possible physical damage to the reactor 
vessel or containment building, dispersal of core materials, and steam and 
hydrogen production.

*This work was supported by the United States Nuclear Regulatory Commission, 
the Department of Energy, and the Department of Defense and was performed at 
Sandia National Laboratories, which is operated for the U.S. Department of 
Energy under contract number DE-AC04-76DP00789.
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2 Background

2.1 FCI Processes

It is generally agreed that the FCI process can be roughly divided into four 
phases: the initial coarse mixing phase, the trigger phase, the detonating 
propagation phase, and the hydrodynamic expansion phase. These four phases are 
useful conceptually, although in reality they may all be occurring simultaneously 
in different spatial locations in the melt-coolant mixture region. The First three 
phases are also related to the various forms of FCI, in that the coarse mixing 
phase characterizes an FCI which involves only mixing and rapid boiling, the 
trigger phase represents an FCI wherein a local explosion occurs but does not 
propagate through the majority of the fuel-coolant mixture, and the propagation 
phase occurs in the propagating detonation form of FCI.

In addition to the four phases, there are also different contact modes that 
must be considered: the pouring mode, in which a mass of molten material is 
dropped into a pool of coolant; jet mixing, where a jet of melt is injected into 
coolant: and the stratified mode, where the melt is in a pool or layer, covered by 
a layer of coolant.

Coarse mixing is characterized by entry of molten material (melt) into a 
coolant (water) with accompanying vapor generation, intermixing of the melt, 
water, and vapor, and breakup of the melt into smaller diameter drops, (smaller 
meaning of order 0.1-10 cm); this phase occurs on a timescale of 0.1-1.0 s.
During this phase, the melt and water are insulated from one another by a vapor 
film, which serves to maintain the fuel temperature close to its initial value 
throughout coarse mixing. Breakup of the melt is thought to be governed by 
hydrodynamic instabilities, notably the Rayleigh-Taylor and Kelvin-Helmholtz 
instabilities. These breakup processes are driven by relative velocity differences or 
accelerations between the melt and the water and steam.

Triggering occurs when some local disturbance collapses the vapor films 
around the melt; this collapse allows direct water-melt contact or near contact, 
high heat transfer rates to the water, and high relative velocities in the vicinity 
of the trigger. If the triggering event is sufficiently strong, the mixture may 
enter a detonating propagation phase. Triggering is not well understood, but is 
typically observed to occur quickly, on a timescale of around 100 /is, and is often 
initiated by contact of the melt with a solid surface.1, ’ ’

The explosive propagation phase is characterized by a ’’reaction zone” which 
propagates through the mixture region; within this reaction zone, the coarsely 
mixed melt is rapidly fragmented into particles in the 10-1000 /im size, with 
accompanying rapid increase in melt surface area, release of heat to the water 
and generation of shock waves. Ty^kal experimentally observed propagation 
speeds are in the 50-500 m/s range. ’ The same hydrodynamic instabilities 
operative during coarse mixing could also be responsible for the rapid fine 
fragmentation occurring during propagation, although other mechanisms also may 
be operative (for instance, jet penetration of the melt by the water7 or shock- 
wave induced fragmentation).

In the expansion phase, the expanding steam-water-melt mixture converts
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thermal energy into work on the surroundings. This phase has been treated in 
detail by various researchers. ’ ’

2.2 Previous FCI Modeling

Past research on FCI phenomena has been both experimental and theoretical 
in nature, but has not totally succeeded in resolving questions on FCI effects at 
large scale. In general, most of this research has been directed to answer 
questions of reactor safety. Separate effects and integrated experiments have been 
performed at small and intermediate scales to investigate many FCI phenomena. 
These experiments have provided much useful information, but must, because of 
cost, be much smaller than actual reactor or industrial scales; FCIs have 
demonstrated scale-dependence in past experiments (for instance, the ’’pint 
theory” lower limit on the amount of melt necessary for an FCI), and there are 
very likely other scale-dependent processes in FCIs that are unknown at this time, 
making the extrapolation of experimental data to industrial scale very uncertain. 
On the theoretical side, lack of data on basic FCI phenomena makes choosing the 
correct model from among competing models very difficult; without an accurate 
model of the physical phenomena occurring during an FCI, the experimental 
results cannot be confidently extended to large scale.

Early models and correlations tended to be parametric and address only 
isolated aspects of FCIs. As more knowledge on FCIs was gained, models 
evolved in the direction of including more physics; simultaneously, advances in 
computational hydrodynamics allowed incorporation of the more refined models in 
a suitable hydrocode framework, allowing more aspects of the FCI to be treated 
simultaneously in an integrated fashion.

These modeling efforts with hydrocodes have also evolved from simple models 
and one-dimensional, single field hydrocodes towards more physical models and 
two-dimensional, multifield hydrocodes. This evolution has taken place both as 
the limitations of early modeling efforts were recognized and as more advanced 
computational hydrodynamic techniques have become available.

Recent FCI modeling efforts have generally been aimed at either the coarse 
mixing phase or the detonation phase. Examples of coarse mixing calculations are 
those done by Bankoff et al.,1 Abolfadl and Theofanous, Thyagaraja and 
Fletcher,1 and Chu and Corradini,1 all for mixing in the lower plenum of a 
power reactor. Examples of propagation calculations are those of Carachalios et 
ah,15 Medhekar et al.,1 and Fletcher and Thyagaraja. The above efforts 
generally have made simplifying assumptions, either in the hydrodynamic model or 
in the models of FCI phenomena, to make the problem more tractible. Several 
of the coarse mixing calculations, for instance, use a constant initial particle 
size,1 ’ ’ an assumption that causes early high steam generation rates and 
consequent early separation of melt and coolant. The propagation calculations 
mentioned above are one-dimensional.

3 Objective of Paper

The IFCI1 (Integrated Fuel-Coolant Interaction) computer code is being 
developed to investigate FCIs in as mechanistic a manner as possible. The code 
is intended to address all aspects of FCI phenomena, including coarse 
fragmentation and mixing of molten material with water, triggering, propagation 
and fine fragmentation, and expansion of the melt-water-steam system. The
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ultimate objective of the code is to predict rates of steam and hydrogen 
generation, melt fragmentation and dispersion, fission product release, shock wave 
generation and propagation, and system loading for explosive and non-explosive 
FCIs in a reactor system.

This paper describes the current state of development of the IFCI code, the 
hydrodynamic model used, and the key models used to describe FCI phenomena, 
notably the dynamic fragmentation, surface area transport, subcooled boiling, and 
surface tracking models. The results of a test problem, simulating a generic 
pouring mode FCI experiment in the Fully Instrumented Test Series, or FITS, ’ 
are presented. This calculation served three main purposes: a demonstration that 
the code architecture is essentially complete and functional; an early qualitative 
assessment of the validity of the underlying models and constitutive relations; and 
an improved perspective on the needs for and priorities of further model 
development and experimental data.

4 IFCI Features

4.1 General Description

IFCI is based on a two-dimensional, four-field version of the SETS18,19 
hydrodynamic method. Use of a multifield method with separate mass, 
momentum, and energy equations for each field allows slip between the various 
materials (vapor, liquid coolant, and liquid melt; the fourth field, solid particulate, 
is not used in the present calculation), and a different temperature for each 
material. IFCI uses the TRAC equation of state^ for water and steam (obtained 
by fits to the steam tables) and a stiff gas equation of state for the melt. The 
constitutive relations required for the interfield coupling terms (heat transfer, 
momentum exchange, and phase change) include a bulk boiling model, a subcooled 
surface boiling model, a three-field flow regime map, and adaptations of standard 
heat transfer and momentum transfer correlations.

Additional models are included which are necessary to calculate phenomena 
that occur in FCIs. These are: (l) a dynamic fragmentation model, which 
calculates the breakup, or change in effective diameter, of the melt based on local 
hydrodynamic conditions (densities and velocities), coupled with (2) a convection 
equation for melt surface area per unit volume; (3) a surface tracking model to 
follow the melt-coolant interface and, in particular, to calculate the melt 
characteristic length changes produced by large-scale (greater than finite-difference 
cell size) hydrodynamic motion of the melt; (4) a trigger model, to simulate a 
local explosion in a melt-water-steam mixture; (5) a melt oxidation/hydrogen 
production model; and (6) a detonation-fine fragmentation model to calculate the 
rapid fragmentation and steam generation in a propagating reaction zone. It 
appears, based on current understanding of FCIs, that these are the basic models 
necessary to calculate FCI phenomena; they may need to be supplemented later, 
as additional effects are discovered, but a code with these basic models should be 
capable of doing an adequate simulation of FCIs. IFCI presently includes models 
(1-5); (6) is under development.

4.2 Hydrodynamic Equation Set

The equation set used in IFCI is a four-field, two-dimensional, cylindrical
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geometry version of a set commonly used in multifield computational 
hydrodynamics, originally derived from the general field equations of Ishii. ’ A 
’’field,” in the context of multifield hydrodynamics, is represented by separate 
momentum, mass continuity, and energy equations; these three equations are 
solved for each ’’field.” Mass, energy, and momentum transfer between fields is 
represented by coupling terms in the field equations, for which constitutive 
relations must be provided. Also necessary is an equation of state for each field. 
The field equations, associated constitutive relations, equations of state, and initial 
and boundary conditions, are solved by use of the SETS, or Stability-Enhancing- 
Two-Step method, developed by Mahaffy.

The field equations used are:

Mass Continuity:

at (Vk> * ’‘(“kVk) - rjk “ r»k= 0 

at (“iV * ‘ rh = 0 ■

Momentum:

9 ■» „ 1 9P 1v , + V, •Vv , + --- — +9t xk k xk 9x (a^)^ xjk^ xk xjy xk xj

+ Wxk'^k1 + F^l + e. = oxk
(the subscript x represents either the axial or radial direction). 
Energy:

9t(Vkek)+ V,(VkekV + Pi"9t + V#VJ

(4.1)

(4.2)

(4.3)

4
- E

j=l
.E1 Qjk Qwk ^sk “ 0 
J=1 J

(4.4)

Finally, a constraint on the sum of the fluid volume fractions is required:

4
1 - E a. - a = 0 . (4.5)

j=l J

In the above equations, ak is the volume fraction with respect to the total 
finite difference mesh cell volume. There can also be a non-flow volume fraction 
in the cell, such as fuel pins or structures, as. The velocity vector vk is 
composed of axial and radial components v k and vrk. The third and fourth 
terms in Eq.(4.1) represent mass transfer among the fields and external mass 
source terms, respectively. The mass transfer between steam and liquid water is 
treated implicitly in temperature and pressure, while the other mass transfers are 
explicit sources from, for instance, melting fuel pins or steel structures. In the 
hydrogen mass equation (4.2), the hydrogen is convected with the velocity of the 
combined vapor field (field 1). The mass source term fh is produced by
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oxidation of both structural components, such as fuel pin cladding, and metallic 
melt components. In the momentum equations (4.3), the fourth term represents 
momentum transfer between the fields, the fifth term represents wall friction, and 
the sixth term Fv is the virtual mass force. The coefficients C are evaluated 
explicitly based on the local flow regime. In the energy equation (4.4), the third 
term is the work term, the fourth term represents energy exchange between the 
fields due to phase change, with Hk representing the saturation enthalpy, the fifth 
term represents heat transfer between fields, the sixth term represents external 
energy sources, and the seventh term is energy transfer to an interface at 
saturation.

Equations 4.1 through 4.5 are a set of eighteen coupled, non-linear, partial 
differential equations that, along with material equations of state and constitutive 
relations for mass, energy and momentum exchange, form the hydrodynamic 
equation set in IFCI.

20The equation of state used for water-steam is the TRAC equation of state, 
which consists of analytic fits to the steam tables. Hydrogen and other 
noncondensible gases are described by the ideal gas law. A stiffened gas equation 
is used to provide the dependence of melt density on pressure (a crude 
approximation, but adequate for the present problem):

^4 = "2 P * ^ '
a

The interfield heat transfer terms in (4.4) are given as

(4.6)

Qjk " Ajkhjk(Tk Tj) (4.7)

where the interfacial area per unit volume between fields j and k, Ajk, and the 
heat transfer coefficient, lnk, are provided by constitutive relations for each flow 
regime.

Mass transfer between the water and steam fields is described by a simple 
bulk boiling model assuming the existence of an interface between the two fields 
at the saturation temperature:

F = A 1 12 12
h« (T0 - T ) - h, (T- - T )2sv 2 s' lsv 1 s'

H
lg

(4.8)

Surface boiling at the melt surface is modeled by a subcooled surface boiling 
model,

r4 = A4
~ T ) - h" (T - T9)

H
lg

(4.9)

where H| is an effective latent heat of vaporization, modified to account for the 
sensible neat of the vapor. Eq. (4.9) is used to describe film boiling at a surface 
with either saturated or subcooled coolant.

The virtual mass term Fv appearing in Eq. (4.3) is used to add stability to 
the multifield equations. The form used here is simplified from the full virtual
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23mass expression as suggested in Bohl et al. and is applied only to discrete 
vapor flows. The simplified expression for the virtual mass force for the vapor 
field is

9v
¥ . = a^PjC xl lrL vm

xl
5t - a x2 9v

2 9t - a x3 9vx4
3 9t 4 9t (4.10)

where is an effective liquid density for the water, melt and solid fields, ^ is a 
normalized liquid field volume fraction, and the virtual mass coefficient C is set. . . ... . . 24 vmto a value giving stability to the equation set,

C =4 vm Vl^L (4.11)

4.3 Constitutive Relations

Constitutive relations are provided in IFCI for heat and momentum transfer 
in the bubbly, slug, and mist flow regimes between water and vapor. Flow 
regimes for the melt field are derived by treating the water and vapor together as 
a second phase; the melt is then described, based on the melt volume fraction, as 
either continuous with entrained vapor-water droplets, or as melt droplets in a 
continuous vapor-water phase. Provision is also made for the existence of mixture 
levels, i.e., formation of pools of water or melt.

Heat transfer coefficients (HTCs) between melt and water fields are provided 
via a boiling curve, which describes nucleate, transition, and film boiling (in the 
present problem, only the film boiling regime occurs). At high vapor volume 
fractions, a transition is made between film boiling heat transfer to water and 
convective heat transfer to vapor from the melt.

4.3.1 Interfacial Friction Coefficients

The drag coefficients C.k between fields j and k are written as

r _ 3 f
Cjk " 4 ^ffld D (4.12)

where the subscripts f and d refer to the continuous fluid and discrete fields, 
respectively. The friction factor C{ is given by

' 24 
Re

18.7
Re0'68

Re < 2

Re > 2
(4.13)

where the Reynolds number Re is based on the continuous field properties p{ and 
p,, the relative velocity vr, and the characteristic diameter of the discrete field D. 
The diameter D appearing in Eq. (4.12) is based on a critical Weber number,
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I (4.14)
We o

where Wec is 7.5 for bubbles^4 for droplets of water, and 12 for melt or water- 
vapor (combined field) drops. If a mixture level is present, then D is the axial 
hydraulic diameter. For melt, if the melt diameter is larger than the cell size, 
then a flat interface geometry is assumed and the melt size Dm is used for D.

4.3.2 Interfacial Areas

The interfacial area is calculated as

(4.15)

if a discrete-continuous geometry is present, or the axial area of the cell divided 
by the cell volume, if the fields are stratified.

4.3.3 Heat Transfer Coefficients

Although there are many heat transfer coefficients provided in the IFCI 
constitutive relation routines corresponding to the many possible flow conditions, 
to save space, only those relevant to the present problem will be described, 
notably those associated with the bulk boiling and surface film boiling conditions. 
For bulk phase change, the heat transfer coefficients depend on whether the flow 
regime is bubbly, slug, or mist. The vapor-saturated-interface heat transfer 
coefficient is

■ 1000, a < 0.3 
^ _ slug, 0.3 < a < 0.5

transition, 0.5 < a < 0.75 
k

Nu jp , 0.75 < a < 1

The number Nu appearing in Eq. (4.16) is a sphere convection number27

(4.16)

Nu = 2 + 0.74 Jlte .
The water-saturated interface HTC is

(4.17)

h2s

^1
Nux , a < 0.3

slug, 0.3 < a < 0.5

transition, 0.5 < a < 0.75 
.02 P1GvyT , 0.75 < a < 1

(4.18)

In the above expression for h2 , the Nusselt number Nu, is the greater of a
sphere forced convection Nusselt number or one derived from the Plesset-Zwick 

A 28 bubble growth formula,
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(4.19)Nu = ^ AT . 
T sub

/)1(5e1/8T1)

Prv lg
The formula for a > 0.75 is derived assuming that Pr

4.3.4 Film Boiling

The film boiling HTC for the melt is given as

1 and C = C .
V p

h. = max{ h. . h, } + h , ,4s ^ free’ forceJ rad ’
where the h, and h. are subcooled boiling correlations from Dhir and^ , 9Q free force °Purohit.

(4.20)

AT
^free ~ ^sat + ^nat AT

sub (4.21)
w

where hsat is given by the Bromley correlation,

h =0.8 sat

8/>v(/>r />„) ]I/4

u D AT rv w
(4.22)

and h . is a natural convection correlationnat

h ^ = 0.9 nat
^lCDl^ ttTSubkl

D/i,

3 ) 1/4
(4.23)

h. is a combination of a saturated boiling HTC h and a forced convection
hT<!:,

force
k, AT , k. 

= h .. o.8 is; (i.sub > i
sat v 'rk AT v w

) D (4.24)

The HTC for convection from the film interface to the bulk liquid water is given 
by the greater of a natural convection HTC or a forced convection HTC,

k
= max{ Nu , Nu. ,2s L nc’ fc -'D ’

where

(4.25)

Nunc

Nu,

= 2.0 + 0.6 Gr1//4Pr1//3 ,

= 2.0 + 0.6 Re^Pr1/3 .
(4.26)

Heat transfer from the melt to the vapor in film boiling is derived from the 
amount of heat given to the vapor as sensible heat in the expression for H^ as
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(4.27)h, . =14 " AT (0.1 C AT )pv

The radiation HTC hrad is given as 

(T* - T<)
hrad " (T4 - T2) •

4.4 Fragmentation Model

(4.28)

The idea of a dynamic fragmentation model, which calculates the 
characteristic melt diameter as a function of instantaneous hydrodynamic 
conditions, was first proposed by Camp in Reference 30. A model using this idea 
was later incorporated into a version of the TEXAS one-dimensional FCI code 
by Chu and Corradini,1 using an empirical correlation derived from data obtained 
in the FITS experiments. The fragmentation model in IFCI is a version of a 
dynamic fragmentation model developed by Pilch based on Rayleigh-Taylor 
instability theory and the existing body of gas-liquid and liquid-liquid drop 
breakup data.

The basic Pilch model describes primary breakup of a drop via penetration of 
the drop by Rayleigh-Taylor waves, and is expressed as

dD _ 
dt

1
(1 - N 3)

T+
Iv le2 

r (4.29)

This formulation was developed from the observation that, in high Weber number 
drop breakup experiments, the drop experiences primary breakup into 3-5 primary 
fragments in a dimensionless time T+ of 1-1.25. While primary breakup is 
occurring, smaller fingers continuously develop and break off, forming a cloud of 
droplets; this effect is included via a surface entrainment model, given as

— - C fdt " C0Cf 5We Iv le r (4.30)

where CQ is a constant - 0.089. A detailed derivation and comparison to 
experiment of the fragmentation model can be found in Reference 33.

The drop breakup data from which (4.29) and (4.30) were derived consisted 
of isothermal liquid-gas and liquid-liquid breakup data. It is assumed here that 
this correlation will also apply under boiling conditions; there is some justification 
for this assumption in the experiments of Greene et al, in that the drag 
coefficients for heated (boiling) and isothermal (nonboiling) steel balls dropped into 
water were about the same. The drag coefficient enters into (4.29-4.30) through 
the Bond-Weber number equivalence; since the drag coefficient is essentially 
unchanged, the model is assumed to hold for both boiling and isothermal systems. 
A more important effect of boiling on the overall breakup is to cause higher local 
relative velocities and pressure fluctuations, accelerating the breakup process, as 
will be seen in a later section.
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In IFCI, a drop is described by an Eulerian melt field, interacting with the 
other three fields, also Eulerian. The fuel mass may either.be smaller than a 
finite difference mesh cell (subgrid size) or extend over many cells; in the former 
case, the fuel melt exists as discrete drops and the primary breakup formulation 
is applicable, along with surface entrainment; in the latter case, surface area 
generation takes place as the melt geometry distorts due to hydrodynamic motion 
on the finite difference grid; in addition, the surface entrainment subgrid 
fragmentation model is used in cells containing a melt-water interface.

In IFCI, the fragmentation mechanisms described by Eqs. (4.29-4.30) are 
expressed in terms of rate of change of surface area per unit cell volume, as this 
is the convected quantity (Ishii, p.179). This surface area formulation allows 
treatment of jets and other more general flows, as well as drops. The conversion 
to volumetric surface area generation rate requires knowledge of the relation 
between volumetric surface area A and characteristic diameter D; in the case of 
discrete drops, this is given by

Am
6a __m

D (4.31)

Differentiating the expression for volumetric surface area leads to an equation for 
rate of change of A in terms of the rate of change of diameter for the primary 
breakup model, Eq. "(4.29):

rP
^jb dD _ _ . 1 dD
^2 dt m D dt ’ (4.32)

where rp = surface area source due to primary breakup (m2/m3-s). In the case 
of the surface entrainment rate per unit melt area dS/dt, simply multiplying this 
rate by the volumetric melt area Am gives the volumetric entrainment rate F . 
These surface generation rates are used as surface area source terms in the 
continuity equation for A , written as

9A
+ v»(v a ) = r + rot mm p e (4.33)

After solving the surface area transport Eq. (4.33) for a timestep, new values of 
the characteristic melt diameter are calculated from the new surface area by the 
reverse procedure. The present formulation of the surface area transport allows 
only one melt characteristic diameter per cell, which is assumed to represent a 
mean value of the actual size distribution in the cell.

A surface tracking algorithm is used to account for surface area generated by 
distortion of the fuel mass from its initial geometry due to hydrodynamic motion. 
This is necessary because the fragmentation rate mechanisms Eqs. (4.29-4.30) are 
both subgrid-scale models that do not account for large-scale distortions; they 
depend, however, on the characteristic size D, which can change if, for instance, a 
fuel mass initially in a single spherical drop distorts into a hollow sphere. The 
surface tracking algorithm is loosely based on that used in the Volume-Of-Fluid 
method, except that the primary purpose here is to find the local characteristic 
diameter, and tracking the interface is a necessary step rather than the final 
result.
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5 FCI Example Problem

The initial test problem for the IFCI code has been used both as a 
demonstration of the capabilities of IFCI and to detect problems in the numerics 
and/or phenomenological models. The test problem is a simulation of a 
representative FITS experiment, using typical experiment conditions as the initial 
and boundary conditions for IFCI. The first case, RUNl, used only the primary 
fragmentation model and the saturated bulk boiling model. RUN4A, the second 
case, used the surface entrainment model, surface tracking algorithm, and 
subcooled boiling model also. RUNG is an isothermal case in which the melt is 
at the same temperature as the water.

The following sections describe the setup of the problem on the IFCI 
computational mesh, the results of the coarse mixing phase, and the results of the 
triggering and propagation phase for RUNl. Calculation of the expansion phase 
was not carried out to its conclusion, as the main purpose of the test calculation 
was to test the operation of IFCI during the coarse mixing and propagation 
phases. The coarse mixing phase was repeated in cases RUN4A and RUNG.

5.1 Problem Setup

The problem conditions are patterned after the FITS ”D” medium scale 
pouring mode experiments. In these experiments, roughly 20 kg of molten iron- 
alumina generated by a thermite reaction was dropped into water 15-66 cm deep 
contained in a square Plexiglas tank. The velocity of the melt on entry into the 
water was 5.7-7.3 m/s. Water temperature ranged from 284 K to 368 K, and 
pressure varied from 0.085 MPa to 1.1 MPa.

The problem was set up in IFCI’s R-Z geometry using 5 radial nodes and 10 
axial nodes (see Figure l); although this mesh is fairly coarse, it is adequate for 
preliminary testing of the code. The water chamber is approximated as a 
cylinder 61 cm high by 69 cm in diameter; the cross-sectional area is thus the 
same as the square Plexiglas chamber in many of the FITS D series tests. The 
initial water temperature was 373 K, or saturation temperature at 0.1 MPa 
pressure. The initial melt temperature was 2700 K, and an entrance velocity of 
5.9 m/s was used. The initial melt configuration was approximated as a cylinder 
20 cm in diameter and 21 cm long, with a total melt mass of 25 kg.

Figure 1 shows the initial position of the melt and water on the problem 
grid. As shown, the tail of the melt enters the top edge of the problem grid 
through an inlet boundary condition applied at the top two innermost nodes. An 
outlet pressure boundary condition is applied on the outside axial edge of the top 
outermost node. All other boundaries are fixed, which means, in terms of 
experiment simulation, that pressures generated during the propagation phase of 
the FCI will not be relieved as in the experimental Plexiglas chamber (essentially 
a free boundary). The calculation is started at the time of initial melt-water 
contact.

5.2 Coarse Mixing Phase

In the coarse mixing phase of the problem, the melt enters the water and 
falls to the bottom of the water chamber. Heat transfer between the hot melt 
and the surrounding water is limited by film boiling. The melt fragments and
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mixes with the surrounding water-steam mixture, spreading out radially as it falls. 
Experimentally, a roughly paraboloid shape for the coarse-mixing region (Figure 2) 
is observed.

A contour plot of the macroscopic melt density (ap) is shown at the end of 
the fall phase for RUNl, 0.3 s, in Figure 3. An interesting feature is the 
appearance of a steam-water chimney in the interior of the mixture region, which 
can be seen in Figure 3 and Figure 4, the vapor volume fraction at 0.3 s. The 
axial average steam volume fraction in the chimney at this time is around 0.25. 
Comparing Figures 3 and 4, it is apparent that most of the vapor generation is 
occurring above (behind) the main melt mass. This is due to the saturated bulk 
boiling model and the hydrostatic pressure head in the tank, as can be seen in 
the comparison calculation using the subcooled boiling model.

In RUN4A, the subcooled boiling model, surface entrainment model, and 
surface tracking were used. The melt distribution at time of bottom contact for 
this case is shown in Figure 5, where it is apparent that the overall mixture 
region is considerably larger than in RUNl. The time of bottom contact is also 
later, 0.4 s versus 0.3 s. A steam chimney is still present, but steam is now 
being generated near the main melt mass at the tank bottom, Figure 6.

A comparison case (RUNG) using isothermal melt at 373 K was done to 
examine the effect of boiling on mixing and fragmentation. The melt distribution 
at 0.4 s for this case is shown in Figure 7; there is much less dispersal for this 
case than for the boiling cases, and the melt is in a single mass rather than 
spread in a paraboloid. The degree of melt spreading in RUNG appears 
comparable to that observed for isothermal freon-water jet experiments, although 
it is hard to tell from the coarse grid in the present calculation.

The water/melt mass ratio in the mixture region is an important parameter 
for characterizing FCI mixtures, as the maximum theoretical thermodynamic 
efficiency goes through a peak as the water/melt ratio is varied. The peak 
occurs at a ratio of about 0.5 for thermite/water mixtures at atmospheric 
pressure. The ratio in RUNl at 0.3 s, calculated as the fuel-mass-weighted mean, 
is 1.1, which is slightly below the peak on the efficiency curve. The mean 
water/melt mass ratios for RUN4A and RUNG are 4.2 and 1.2, respectively; the 
former ratio, 4.2, represents a very water-rich mixture with a peak thermodynamic 
efficiency of 0.1, versus the peak of 0.3.

Another parameter used to assess mixing is the steam volume fraction in the 
mixture region. The usual experimental procedure for the FITS experiments was 
to either use measurements of water level swell to estimate the steam volume 
fraction in the entire tank, which was then assumed to be confined to the 
mixture region, or, for some tests, the volume of the mixture region was 
estimated from the mixture region outline as seen on the photographic records, 
and, assuming a homogeneous mixture region (ie, neglecting any possible steam 
chimney or other spatial variation of the mixture), the average void fraction in 
the mixture region could be obtained.

In RUNl, estimating the mixture volume from the mixture outline in 
Figure 3 gives 0.38 for the average steam fraction and 0.66 for the average 
water/melt mass ratio. The mean steam volume fraction in the actual mixture 
region for the test problem (obtained by weighting the cell steam volume fractions
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by the cell melt masses) is 0.065, which is quite different from the values 
obtained assuming that the mixture region is homogeneous. The difference is 
caused by the neglect of the spatial variation of the mixture components (most of 
the vapor is contained in the vapor chimney) and by the delay in boiling as the 
melt falls through the water, causing the vapor to trail the melt. The mixture 
region vapor volume fraction in RUN4A is 0.5, versus 0.065 in RUNl.

The Sauter and median melt-mass diameters for RUNl decreased during the 
fall from an initial value of 20 cm to a value of 15 cm at 0.3 s, and showed 
very little spatial variation. This coarse mixing diameter is quite large compared 
to experimental measurements of final debris sizes of ~1 cm. The calculated 
diameter is also at variance with the apparent characteristic size, as determined 
by examining the melt spatial distribution in Figure 3: the distribution would 
suggest a melt size closer to 5-10 cm. The main reason for this discrepancy is 
that the surface generation source in the transport equation does not account for 
the effect of surface generation by large-scale hydrodynamic motion of the melt.
In the present problem, the melt distorts from an initial cylindrical shape into a 
hollow paraboloid or conic shape in the presence of boiling. Use of the surface 
tracking algorithm corrects this problem, as will be seen in the discussion of 
particle size distributions from the three cases.

5.3 Triggering and Propagation Phase

To simulate the triggering and propagation phase, a local explosion was 
artificially triggered at 0.3 s. The trigger was simulated by introducing a large 
surface area source in the bottom innermost node of the problem, which decreased 
the characteristic diameter of the melt in this "trigger cell” from 15 cm to 
100 /mi over a time period of 500 /is. The final melt diameter was chosen as 
typical of observed debris sizes after an explosive FCI, and the time period over 
which fragmentation occurs was based on observed propagation speeds and 
reaction zone lengths from FITS tests, but is strictly an estimated number.

The pressure pulse resulting from the trigger reached a maximum of about 
10 MPa in the trigger and neighboring cells, typical of trigger pressures acheived 
by the detonators used in the FITS experiments. This level of pressure induced 
sufficient relative velocity (10-20 m/s) to cause fine fragmentation down to sizes 
of 100 /mi along the problem center axis. No steady-state propagation was 
observed. The pressure and induced relative velocity died away fairly rapidly 
with increasing radius, resulting in a decrease in fragmentation with radius and 
consequent larger final melt diameter. The melt diameter was around 100 ftm on 
the center axis, increasing to around 1-4 mm at the outside of the melt region; 
these larger sizes were in cells that also contained the bulk of the melt, resulting 
in an overall small transfer of heat from the melt to the water over the timescale 
of the propagation. The relatively low degree of fragmentation in RUNl suggests 
that mixing conditions in RUNl were not optimum for a propagating detonation 
to occur, or that the nodalization used was too coarse to resolve the pressure 
peak in a propagating shock calculation.

The time at which the propagation phase ended was taken as the time at 
which the cell farthest from the trigger point containing significant melt mass 
showed a rapid decrease in melt diameter; this occurred at 0.31 s on the water
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surface. The speed of propagation varied with local three-phase mixture 
conditions, ranging from 270 m/s close to the trigger cell (a region containing 
mostly melt and water) down to 60 m/s at the top of the steam chimney (a 
region containing mostly vapor). During pressure propagation, the pressure 
behind the advancing pressure front was around 2.5 MPa, about one-quarter the 
magnitude of the initial trigger pulse. This overpressure was sufficient, however, 
to partially collapse the steam chimney above the melt (see Figure 8).

An estimate of thermal conversion efficiency can be made by dividing the 
kinetic energy of the system by the total energy in the melt. Using a specific 
energy of 2.8 MJ/kg as the thermite melt energy content, the initial melt mass 
of 25 kg, and the kinetic energy of the system at 0.31 s, we get a thermal- 
energy-to-work conversion ratio of 0.03%, which would be considered as a steam 
spike rather than an explosion, experimentally. Considering only the thermal 
energy between melt initial temperature and the freezing point (around 1850 K) 
raises this conversion ratio to 0.1%.

5.4 Melt Size Distributions

The melt size distribution was derived at the end of the coarse mixing and 
propagation phases by binning the melt mass and diameter in each cell into size 
ranges corresponding to standard sieve sizes, normalizing with the total melt mass, 
and dividing by the size range for each bin.

The size distribution function for the propagation phase (RUNl) is shown in 
Figure 9, along with the debris distribution from the FlTSOD test, an experiment 
which did not explode, but did have a surface ’’eruption .” Since the results of 
RUNl do not seem to represent a strong FCI, this comparison is more applicable 
than comparing to a test with a strong explosion.

The distributions in Figure 9 match fairly well, although some of the smaller 
sizes are absent from the RUNl results. The peak in the RUNl distribution at 
100 /im is probably from the trigger event, a judgment supported by noting that 
the amount of mass represented by the peak (sizes below 212 /mi) is 1% of the 
total melt mass, compared to the melt mass contained in the trigger cell, 2%.
The rest of the sizes are in a fairly flat distribution from 300 /im to 2.5 mm.
The peak in the FlTSOD data in the largest bin (2.5 cm and larger), which is 
not present in RUNl, probably means that the main pressure event in RUNl (a 
trigger at the bottom) did a better job of fragmenting the melt than the main 
pressure event in FlTSOD (an eruption at the water surface).

Figure 10 shows the cumulative melt mass versus melt particle size for 
FlTSOD, RUNl, RUN4A, and RUN6 at the end of coarse mixing. The RUN4A 
distribution matches the experimental data very well; the reduction in the larger 
sizes present is due to the surface tracking algorithm, and the sizes under around 
5-7 cm are generated by the fragmentation model.

Also derived were two length scales used to characterize debris experimentally, 
the Sauter mean diameter and the mass median. These two length scales are 
shown in Table 1 for the FITS ”D” series and the three calculated cases. The 
diameters from the propagation phase of RUNl (SE, steam explosion) are similar 
to those from the FITS non-exploding experiments which had an eruption, 
whereas the RUNl coarse mixing diameters (BC, bottom contact) are ten times
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larger than those in the non-exploding FITS2D experiment. The RUNl BC mass 
median diameter, in fact, is 50% larger than the RUNG isothermal result, due to 
the lack of surface tracking in RUNl. RUN4A Sauter and mass median 
diameters are both very close to the non-exploding FITS2D, which has a Sauter 
mean twice those that ”erupted,” and (probably more significantly) a mass 
median four times those that erupted. The single steam explosion experiment, 
FITS5D, has both a Sauter mean and mass median ten times smaller than those 
with eruptions.

6 Discussion and Conclusions

The results of this series of test calculations with IFCI are very encouraging 
to the eventual goal of predicting FCI effects at reactor scale. Observed 
experimental characteristics, such as the overall shape of the mixture region as 
the melt falls through the water and the propagation speed of the pressure front 
through the melt, are seen in the calculations. The important parameters used to 
characterize FCIs were obtained from the calculations, namely water/melt mass 
ratio, vapor volume fraction, particle size distribution, and thermal-energy-to-work 
conversion efficiency. Coarse mixing melt drop sizes from RUN4A are close to 
experimental coarse mixing debris data, and serve as a semi-validation of IFCI 
fragmentation models. The results are only a semi-validation because the test 
problem is a generic pouring mode problem, not a specific experiment. It is 
hoped that calculation of a specific, well-characterized FITS test will be done in 
the near future.

The effect of boiling on mixing was observed between RUNl, RUN4A, and 
RUNG; in the boiling case, both degree of fragmentation and dispersal were 
significantly larger than in the isothermal case. In both boiling cases, the melt 
distorted from its initial compact shape into a hollow paraboloid shape enclosing 
a steam chimney, whereas in the isothermal case, the melt remained essentially in 
a single mass.

A point of interest is the high water/melt mass ratio calculated in RUN4A; 
this result suggests that the mixing geometry in the pouring mode FITS tests 
may have resulted in fairly water-rich mixtures, far from the thermodynamic 
optimum water/melt mass ratio.

It appears to the author that the global parameters obtained for the mixture 
region, namely the Sauter diameter (from which total surface area of the melt can 
be found), the water/melt mass ratio, and the vapor volume fraction, form a 
sufficient set of parameters to characterize a coarse mixture. Further analysis on 
the detonability of mixtures should then allow a definition of what combination of 
coarse mixture parameters can lead to a propagating FCI.

It should be noted that many of the parameters available from IFCI 
calculations are difficult to observe experimentally; for instance, the the actual 
water/melt mass ratio in the mixture region requires determination of the spatial 
distribution of the three-phase system. Another example is the calculation of a 
steam chimney forming in the mixture region, which has not been observed 
directly in experiments, although its presence has been suggested. It appears 
important to somehow measure the spatial variation of the three-phase mixture 
experimentally, both to verify the calculational results and to accurately determine 
the characteristics of the actual mixture region.
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The present calculation represents a first attempt at simulating the complete 
FCI process in two dimensions, including dynamic fragmentation, boiling, and 
interfield slip; these features all appear necessary to correctly simulate FCIs.

Essentially all models necessary to simulate the coarse mixing phase are in 
IFCI (at least in principle). The remaining models to be included are a metal 
oxidation model and a fine fragmentation model for use in the propagation phase 
that includes the effect of water penetration and entrapment by melt. ’ ’

The next major validation tests envisioned for IFCI are a coarse mixing 
calculation of a specific FITS pouring mode experiment and a calculation of a jet 
mixing mode experiment, probably using the IJET and EJET tests. These 
calculations will serve as validation that the IFCI models, previously tested 
individually against separate-effects experiments, are correctly simulating mixing in 
medium-scale experiments. This validation is a crucial step in the eventual use 
of IFCI to calculate FCI effects at large scale in a reactor accident scenario.
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Table 1
Length Scales from IFCI and FITS "D” Series

TEST EVENT* SAUTER MEAN 
DIAMETER 

(mm)
MASS MEDIAN 
DIAMETER 

(mm)
RUNl BC (0.3s) 150. 150.
RUNl SE 1.26 4.0
RUN4A BC (0.4s) 1.8 12.7
RUNS BC (0.4s) 25.5 106.0
FlTSOD NE(ER) 1.5 4.6
FITS2D NE(BC) 3.1 16.0
FITS5D SE 0.25 0.48
FITS8D NE(ER) 0.81 3.4

« NE - no explosion SE - steam 
ER - eruption

explosion BC - bottom contact

V

Figure 1. IFCI Test Problem Mesh 
Setup

Figure 2. Typical Melt Outline 
in FITS Experiment
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IFCI RUNl - FITS TEST 
DENSITY OF MELT

H = 1.10E+03 L - 1.23E+02 INT = 1.23E+02 
MAX - 1.23E+03 MIN - 3.80E-03 TIME *= 3.00000E-01 S

0.7625

0.0000
0.000 0.346

Figure 3. Melt Density at Time 0.3 s 
in RUNl

IFCI RUNl - FITS TEST 
VOLUME FRACTION OF VAPOR 

H *= 9.00E-01 L “ 1.00E-01 INT = 1.00E-01 
MAX “ 1.00E+00 MIN - 1.00E-06 TIME - 3.00000E-01 S

0.7625

0.0000
0.000 0.346

Figure 4. Vapor Volume Fraction 
at Time 0.3 s in RUNl 
Showing Steam Chimney

IFCI RUN4A - FITS TEST 
DENSITY OF MELT

H - 4.64E+02 L - 6.15E+01 INT - 6.15E+01 
MAX - 6.16E+02 MIN — 3.80E-03 TIME ■» 4.00000E-01 S

0.7626

0.0000
0.000 0.346

IFCI RUN4A - FITS TEST 
VOLUME FRACTION OF VAPOR 

H-8.95E-01 L-9.94E-02 INT - 9.94E-02 
MAX - 9.94E-01 MIN - 1.00E-06 TIME - 4.00000E-01 S

0.7626

0.0000
0.000 0.346

R

Figure 5. Melt Density at Time 0.4 s Figure 6. Vapor Volume Fraction
in RUN4A at Time 0.4 s in RUN4A

Showing Steam Chimney
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MAX

IFCI RUN6 - FITS TEST 
DENSITY OF MELT

H - 1.61E+03 L - 1.79E+02 INT ■= 1.79E+02 
= 1.79E+03 MIN = 3.80E-03 TIME ■= 4.00000E-01 S

IFCI RUNl - FITS TEST 
VOLUME FRACTION OF VAPOR 

H “ 8.83E-01 L - 9.81E-02 INT *= 9.81E-02 
MAX “ 9.81E-01 MIN - 1.00E-06 TIME “ 3.10000E-01 S 

0.7625

N

0.0000

R

Figure 7. Melt Density at Time 0.4 s 
in RUNG

Figure 8. Vapor Volume Fraction 
at Time 0.31 s in RUNl 
Showing Collapse of 
Steam Chimney

FlTSOD, RUNl at 0.31 s

0.06

'O'7'0-G--0-.

0.001

—V— RUNl 
—-a- FlTSOD0.0001

0.00001
30 1000

Particle Diameter (//m)
10000

Figure 9. Melt Size Distributions from RUNl and FlTSOD Posttest Debris
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Cumulative Mass vs. Diameter 
FITS2D, RUNl, RUN4A, RUNG

------ FITS2D
▼ - RUN4A at 0.4s 
o-- RUNl at 0.3s 

RUNG at 0.4s

1 10 

Particle Diameter (mm)

Figure 10. Cumulative Melt Mass versus Melt Diameter for FlTSOD and 
IFCI Cases at End of Coarse Mixing

Glossary

a = Volume fraction,
£ = density (kg/m3),
v = velocity vector (m/s),
v = velocity (m/s),
F = mass transfer rate (kg/m-s),
F = primary surface area generation rate (m /m -s),
Fe = entrainment surface area generation rate (m /m -s), 
P = pressure (Pa),
C = drag coefficient (Pa-s /m ),
Fv = virtual mass force (N/m ), 
g = gravitational acceleration (m/s ).
e = internal energy (J/kg),
H = enthalpy at saturation (J/kg),
Q = energy transfer term (W/m ), 
a = adiabatic sound speed (m/s),
A = interfacial area per unit volume (m /m ), 
h = heat transfer coefficient (W/m-K), 
k = thermal conductivity (W/m-K),
T = temperature (K),
T+= dimensionless breakup time = v jt/D,
Hj = latent heat of evaporation (J/kg),
D = drop diameter (m),
t = time (s),
N = number of primary fragments, 
e = density ratio = Poo/pd,
Re = Reynolds number = v'D/v.
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Gr = 
Pr = 
We =

v
a

P =
AT
AT
AT

W

sub
V

Grashof number = (/JgATD3)/!'2,
Prandtl number = C /i/k,
Weber number = /JvTJ/a, 
dynamic viscosity (kg/m-s), 
kinematic viscosity (m /s),
surface tension (Pa-m) or Stefan-Boltzmann constant, 
thermal expansion coefficient (K* ),

= T, - T , 
= 'f' _ 'f'
- T 8- T 2) 

8 1*

Subscripts:

j,k =
1-4 = 
v
I =
m = 
s = 
sub — 
sat = 
nat 
h = 
r
/ =
P = 
d = 
f = 
c
oo
w =
fc = 
nc =

field 1-4,
fields 1 through 4 (vapor, water, melt, solids respectively), 
vapor,
liquid water, 
melt,
structure or saturation,
subcooled,
saturation,
natural convection,
hydrogen,
radial direction or relative,
axial direction,
primary,
discrete,
continuous fluid,
critical,
bulk fluid,
wall or structure,
forced convection,
natural convection.

Superscripts:

* =: reference quantity,
c = convective.
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