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DISCLAIMER

ABSTRACT

Control system techniques developed and proven on the Shiva laser
have heen extended tn incorporate new electronic and electo-optic devices
as well as conform to unigue operational requirements of the 300 terawatt
Nova Taser system., This paper describes one segment of the control
system being designed fur the Nova laser currently under design/
construction at Lawrence Livermore Laboratory. The specific segment
covered is the control system bus structure responsiblie for power

conditioning and real-time control functions.
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Redundant Digital Equipment Corp. LSI-11 microprocessors are used as
front end processars each with its' N-BUS serialized and extended
throughout the laser system. Fach fiber optic bus is operated at 10 Mbps
ant is tapped at each major Yaser system aevice that is controlled,
nonitored, or synchronized. Design of the bus structure is heavily
influenced by the need tu operate in a hostile environment of high
voltages (25 kV), high currents (20 MA), and extreme fields during the
400,000 megawatt pumping of the laser amplifiers and optical shutters.
Operational requirements for redundant bus operation and system

synchronization are also incorporated intn the bus structure.

*Work performed under the auspices of the U.S. Department of Energy by
the Lawrence Livermore Laboratory under contract no. W-7405-Eng-48.
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Background

At Lawrence Livermore Laboratory, high energy laser systems are b=ing
used to investigate the physics associated with inertial confinement
fusion. To carry out this research, a succession of increasingly niore
powerful lasers nave been constructed. The latest of these lasers
(Shiva) is capable of delivering 27 terawatts of 1.06 um light onto a
small deuterium/tritium pellet. The successor to Shiva, now in the
design phase, will be a 300 terawatt laser called Nova. Nova is
scheduled to begin operation during the first quarter of calendar year

1983.

*Work performed undc- the auspices of the U.S. Department of Energy by
the Lawrence Livermore Laboratory under contract no. W-7405-Eng-48.



Associated with a large laser system is the need to deliver large
amounts of pulsed electrical power to laser amplifiers and optical
shutter devices. The subsystem responsible for managing the electrical
energy portion of the laser is called the power conditioning system., For
Nova, the power conditioning system must deliver some 4CJ,000 megawatts
of pawer to lascr components at shot time. The reguired energy is taken
from the commercial power grid over a period of many seconds and stared
in capacitors. Just prior to the switchout of the laser pulse, the
capacitors are discharged to pump the laser amplifiers and altivate
optical shutters.

Pulsed power systems have ftraditionally been controlled using "hard
wires” because of their limited contral reguirement and the hostile
environment in which they function. However, as puised power systems
increased in complexity, the neced for more versatile control technigues
hecame mandatory. Ouring the past ten years, automated control systems
have been successfully used with large pulsed power systems e.g., the
Shiva laser at Livermore. Problems caused by high voltages, high
currents, and high fields have becn avercame in a variety of ways.

Major controlled components of the pulsed power systems includes high
voltage power supplies (25 kV), ignitron sWitches, and electrical
distribution racks. 1In addition the control system monitors the safety
interlock system, ensures operational readiness of the overall laser, and
synchronizes all subsystems during the countdown and switchout of the

laser pulse.
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Introduction
This paper deals with the architecture “he bus system associated
with the power cond*tioning control system. “ie Nova control system is

an upgrade of the Shiva system and uses a similar architecture. Both
systems are structurea around an extended computer hus for distrihution
of control signals. The main difference between systems is that Shiva
uses a parallel copper bus an! Nova will use a serial fiber ontic bus.
There are advantages and disadvantages tn both implementation methods.
Copper Lus systems can be readily tapped but comparable connections are
difficult with fiber bus systems. On the other hand, isolation
requirements for pulsed power applications are easily satisfied with a
fiber bus but regquires extensive segmentation (electrically isolated
segments) of a copner bus. The remazinder of this paper will summarize
some of the tradeoffs related to choosing the bus architecture for the
Nova control system and will hriefly describe how laser system devices

are interfaced to the control system.

Extended Computer Bus

Computer systems are made up of devices interconnected by a
combination of bus systems and communication 1inks. The choice of
interconnecting method is usually based on a tradeoff between speed and
cost. Typically a CPU and memory exchange data via a parallel bus
whereas a CPU and a teletype exchange data via a serial communication
link. Rarely is the CPU bus extended much beyond the chassis containing
the CPU i.e., 50 feel is a long bus. Further bus extensions can generate
timing problems with asynchronous bus systems being more tolerant than
synchronpus bus systems. However, extended bus systems do offer

advantages that are very attractive from a control system viewpoint.
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First, the software that controls the bus is greatly simplified since the
bus extension is transparent to the software. Secondly, the efficiency
of the bus for handling data (data bandwidth)} is nat degraded by the
protocol associated with a communication link. Together these two
characteristics provide for an efficient hardware/soitware data transport
system tynically required for a real-time control system.

Figure 1 illustrates the hasic concept of an extended bus. When
utilized with pulsed power devices, a significant amount of isolation is
required to allow for ground displicements of several hundred volts.
Using Shiva as an example, figure ? shows that each device is isolated
from other devices on the buc ind that the entire bus system is isolated
from the control room. Deyices are optically isolated from each ather by
3 kV and the control room is isolated by 6G kV.

Fiber optic technology was insufficiently mature to be used for Shiva
but has rapidly progressed nver the past three years. Inherent features
of fiber optic communication makes it a natural choice for use with
pulsed power systems. Fiber systems do not conduct electricity, they are
immune to external electromagnetic fields, and they have very wide
bandwidths., Furthermore, prices for fiber optic devices are now so Tow
that in many cases they compete with copper systems on cost alone.

An inherent weakness of fiber systems appears in the fiber uptic
receiver which converts the optical signal to an electrical signal at TTL
levels. The receiver must have a very high gain-bandwidth product due to
the low power level of the incoming wide kandwidth optical signal. As
with any high-gain, wide-bandwidth device, the receiver tends to he
susceptible to noise; this necessitates careful design consideration of

grounding, shielding and filtering.



Serial or Parallel Bus

The Digital Equipment Corp. LSI-11 computer uses a multiplexed
parallel bus for communications between devices within a chassis. This
bus, known as the Q bus. is asynchronous in structure and uses
hoadshaking control signal hetween bus devices. Each bus transaction is
completed within about 10 microseconds or a timenut occurs. Any
extension of the hus must take into account the aaditional delay incurred
and ensure that bus timenuts do not result. Tf propagation delays were
the main concern, the hus could be linearly extended for thousands of
Feet, hut differential delay between bus lines [skew) turns out to be the
1imiting parameter for optically isolated parallel buses. For example,
500 nanoseconds was regiuired to deskew the 20 parallel line Shiva Q-bus
for each isolation stage. Thus, Shiva bus transactions are delayed by
4-6 microseconds.

Skew is nct a problem with a serial bus since there is only a single
line. However differential delays as a result of differences in turn-on
and turn-off switching times cause problems which, when resolved, result
in an increased propagation delay. The main timing consideration for
serial systems is multiplexing the original parallel bus data, sending it
over a single signal channel, and converting the returning serial data to
the parallel bus format. Such a multiplexing system necessitates the
serial system operation at relatively high speeds. Using a 10 megabits
per second system, the Q-bus can be serialized with an overhead of Tless
than 4 microseconds. As explained later, complex bus structures increase
this overheac to 6-7 microseconds which is well within the timeout
interval,

F:gure 3 illustrates some of the relative merits between a serial
fiber optic bus and a parallel copper bus. The arrow indicates the

currant trends in technology advances favoring one or the ather.



Bus Networks

The three basic structures for an extended bus network are shown in

Figure 4. For large networks there are many parameters that influence
the choice between these three types and in general the resulting network
js a combination of the basic types. Factors that have a significant
influence on the bus configuration for Nova include:
1. Number of nodes
7. Availahility of bus elements
3. Failure modes
4. Cost
The choice of network can greatly affect the impliementation cost for a
large bus system such as that for Nova, where there are 140 nodes to
ser rice 10 laser arms. The central control network is the most expensive
with the tapped "T" bcing the Teast expensive, Limitations of available
fiber optic receivers, transmitters, and couplers introduce additional
restrictions on the bus network architecture. MNew and improved fiber
optic devices are constantiy being developed and the Mova schedule allows
for incorporation of new devices through calendar year 1980. Specific i
limitations are:
1. Transmitter output power l

2. Receiver dynamic range

!, Caupler, cable, and cannectar lasses

4. Differential switching times

5. Propagation delay
The network that is most easily implemented is the repneater chain. Its
major fault is that any one element faiis, the network fails i.e., the

“christmas tree light” effect. Tentative solutions to this particular
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problem are shown in figure 5. Repeaters efficiently resolve the first
four limitations listed above but propagation delays add with each
repeater in the chain. The first repeater in a chain delays each bus
transaction by up to 3.4 microseconds and each additinnal repeater adds
up ta 200 nanoseconds of delay. Thus a chain of fifteen repeaters could
delay each bus cycle by 6.2 microseconds, and repeater chains with
greater than 33 serial repeaters could delay 10 microseconds and cause
the processor to timeout.

As mentioned previously, the Nova bus has about 140 nodes. A.lawing
an average of 10 nodes per chain requires that the Nova network have
between 10 and 20 parallel chains. Thus the control computer bus is
First fanned out “nto a number of parallel chains and later fanned in to
a single chain. The technique used to cope with differential propagation
delays mong chains s explained later. Figure 6 depicts one half of the
envisioned bu: network far Nova. The second half is a redundant network

that also interfaces with all devices of the power conditioning system.

Message ‘ormat

The LSI-1T1 Q-bus is comprised of some 56 discrete signals with 18
being for data, 18 faor address, and 22 for control, The Q-bus is both
asynchronsus and multiplexed with each bus transaction sequenced by
“handshake" signals between the device initiatirg the bus cycle {normally
the CPU) and the responding device. The selection of which Q-bus signals
to send and in what order to send them over the serial bus involves many
tradeoffs. The serialized message must contain address bit. data bits,
and control bits. How many of each and in what configuration determines

the message format. Primary factors influencing the Nova format are the

following design goals:

-y



_8-

1. Transparent to all CPU operations

?. Compatible with multi-tapped bus networks

3. Incorporate glohal (address independent) control capability
4, Compatible with active or passive starred networks

5. Int2rent error checking

6. Compatible with redundant bus operations
The resulting message format is shown in figure 7, Each message hegins
with a start hit followed by 12 address bits and an input/output bit to
designate if the message is a reguest for input data or an output
command., The next fwo bits are glnbal command bits and also provide the
necessary delay between the address hits and the data bits. The global
master roset command supports redundant bus operitions and the universal
Lriqger hit supports system synchronization. Both global commands are
explained later in this naper.

The highlight of this message format is the placemant of the reply
hit just prior to the data bits. The reply bit is set by a remote device
when it receives a message and recognizes the address a= its own.

Placing the reply bit in this position accomplishes two functions. First
it is early in the wavetrain and thus returns to the CPi after only
minimum delay. The returned reply bit allows the CPU to procede with bus
sequencing thus minimizing hus transaction delays. Secondly it greatly

facilitates the usage of starred networks without differential delay

probiems.



Differential Delay

An inherent oroblem associated with starred networks i.e., networks
incorporating fan-out and fan-in devices, is how to cope with the
different propagaticn times between chains from the fan-out star to the
fan-in star. An obvious solu%ion, but not really practical, is to add
appropriate amounts nf delay to the various chains such that each chain
has the same delay and thus no differential delay exists. A more
realistic approach to tie problem is to design a "smart” fan-in star tha:
Inoks at the data arviving from each chain and decides which single chain
ta nubput., Such a "smart™ star would contain active componants and couls
nnt be an optical couplar.

An alternative schrme, which was selected for Nova, is to incorporate
snte intelligence within the network structure. The Nova network
incnrporates ~epeaters with enough intelligence such that only ane chain
transmits intn the fan in star for any given message. Such intelligenc:
would normally require an additional delay since the decision to transmit
ne not transmit is based on information within the message. This delay
is avoided hy formathing the serial message such that the output message
i 3 subset nf the inpul messaga.

The last repeater in each chain is designed such that it does not
repeat the start hit, address bits, I/0 hit, or global control bits. It
does repeat the reply 9it and data bits if and only if the reply bit has
been set by a device on its chain. Since each device address is unique,
only one repeater will transmit into the fan-in star, with the reply bit
becoming the start bit for a shortened wessage. Thus the full message,
referrc. to as "long mode" is repeated by all repeaters except the last
r~epeater in each chain. The last repeater transmits the truncated

message, referred to as "short mode", if there was a reply by a device on

its chiin.
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Dual Bas Operation

Loacr ey i on U poer conditioning bus s serviced by two
identics) has systoms.  Dither bus can perform all contrnl and monitoring
required for each device. Part of the justification for the
incovparation nf a redundant bhus is related to reliability. Should a
seqment. of the primary control systom hecoma inoperacive for any reason,
the redindant hus can he used to continue laser operations.  Such
inceased relialility can ho 2asily jeopardized if hus interface Failures
can "lank up" the deyice. For exampla. the mnst complicated lngic
performed byoa doyice interface is the Jdecndinag of bus addresses and the
transler of data when its address is recognized. If this logic <hould
fail it would he imponsihle to remove an existing command to the device.
Ta allaviate failures of this general type, the hus format contains a
master resat hit that is not associated with a device address. When the
master reset hit is asserted all command bits in all device interfaces
are reset,

A qreatar henefit of having a ~edundant bus is related to operational
considerations of the entire Nova system. The gperation of the power
conditioning system is essential for other laser systams tr operate since
nearly all real-time funcitons are contrnlled, monitored, initiated, or
synchronized via the power conditioning hus. Such a tightly coupled
operation is highly desireable from a system integration viewpoint but it
requires that the bus system be continually operating. Should a new
device be connected o the bus there is always the possibility of
"bringing down the bus”. Troubleshooting or maintenance activities are
always risky as they may inadvertently interfere with an on-going

sequencial operation. With redundant buses, technical personnel can
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BUS COMMUNICATION . s
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Central 1 Device Davice Device
prooessing Memory =1 22 =N
unit

& All BUS informatian (s available to all devices

Each device has an umque identification {address)

® BUS implementation may be single hine sertal or multe-line parallel
- Combination senal-paraliel BUS designs are common

& Devices vary with respect to mntelhgence

BUS signats include address bits, data bits. and control bits

02 D% DRI 2624 i07s

Fioure 1: Block diayram showino how devices communicate
using a coemmon bus.
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SHIVA POWER CONDITIONING CONTROL SYSTEM

LSi1-11 \ P 60 kV |V—
computer N isolator > A
Bus “f Bus Bus Bus
deskewer isofator isolator isolatar
Address Address Address
decode decode decode
Controlled Controlied Controlled
device device device
No. 1 No. 2 No. 239

TTL (0 — 3V) logic levels
CMOS (0 — 15V) logic levels
0 — 50V lagic levels

Figure 2: Devices of the Shiva nower conditioning svstem are controlied h-
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an isolated bus svston.
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BUS TECHNOLCGY TRADEOFFS FOR PULSED POWER APPLICATION %]
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02.40-0879-2642 10/79

Fiqure 3: Factors influencing the choice of bus imnlementation
for controllinc a nulsed nower system




EXTENULED COMPUTER BUS BASIC STRUCTURES L
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Figure A4: Basic exiended bus structures.
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POWER FAIL OPTIONS L
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Finure 5: Potential solutions to bypass a single bus reneater
jn the event of a local nower failure.
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Ficure 7: .lessage format of the tova nower conditionine
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