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PREFACE
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requirement for the degree of Doctor of Philosophy in Engineering Science (Fluid
Dynamics and Mathematics). This report is in the format required by the
Graduate School of Washington State University with the exception of the cover
bage, title page, t‘his preface, and the distribution list at the end of the report.

These added report components follow PNL's report format.
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ATMOSPHERIC DISPERSION IN MOUNTAIN
VALLEYS AND BASINS

Abstract

by K. Jerry Allwine, Ph.D.
Washington State University
December 1991

Chair: Brian K. Lamb

The primary goal of this research is to further characterize and understand
dispersion in valley and basin atmospheres. A secondary, and related goal, is to
identify and understand the dominant physical processes governing this
dispersion. This has been accomplished through a review of the current
literature, and analyses of recently collected data from two field experiments.
This work should contribute to an improved understanding of material transport in
the atmospheric boundary layer. It was found that dispersion in a freely draining
valley (Brush Creek valley, CO) atmosphere is much greater than in an enclosed
basin (Roanoke, VA) atmosphere primarily because of the greater wind speeds
moving past the release point and the greater turbulence levels. The
development of a cold air pool in the Roanoke basin is the dominant process
governing nighttime dispersion in the basin, while the nighttime dispersion in the
Brush Creek valley is dominated by turbulent diffusion and piume confinement
between the valley sidewalls. The interaction between valley flows and above
ridgetops flows is investigated. A "ventilation rate" of material transport between
the valley and above ridgetop flows is determined. This is important in regional
air pollution modeling and global climate modeling. A simple model of

dispersion in valleys, applicable through a diurnal cycle, is proposed.
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Chapter 1

INTRODUCTION

The primary goal of this research is to further characterize and understand
dispersion in valley and basin atmospheres. A valley is generally considered to
be "a. depression between ranges of hills or mountains” (Merriam-Webster
dictionary), and a basin is considered to be a blocked valley; that is, the flow of air
along the valley axis is restricted by terrain barriers or special flow characteristics.
A secondary, and related goal of this research is to identify and understand the
dominant physical processes governing dispersion in valley and basin
atmospheres. From this added understanding, a phenomenological modeling
approach, applicable to dispersion in valleys, is proposed. These research goals
are accomplished through a review of the literature, and through analyses of
recently collected data from two atmospheric tracer experiments. This work
should contribute to an improved understancing of material transport in the

atmospheric boundary layer.

One tracer experiment was conducted in the deep Brush Creek valley
located in the Rocky Mountains of western Colorado during the fall of 1984, as
part of the Department of Energy's (DOE's) Atmospheric Studies in Complex
Terrain (ASCOT) program. This valley has a semiarid, continental climate with

low precipitation (40 cm annually), low relative humidity, large temperature




2
variations, and high evaporation. Strong down-valley winds developed in the
valley during the night when the weather was relatively undisturbed and cloud-

free.

The other tracer experiment was conducted, as part of the Environmental
Protection Agency’s (EPA's) Integrated Air Cancer Project (IACP), in the broad
Roanoke basin located in Virginia's Blue Ridge Mountains. ‘'he tracer study was
conducted during the winter of 1989. This basin has a moist, continental climate
with moderate precipitation (109 cm annually), high relative humidity, moderate
temperature variations, and low evaporation. During relatively undisturbed and

cloud-free nights, calm to very light winds developed in the basin.

The dispersion characteristics of the Brush Creek valley atmosphere were
quite different from those of the Roanoke basin atmosphere. This contrast
provided an opportunity for 2 more generally applicable dispersion modeling
approach to be investigated than would have been possible from studying just

one landform.

Chapter 2 gives a review of the current literature and describes the basic
characteristics of dispersion in valley and basin atmospheres. Chapters 3 and 4
describe dispersion in the Brush Creek valley and Roanoke basin atmospheres.
These two chapters will be submitted for publication in the Journal of Applied
~ Meteorology and are in the format required by the journal. Chapter 5 synthesizes
the understanding of dispersion frorh Chapters 3 and 4 and the current literature
and proposes an initial phenomenological dispersion modeling approach for use

in valleys. Chapter 6 provides a summary and recommendations.



Chapter 2

* BACKGROUND

Dispersion in the atmospheric boundary layer has been the focus of a
significant amount of research for many years. The need for the industrialized
countries to address problems associated with air pollution has accelerated this
research effort during the past three decades. These problems include the
effects of air pollution on man's health, and on the earth's ecosystems and
climate. Understanding dispersion is also important when estimating budgets of
global trace gases and when formulating plans for responding to emergency

situations at, for example, chemical or nuclear facilities.

Literally thousands of repo:ts, papers in conference proceedings, and
published articles are available concerning various aspects of dispersion in the
atmospheric boundary layer. Many books are dedicated to, or contain chapters
dealing with various aspects of atmospher'c dispersion. These include Slade
(1968), Csanady (1973), Pasquill and Smith (1983), Randerson (1984), Seinfeld
(1986), and Venkatram and Wyngaard (1988). Several reference texts are also
available describing the character and behavior of the atmosphieric boundary
layer. These include Haugen (1973), Pielke (1984), Dutton (1986), Stull (1988),
Arya (1988), Cotton and Anthes (1989), and Sorbjan (1289). The American
Meteorological Society (AMS), and the Air and Waste Management Association

(AWMA, formerly APCA) have sponsored conferences and workshops dealing
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with dispersion and air pollution modeling. Many international conferences have

been held on these topics.

The body of literature dealing with dispersion in complex terrain has grown
considerably over the past two decades. This growth is a result of the need to
assess air poliution impacts from' sources located in complex terrain. A factor

" contributing to growth in complex terrain dispersion research was the realization
that existing dispersion models and corresponding assumptions for flat terrain
situations were not adequate, or in many cases, not appropriate‘ for complex
terrain. Hundreds of articles exist on dispersion and air pollution modeling in
complex terrain, and even more exist on identifying, characterizing and
investigating the processes governing the behavior of the boundary layer over
complex terrain. This literature on complex terrain covers results from field
experiments, physical, mathematical and computer modeling, and theoretical

investigations.

Two recent volumes of the Journal of Applied Meteorology (Vol. 28, No 6
and 7, 1989) were dedicated to current research in complex terrain meteorology
and dispersion. The results were primarily from research in DOE's ASCOT
program. Over the past decade, research from thé ASCOT program has
contributed significantly toward the understanding of the atmospheric boundary
layer over complex terrain. Orgill (1981) provided a comprehensive review of the
current understanding of terrain-induced airflow phenomena and dispersion in
complex land forms. Th}s document was used in the planning of the ASCOT

research program.

Orgill (1981) identified and discussed meteorological phenomena of

importance to air flow and dispersion in and around complex landforms. His
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general classes of phenomena are listed in Table 1, and examples of specific
phenomena in each class are also given. Orgill also identified six conditions of
-specific concérn relative to air qualify in complex terrain. They are channeling of
plumes, impact of elevated plumes on terrain surfaces, stagnation of air
poliutants in basins and valleys, effects of thermal winds (e.g., mountain-valley)
on dispersion, fumigation of elevated plumes or pollutant layers, and effects of

deformation, turbulence and terrain-induced eddies on plumes and dispersion.

Table 1. Meteorological Phenomena of Importance to Air Flow and Dispersion in
Complex Terrain. \

GENERAL PHENOMENA

EXAMPLES OF SPECIFIC PHENOMENA

Airflow Deformation
Separation and Wakes
Gravity Waves

Local Winds

Stagnation and Ventilation
Eddies and Vorticies
Momentum and Thermal
Boundary Layer
Turbulence

Forest Canopy Flow and
Exchange Processes

Streamline distortion, speed-up, channeling
and other venturi effects

Around escarpments or cliffs, ridges, valleys,
canyons, isolated hills and mountains

Laminar airflow, lee waves, rotors, hydraulic
jumps, blocking

Land-sea breezes, slope winds, mountain-
valley winds, interaction of wind systems

Within valleys and basins

Transverse and separation eddies,
longitudinal vorticies

Internal boundary layers, low-level jets,
nocturnal destabilization

Common to all phenomena

Uniform stand, clearing, edges




The phenomena listed in Table 1 operate over a wide spectrum of time and
space scales. Large mountain ranges, for example, can produce waves several
hundred kilometers in extent, whereas a small hill could produce waves
measured in tens to hundreds of meters. The scales of many phenomena are
tied directly to the diurnal cycle. Examples are mountain-valley and land-sea

wind systems which are driven by diurnal heating and cooling effects.

Fig. 1 illustrates the wide spectrum of length and time scales associated with
air motion over terrain. This figure, developed by Orgill, casts the flow
phenomena resulting from terrain effects into the classification scheme of
atmospheric motion developed by Orlanski (1975). Orgill points out that this
figure is for illustrative purposes and is by no means comprehensive, nor does it
impiy dynamic or kinematic similarity. The flow phenomena associated with
basins and valleys fall in Orlanski's mesoscale B and mesoscale y classifications
with time scales of hours tc days, and length scales of kilometers to tens of

kilometers.

The AMS held a workshop on dispersion in compiex terrain during May
1983. Egan and Schiermeier's (1986) summary of the workshop identified four
~ specific situations tha! are of special importance to the problem of estimating the
air quality impacts of sources located in or near complex‘terrain. They are plume
interaction with the windward-facing terrain features, plume interaction with lee
sides of terrain features, dispersion of pollutants in valley situations, and

convective circulations in complex terrain.
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Figure 1. A classification of the effects of terrain on atmospheric motions, where
A is the area scale, Ts is the time scale, and Hs is the height scale.
(Orgill, 1981).

More recently the AMS published a monograph (Blumen, 1990) on
atmospheric processes over cbmplex terrain. It gives discussions on wind
systems in mountainous terrain (including thermal winds, waves, downsliope
winds, flow over hills), terrain effects on dispersion, remote sensing over complex

terrain, the role of mountains in making clouds, and the predictability of flows over
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complex terrain. Plume impingement on high terrzin, pooling in valleys, drainage
flows toward populatiori centers, and persistence due to channeling were
identified as key air pollution situations in complex terrain. The phenomena of
gravity waves, multivalley circulations, sea breezes, pooling, and influences of
external meteorology (e.g., su‘bsidence) were identified as areas needing further

research.

Whiteman et al. (1991) recently completed a study characterizing the
wintertime meteorology of the Grand Canyan region of Arizona. They identified
several key phenomena that are important from an air quality viewpoint. The
region was dominated by persistent cold air pools in basins. The vertical
structure of the boundary layer was very complicated and appeared to be
governed by the influence of thermally driven circulations (e.g., up- and down-
slope flows) from various sizes of landforms. Stagnation and recirculation
episodes lasting from hours to days dominated the lowest third of the Lake
Powell basin. They also found that the flow through the Grand Canyon was not
driven by thermai winds, but rather by the synoptic pressure field overlying the

region.

Table 2 gives a summary of the situations identified as of specific concern
relative to dispersion and air quality in complex terrain. All of these situations can
be encountered within valleys and basins or as a result of the presence of valleys
and basins. The remainder of this section will focus on valley and basin
dispersion. First, the current understanding of dispersion in valleys is
summarized along with the dominant atmospheric processes governing this

dispersion. This is followed by a similar discussion on basins.



9

f

Table 2. Summary of Significant Situations and Governing Processes Identified
as Important to Air Quality in Compley. Terrain. |

PLUME SITUATION  GOVERNING ATMOSPHERIC PROCESSES

Channeling Longitudinal thermal winds, katabatic winds, large-scale

forcing

impaction Windward side stable flows, lee side eddies, cross-

‘ valley flows
Stagnation Cold air pooling, trapping inversions
Recirculation | Thermal circulations (diurnal), eddies
Fumigation ~ CBL growth, vakes
Deflection Mountain ‘waves, streamline deformation
Layering Process divisions (e.g., katabatic flow over cold-air poot )
Ventilation | CBL growth, wave sweeping, large-scale forcing
Diffusion Enhanced turbulence, intermittent turbulence
DISPERSION IN VALLEYS

Many population centers around the world are located in valleys. Air quality
problems routinely occur in mountain valleys from pollutant sources located
within or near the valleys (Hewson and Gill, 1944; Tyson, 1969; and, Waniier and
Hertig, 1984). With the increased use of wood burning for residential heating,
many small communities in mountain valleys are experiencing significant air
pollution episodes during the winter months (Cooper, 1980; and Sexton et al.,
1984). Addressing these air quality problems and determining mitigation

strategies requires the use of atmospheric dispersion models. Also, cities with
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chemical or nuclear facilities may requlre the use atmospheric dispersion models
as part of their emergency plan for responding to accidental releases of toxic
materials. A considerable amount of research has been conducted in response

to these needs for valley dispersion estimates. |

Numerous meteorological and tracer experiments have been conducted to
investigate the dispersive characteristics of valley atmospheres (Start et al., 1975;
Willson et al., 1983; Gudiksen et al., 1984; Gryning and Lyck, 1983; Clements et
al., 1989; Whiteman, 1989; and Doran et al., 1990). Also, the dyna‘mic and
dispersivé behavior of valley atmospheres has been investigated theoretically
and with numerical models (McNider, 1981; Bader and McKee, 1985; Vergeiner
et al.,, 1987; Segal et al., 1988; and, Bader and Whiteman, 1939). A more
complete understanding of dispersion and the processes governing dispersion in
valleys is emerging as a result of this research. However, much more work is
required, especially on the applicability of the findings to other valleys, and the

interactions of the various processes.

Egan and Schiermeier (1986) summarized, from the AMS workshop, that
nocturnal drainage flows, persistent low wind speed stable flows, fumigation, and
flow channeling by valley sidewalls are processes important to valley dispersion
situations. They identified three valley configurations, shallow valleys, deep,
draining valleys, and closed valleys (basins - discussed in the next section). The
shallow valley is characterized by the effluent plume of interest being significantly
higher than the valley sidewalls. During stable atmospheric conditions the plume
does not interact with the valley atmosphere, except that the plume trajectory may
be steered by the valley orientation. Dispersion in deep, draining valleys has

been the focus of considerable research lately, especially in the ASCOT program
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(Clements et al., i989). Here the effluent release is within the vallay, and the

dispersion is dependent on the behavior of the valley atmosphere.

The behavior of poliutants in the valley atmosphere from the perspective of
regional dispersion (hundreds of kilometers transport) is discussed by Allwine
~ and Whiteman (1988). Material trapped in down-valley flows through the night
can be carried out of the valley}into the regional flows during the morning
transition period. The valley processes governing pollutant "venting" (Fig. 2) are
not typically resolved in regional scale dispersion models. This valley venting
process must then be parameterized in regional scale models or, more typically,
is not treated. Segal et al. (1988) demonstrate valley venting in one of their
valley case studies with a primitive equation méteorological model and a
Lagrangian dispersion model. Venting from a deep Colorado valley has also

been observed and discussed by Orgill (1989).

Allwine and Whiteman (1988) hypothesize that, during times of weak
synoptic influences, ihe dynamical behavior of the valley atmosphere governs the
amount and timing of pollutants vented into the regional flows. They demonstrate
the effects of the valley venting process on regional concentration levels, using a
regional-scale puff trajectory model (Allwine and Whiteman, 1985) containing a
parameterizetion of the venting process. The release from a hypothetical
continuous point source located in a deep Colorado valley was simulated. They
found a considerable difference in the pattern of ground-level concentrations

when comparing model results with and without the parameterization.
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The foundation of the valley venting parameterization used in Allwine and
Whiteman's regioral scale dispersion model is Whiteman and McKee's (1982)
bqlk_thermody‘namic model which predicts the breakup of the nocturnal stable
valley atmosphere during the morning transition period. This thermodynamic
model is also the basis of a valley-scale air poliution computer code (Whiteman
and Allwine, 1985), which predicts ground-level concentrations from the

fumigation of elevated plumes to the surface during the morning transition period.

Whiteman and McKee's bulk thermodynamic model is illustrated
conceptually in Fig. 3. The stable core of the valley atmosphare (stippled region)
is entrained into a growing convective boundary layer (CBL) and upslope flows.
The top of the inversion descends (from air mass conservation) as indicated by
the potential temperature profiles on the left side of the figure. The plots of along-
valley winds show down-valley flow in the stable core and up-valley flow in the
growing CBL. The inversion destruction takes place nominally during three to
five hours beginning at local sunrise. The entrainment of the descending stable
core into a growing CBL and upslope flows is hypothesized as the dominant

mechanism by which venting of poliution takes piace.

The timing and duration of the morning transition period is dependent on the
geometry of the valley, characteristics of the nocturnal inversion, surface cover,
moisture content, weather, solar input, and time of year. In winter, temperature
inversions may not be destroyed diurnally, and may persist for extended periods.
The inversion treakup may also occur in other patterns than the one illustrated in
Fig. 3. For example, breakup could occur solely due to CBL growth, or solely due

to inversion top descent (Whiteman, 1982).
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Figure 3. lllustration of the hypothesis of inversion destruction. The stable core

region of the valley atmosphere is darkened. Potential temperature
profiles at the center of the valley are given on the left side of the figure,
and on the right are corresponding profiles of the upvalley wind
component. At sunrise, tj, an inversion is present in the valley. At ts,
sunlight has illuminated the valley floor and slopes, and a growing CBL
is present over the valley surfaces. Mass and heat (deficit) from the
stable core are entrained into the CBLs and carried up the sidewalls in
the upslope flows. This results in a sinking of the stable core. The
CBLs continue to grow and the stable core sink (t3 and t4, until the
inversion is broken (tp), giving a well-mixed neutral atmosphere
through the valley depth. Winds continue downvalley in the stable core
during the inversion breakup period, whereas, winds in the CBL below,
and the region above often are upvalley during this same period.
(Whiteman and Allwine, 1985)
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Bader and McKee (1985) have investigated numerically the effects of valley
width, surface heating rate, wind shear above the valley, valley orientation,
sidewall slope, initial stability, and surface albedo on the evolution of the daytime
valley boundary layer. They found that the effects of the sidewall slopes
decrease with increasing valley width, lower surtace heating rates influence the
rate but not the structure of the boundary layer development, moderate wind
shear and valley orientation have very little effect, steeper sidewall slopes and
stronger initial stabilities inhibit slope flow development and produce less
inversion descent, and lower surface albedos along the valley sidewalls can

dramatically increase the magnitude of the inversion descent.

The breakup depicted in Fig. 3 is for an idealized situation in which the
sidewalls and valley floor are uniformly heated. This idealized situation rarely
occurs in actual valleys because of their varying orientations relative to the sun,
and their nonhomogeneous surface characteristics which effect the flux of heat
between the surface and the atmosphere. This differential heating can lead to
cross-valley flows (Hennemuth, 1986) which can have a significant effect on
concentrations seen at the surface. Cross-valley flows were obsérved by
Whiteman (1989) in a deep Colorado valley, and investigated by Bader and
Whiteman (1989) using a dynamic mesoscale model. They found from the
numerical simulations that the cross-valley effects on the plume are strongly
dependent on the initial plume elevation and the surface heating distribution
(season). In the summer case, a plume in the lower third of the valley migrated to
the more strongly heated sidewall after sunrise and was entrained in the CBL
and upslope winds; whereas, a plume near the top of the valley remained near
the valley center. During the winter case, neither plume's migration was

significant.
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The daily behavior of the valley atmosphere from thermal effects can be
divided into four time regimes, morning transition, daytime, evening transition,
and nighttime (Whiteman, 1990). The morning transition period has already
been described and illustrated in Fig. 3. The daytime period is characterized by
fully developed CBLs over all valley surfaces - floor, sidewalls, vand ridgetops,
and the presence of upsldpe winds. Up-valley flows are present throughout the
depth of the valley and significant interaction occurs with the above ridgetop
winds. The evening transition period begins at sunset, and is probably the least
investigated and understood of the flow regimes. Down-slope flows on the valley
sidewalls and floor develop after sunset, and a temperature inversion begins to
form. The colder stable air gathering in the lower portions of the valley can lead
to horizontal pressure gradients, resulting in down-valley winds. The temperature
inversio: may eventually fill the valley. The nighttime is characterized by down-

valley near-steady flows throughout the valley depth.

Thermally forced flows have been the focus of the discussion thus far.
These flows are caused by buoyancy forces and horizontal pressure gradient
forces that develop due to temperature differences. Egger (1990) discusses
these thermally forced flows from a theoretical standpoint. He states that
conceptual modeling of valley winds has reached a stage where the basic
features of thermally induced flows in valleys can now be reproduced and
understood. Reaching this stage, according to Egger, was accomplished with the
development of an approach (Brehm, 1986) for describing the interaction of the

slope wind layers with the core of the valley atmosphere.

External forcing due to, for example, lee waves, synoptic pressure gradients,

large-scale thermal winds, and weather systems also dictate the behavior of the
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valley atmosphere (Barr and Orgill, 1989; Bell and Thompson, 1980; and Kimura
and Manins, 1988). Barr and Orgill discuss in some detail the effects of external
forcing on the Brush Creek valley atmosphere during the 1984 ASCOT
experiments. Even though the focus of the experiments was on undisturbed clear

nights, external effects were observed during all experiments. They identified the
| influence of external wind and radiative effects on the collection of cold air within
the valley, and on the erosion of established drainage flows by turbulent
entrainment. These, in turn, affected thedepfh of the drainage flow, and the
along-valley volume flux of air. Barr and Orgill also found that the Brush Creek
valley atmosphere exhibited a shear-induced helix imposed upon the down-
valley drainage. They concluded from the meteorological and tracer data that

this induced helix can significantly influence pollution distributions.

Kimura and Maniné (1988) investigated numerically the effects of stably
stratified flows over the tops of periodic valleys (several valley-ridge
configurations giving a sinusoidal cross-section) on the cross-valley flows within
the valleys. They found that at small Froude number (U/Nh<0.5, where U is
ambient wind speed, N is the ambient buoyancy frequency, and h is the height of
the ridges) the valleys' atmospheres were stagnant. For Froude numbers near
one, stagnation was a wave phenomenon, resulting from wave steepening and
overturning or turbulent mixing. Under these conditions a finite thickness of the
valley atmosphere was brought to rest or carried in a rotor. Complete sweeping

of the valleys' atmospheres occurred at Froude numbers above about 2.8.

Chapter 3 addresses plume channeling and venting in a deep draining

valley. The periods of focus are the nighttime and morning transition periods,
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and the dominant processes investigated are along-vailey flows, upslope flows,

and interaction with ridgetop flows.

W

Closed valleys (termed basins here) were identified in an AMS workshop on
dispersica in complex terrain (Egan and Schiermeier, 1986) as a valley
configuration of importance to adverse dispersion situations and air pollution
problems. Basins often exhibit weak outflow during typical drainage (primarily
nighttifne, weak synoptic influence) conditions tacause of flow blockage.
Relétively littie research has been conducted on understanding the dynamical
behavior ot, and dispersion vin, basin atmospheres. The bulk of basih research
that has been conducted has been within the last decade (e.g., Petkovsek, 1978;
Banta and Cotton, 1981; Wanner and Hertig, 1984; Gassmann and Burki, 1987;
Beniston, 1987; Maki and Harimaya, 1988; Neff and King, 1989; Kondo and
Okusa, 1990; Toritani, 1990; and Eskridge et al., 1990).

Basin air pollution problems have been observed for many years. The
principal problem is air stagnation that may persist from several hburs to several
days. The mechanisms for the development of these stagnation periods may
vary from basin to basin and with time. The Los Angeles basin is well known for
its air pollution episodes. This basin is open on one side toward the Pacific
Ocean and ringed by mountains. A marine boundary layer penetrating onshore,
limited in extent by the mountains, and bounded by a warm layer aloft (below the
mountain levels), is a common condition of limited dispersion and high pollutant

concentrations in the Los Angeles basin (Stephens, 1975). Liu and Goodin
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(1976) applied a two-dimensional model based on the shallow convection
equations to the dispersion of carbon monoxide, primarily from automobiles, in
the Los Angeles basin. They concluded that the assumption of a well-mixed
marine boundary layer was reasonable, and that the ground-level distfibution of

CO was primarily dictated by advection and not horizontal diffusion.

Tapp (1985) discusses ‘dispersion in an open basin in Australia. The basin,
which contains Melbourne (pop. 2.8 million), is open to the ocean on one side
and surrounded by mountains on the others. Melbourne can experience air
stagnations during the winter under the influence of strong, slow moving
anticyclones centered near the region. During a particularly severe stagnation
beriod (June 1978), Tapp’s analysis of meteorological data revealed a pattern of
eddies across the city in the lee of upstream topography. He concluded that this
phenomena aided in the persistence of high péllutant concentrations by adding

to the considerable recycling of air in the Melbourne basin.

Western Oregon has one of the highest meteorological potentials for air
pollution in the United States (Holzworth, 1971). Stagnation periods occur in the
basins (restricted valleys) along the Columbia and Willamette rivers during the
northward movement of the Pacific énticyclone in summer and early fall, and with
advection of warm air aloft from the soutt during late fall and winter (Olsson et al.,
1974). They frequently found a direct relationship between the height of an
elevated stable layer aloft and a well defined top of the haze layer. When the
baSe of the stable layer was below the top of the surrounding mountains, the

natural ventilation of the region was greatly restricted.

Wind speed oscillations with a period of about 15 minutes were observed by

Eskridge et al. (1990) in the Boise, Idaho, basin during winter nights. The flows



20

observed were light with an almost complete lack of turbulent energy. They
observed an instantaneous tracer plume at ground-level to be quite narrow and
the hourly average plume width to be relatively large (larger than unstable urban
| dispersion rates). They concluded that the hourly average plume dispersion was
dominated by plume meander from the 15 niinute velocity oscillations with very
little contribution frqm smaller scales of motion. They also observed tributary flow

from a side canyon penetrating into the basin atmosphere.

Toritani (1990) summarized results from several studies concerning the
periodic nature of wind speed and temperature oscillations in cold air drainages.
The observed periodicities rahged from 25 to 90 minutes, with the average being
roughly 60 minutes. 'The effects of this periodic motion on dispersion are not well

understood.

Gudiksen et al. (1984) discuss results Qf tracer experiments conducted in a
complex terrain region of northern California, designed to investigate disbersion
in nocturnal drainage flows. Tracers were released within slope drainage flows,
immediately above the drainage flows, and at elevated heights within the
Anderson Creek valley. This valley has the characteriéfics of a basin with pooling
occurring in the lower reaches of the basin. They found that the drainage flows
from about mid-slope elevations and below were generally not influenced by the
regional scale flows. This was based on the observation that the surface tracer
concentration patterns, for tracer released within the slope flow, did not vary

appreciably over a wide range of regional flow conditions.

Tracers released just above the drainage flows near the ridgetop did reveal
considerable mixing between the drainage flows and the winds above the

drainage flows as the drainage flows proceeded downslope. The dispersion
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rates of the tracer released just above the drainage flows were appreciably
higher than those reported over flat terrain. The dispersion of tracer released at
elevated heights above the slopes, but still within the basin, was extremely

dependent on the regional scale flows.

Nappo et al. (1989) investigated the dispersion of tracers in the slope flows
in the Anderson Creek valley using a two-dimensional dynamic meteorological
model with a species-conservation equation and first-order closure. They confirm
the observations that tracers released just above the drainage layer can be
entrained into the layer and diffused to the ground. Tracer released within the
drainage layer can spread through the entire depth of the layer, and the
dispersion characteristics are quit‘e different from those for stable flows over flat
terrain. The differences result from increases of boundary-layer depth, wind
speed, and turbulence‘as the katabatic flow develops downslope. Nappo et al.
(1989) underpredicted the observed concentrations and depth of the drainage
layer in the lower region of the slope because the model could not simulate the

pooling cf air in the basin.

Several research programs concerned with climate and air pollution in cities
of Switzerland have been conducted in the past decade (Wanner and Hertig,
1984; Gassmann and Burki, 1987; Beniston, 1987; Wanner et al., 1986; and
Filliger and Wanner, 1986). These cities are located in prealpine basins north of
the Swiss Alps and south of the Jura mountains, stretching roughly 300 km from
the Lake of Geneva (southwest) to the Lake of Constance (northeast). According
to Wanner and Hertig, the interactions of three important processes must be

studied to understand dispersion in these Swiss cities. These processes are
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heat islands and city-induced air flows, synoptic flows, and terrain-induced local

flows.

Numerous air pollution episode‘s have been observed in Swiss cities under
predominantly anticyclonic weather situations. During the summer anticyclonic
situations, high phbtochemical smog episodes are experienced, and during the
winter the Swiss prealpine basins suffer from‘the effects of strong inversions, fog
and relatively high amounts of air pollution. Thlék cold air pools spread out over
the prealpine bésins, and urban heat islands produce stable convection cells
(Wanner and ‘Hertig, 1984).

Some of the physical processes identified as‘lmportant in governing
dispersion in basins are external forcing (geostrophic winds, mountain waves,
rbtors) down-slope (katabatic) flows, upfsldpe flows, flow oscillations (gravity
waves, surges from competing tlows), local cold air pooling, flow blocking and
channéling, thermal winds (longitudinal pressure gradients), surface roughness
(buildings and trees), urban heat island effect, external bursts (intermittent
penetrations from aloft), wakes, atmospheric stability (Richardson number
considerations), temperature inversions, wind shears, convective boundary layer

growth, weather events (fronts) and turbulence characteristics.

Chapter 4 addresses plume layering, diffusion and stagnation in a basin.
The main period of focus is the nighttime with some results given for the evening
and morning transition periods. The dominant processes investigated are slope

flows, oscillations, penetrations from aloft, and cold air pooling.
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Atmospherlc Dispersion and Tracer Ventilation in
A Deep Mountain Valley

K. Jerry Allwine
Pacific Northwest Laboratory, Richland, Washington

ABSTRACT

During September and October 1984 a major meteorological and tracer study was conducted
in Colorado's Brush Creek valley. The characteristics of atmospheric dispetsion during the
nighttime and morning transition periods are discussed in this paper. Tracer released in the lower
portions of the valley did not reach the ridgetops (escape from the valley) during the nighttime, but
was confined to the valley, being carried in down-valley flows. After sunrise, with the onset of
convective boundary layer growth and initiation of upslope flows, the tracer within the valley was
carried into the upper reaches of the valley atmosphere and ventilated from the valley. This was
confirmed by the ridgetop tracer samplers and by a tracer mass budget applied to a valley
atmosphere control volume. The ventilation rate of tracer from the valley atmosphere to the above
ridgetop flows was calculated from the tracer mass budget. The nighttime valley centerline ground-
level concentrations from a continuous release at the valley floor were well represented (within
20%) out to 8 km by a Gaussian plume equation solved in a segmented fashion. This agreement
was attained by accounting for plume reflections from the valley sidewalls, initial plume dispersion
due to wake effects from a forest stand, and along-valley variations in turbulence characteristics.

1. Introduction

The exchange of heat, moisture, gases and other matter between the earth's
surface and the atmosphere is governed by the interaction of various scales of
motion present in the atmosphere. One important interaction is that between
valley atmospheres and flows above the valley ridgetops. Throughout the world,
population centers and human activities occur in‘valleys. Understanding the

behavior of valley atmospheres and the interaction of valley atmospheres with
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~ above-ridgetop flows is essential for understanding and estimating the effects of
man's activities on his environment. The interaction of valley flows with above-
ridgetop flows can be important in estimating the consequences of the regional
| transport of air pollutants, and in estimating the surface fluxes of heat, moisture
and trace gases in global climate models. This scale of interaction is not
generally accounted for in regional-scale air pollution models or global climate
models. This paper gives an initial look at quantifying the interaction between a

valley atmosphere and the above-ridgetop flows.

In September and October of 1984, a large meteorologlcal and tracer field
study was conducted in Colorado's Brush Creek valley by the U.S. Department of
Energy's Atmospheric Studies in Complex Terrain (ASCOT) program. The Brush
Creek valley has a semiarid, continental climate with low precipitation, low
relative humidity, large temperature variations, and high evaporation. Strong

down-valley winds develop in this valley during the night.

The overall design of the 1984 ASCOT field study, including objectives,
equipment and layout, is described by Clements et al. (1989). The major
objectives of the tracer experiments were to evaluate the behavior of inert gases
entrained in nocturnal valley flows and the subsequent ventilation of the gases
into above-ridgetop flows during the morning transition period. Tracer and
meteorological data were collected in and around the Brush Creek valley during
five experimental periods (typically midnight to noon). A number of papers have
been previously published on results from the 1984 ASCOT study, including
several papers in the special ASCOT issues of the Journal of Applied

Meteorology (Vol. 28, No. 6 and 7).
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The 1984 ASCOT tracer experiments were a significant accomplishment in

light of the very difficult logistics, three types of tracers released, and the extent of
the ground-based (more than 90 samplers) and vertical sampling (11 profiling
systems). Several thousand individual samples were collected and chemically
analyzed for the three perfluorocarbon tracers. The samplers were deployed
over a more than 25 km by 25 km area of very complicated terrain with very few
and poor roads. The samplers were deployed by truck, foot and by helicopter.
The U.S. Department of Energy's Environmental Measurements Laboratory
(EML) and the U.S. National Oceanographic and Atmospheric Adminisfr‘ation's
Air Resources Laboratory (ARL) were principally responsible for the successful

outcome of the tracer experiments.

The primary objective of this paper is to assess the dispersive characteristics
of the Brush Creek valley atmosphere and to estimate the valley ventilation rate
by analyzing the tracer data and certain of the meteorological measurements.
~ The Background section gives the current status of research on dispersion in
mountain valleys. The Experimental Layout section gives a description of the
site, equipment, and tracer release and sampling network. The Results and
Discussion section gives the meteorological observations, the nighttime tracer
concentrations and diffusion rates, the morning transition period tracer
concentrations and ventilation rates, and the tracer mass budget calculations.

This is followed by the Summary and Conclusions.

2. Background

Numerous meteorological and tracer experiments have been conducted to

determine the dispersive characteristics and the behavior of valley atmospheres
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(Start et al., 1975; Willson et al., 1983; Gudikéen et ai., 1984; Gryning and Lyck,
1983; Clements et al., 1989; Whiterﬁan, 1989; and Doran et al., 1990).
Additionally, Several numerical and theoretical investigations have investigated
both the dynamic and dispersive behavior of valley atmosphe'res (McNider, 1981;
Bader and McKee, 1985; Vergeiner et al., 1987; Segal et al., 1988; and Bader
and Whiteman, 1989). A more complete understanding of dispersion and the
processes governing dispersion in valleys is emerging as a result of this
research. However, much more work is required; especially on the applicability

of the finair o3 to other vaileys, and on the interactions of the various processes.

Egan and Schiermeier (1986) concluded that nocturnal drainage flows,
persistent low wind speed stable flows, fumigation, and flow channeling by valley
sidewalls are processes important to dispersion in valleys. They identified three
valley configurations, shallow valleys, deep, draining valleys, and ciosed valleys
(basins). In shallow valleys the effluent plume is significantly higher than the
valley sidewalls. During stable atmospheric conditions the plume does not
interact with the valley topography, except that the plume trajectory may be
channeled along the valley axis. Dispersion in deep, draining valleys has been
the focus of considerable recent research, especially in the ASCOT program
(Clements et al., 1989). Here the effluent release is within the valley, and the
dispersion is dependent on the behavior of the valley atmosphere and its

interaction with the underlying valley topography.

The behavior of poliutants in deep draining valleys from the perspective of
regional dispersion (hundreds of kilometers transport) is discussed by Allwine
and Whiteman (1988). Material trapped in down-valley flows during the night can

be carried out of the valley into the regional flows during the morning transition
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period. The valley processes governing pollutant "venting" are not typically
resolved in regional-scale dispersion models, so that parameterizations of the
valley venting process must be included in regional-scale models. Segal et al.
(1988) demonstrate valley venting in one of their valley case studies with a
primitive equation meteorological model and a Lagrangian dispersion rr)odel.
Venting from a deep Colorado valley has also been observed and discuss"ec‘i by
Orgill (1989).

Allwine and Whiteman (1988) hypothesize that, during times of weak
synoptic influence, the dynamical behavior of the valley atmosphere governs the
amount and timing of pollutants vented into the regional flows. They demonstrate
the effects of the valley venting process on regional concentration levels, using a
regional-scale puff trajectory model (Allwine and Whiteman, 1985) containing a
parameterization of the venting process. The release from a hypothetical
continuous point source located in a deep Colorado valley was simulated. They
found a considerable difference in the pattern of ground-level concentrations

when comparing model results with and without the parameterization.

Thermally forced flows have been fhe focus of the discussion thus far.
These flows are caused by buoyancy forces, and horizontal pressure gradient
forces that develop due to temperature differences. The forcing of valley
atmospheres is not limited to these thermally developed forces. External forcing
due to, for example, iee waves, synoptic pressure gradients, large-scale thermal
winds, and weather systems also dictate the behavior of the valley atmosphere
(Barr and Orgill, 1989; Bell and Thompson, 1980; and Kimura and Manins, 1988).
Barr and Orgill discuss in some detail the effects of external forcing on the Brush

Creek valley atmosphere during the 1984 ASCOT experiments. Even though the
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focus of the experiments was on undisturbed clear nights, external effects were
observed during all experiments. They identified the influence of external wind
and radiative effects on the collection of cold air within the valley, and on the
érosion of established drainage flows by turbulent entrainment. These, in turn,
affected the depth of the drainage flow, and the down-valley volume flux of air.
Barr and Orgill also found that the Brush Creek valley atmosphere exhibited a
shear-induced helix imposed upon the down-valley drainage. They concluded
from the meteorological and tracer data that this induced helix can significantly

influence poliution distributions.

Kimura and Manins (1988) investigated numerically the effects of stably
stratified flows over the tops of periodic valleys (several valley-ridge
configurations giving a sinusoidal cross section) on the cross-valley flows within
the valleys. They found that at small‘ Froude number (U/Nh<0.5, where U is
ambient wind speed, N is the ambient buoyancy frequency, and h is the height of
the ridges) the valleys' atmospheres were stagnant. For Froude numbers near
one, stagnation was a wave phenomenon, resulting from wave steepening and
overturning or turbulent mixing. Under these conditions a finite thickness of the
valley atmosphere was brought to rest or carriec in a rotor. Complete sweeping

of the valleys' atmospheres occurred at Froude numbers above about 2.8.
3. Experimental layout

a. The Brush Creek valley

The Brush Creek valley is an uninhabited valley in the Rocky Mountains
located 55 km north-northeast of Grand Junction, Colorado. It has a semiarid,

continental climate with low precipitation (40 cm annually at the valley floor), low
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relative humidity, large diurnal temperature variations, and high evaporation.
Brush Creek is a 25-km-long tributary of Roan Creek. The lowest 10 km of Brush

| Creek are shown in Fig. 1. The valley runs from northwest to southeast, and has
a valley floor that falls gradually at 0.8 degrees (14 m per km). It is 650 m deep at
its lower end and has sidewalls with slopes of 30 to 40 degrees. The Brush
Creek valley is a near-linear valley having no major tributaries (principally short
box canyons), uniform sidewall angles, a simple well-defined drainage area, and
relatively flat or rolling mesa-type ridgetops. The spatial variation of vegetation in
the Brush Creek valley (e.g. sagebrush, mountain shrubs, pines, juniper and
barren slopes) reflects the increase of precipitation with elevation and the
existence of different radiation microclimates on surfaces of different aspect and

inclination (Whiteman et al., 1987).
b. Tracer release

Three non-reactive, gaseous perfluorocarbon (PFC) tracers,
perfluoromethylcyclopentane (PMCP), perfluoromethylicyclohexane (PMCH), and
perfluorodimethylcyclohexane (PDCH), were released simultaneously during 5
experimental periods at the two locations shown in Fig. 1. Releases were
generally begun at midnight and continued for about nine hours (until the
nighttime down-valley flows reversed). These tracers have very low levels of
ambient background concentrations: PDCH - 0.05 parts per trillion (ppt), PMCP
and PMCH - 0.005 ppt. For further information on these tracers see, for example,

Dabbert and Dietz (1986).

The PMCP tracer was released at approximately 1.5 m above ground level
(AGL) at a site on top of Skinner ridge along the northeastern edge of the Brush

Creek valley. This site was located near the head of Pack Canyon in a shallow
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draw which extended from the ridge line to the head of Pack Canyon. The

release was about 550 m above the floor of the Brush Creek valley.
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Figure 1. Brush Creek valley terrain contours and locations of ground-level and
vertical tracer samplers in the vicinity of the four sampling arcs. The
coordinate system is UTM grid zone 12.

PMCH and PDCH were released from a site on the Brush Creek valley floor
approximately 10 km up-valley from its mouth. The PMCH was released at
nominally 5 m AGL, and the PDCH at 180 m AGL. At times considerable difficulty

was experienced in flying the balloons that carried the release lines aloft because

of the strong winds and turbulence associated with the nocturnal jet.
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. Consequently, the release height and, at times, the release rates varied.
Detailed information concerning the PMCP, PMCH and PDCH releases are given

in Tables 1, 2 and 3, respectively. | ‘\‘

TABLE1 Release Information for the Tracer PMCP (Skinner Ridge location).

EXP DATE START STOP TOTAL RATE RANGE HEIGHT

#__ (84 (MST) (MST) (@  (da/s)  (g/s)  (mAGL)
1 9/20 0100 0900 3273 0.11 0.11-0.13 1.5
2 9/26 0000 0900 10092 0.31 0.31-0.32 1.5
3 9/28 0130 0900 4568 0.17 0.14-0.19 1.5
4 9/30 0000 0800 5055 0.18 0.16-0.19 1.5
5 10/6 0300 0800 3397 0.19 0.15-0.20 1.5

TABLE 2. Release Information for the Tracer PMCH (13rush Creek valley location).
EXP DATE START STOP TOTAL RATE RANGE HEIGHT COMMENTS

# _(84) (MST) (MST) (a) (g/s) (a/s) _ (mAGL)

1 9/20 0000 0900 7065 0.22 0.21-0.22 5

2 9/26 0000 0900 7293 0.23 0.21-0.23 5 75 m 0000-0050

3 9/28 0130 0900 &726 0.25 0.22-0.28 190+20 2to 213 m before 0240
4 9/30 0030 0800 6308 023 0.22-024 5

5 10/6 0000 0800 8152 0.28 0.27-0.31 5

TABLE 3. Release Information for the Tracer PDCH (Brush Creek valley location).

"EXP DATE START, STOP TOTAL RATE RANGE HEIGHT COMMENTS

#___(84) (MST) (MST) (9) (g/s) (a/s) __(mAGL)

1 9/20 0000 0720 3991 0.15 0.13-023 160 145 m 0100-0200

2 9/26 0000 0900 7830 0.24 0.24-025 183  168-183 m 0200-0600
3 9/28 0215 0900 6292 0.26 0.25-0.26 2 200 mto 0230

4 9/30 0000 0800 5454 022 0.02-027 119 205 m before 0045 and

after 0500; 0.02¢/s at 0
m 0400-0500
5 10/6 0010 0800 5897 0.21 0.20-0.22 205 19810213 m

c. Ground-level tracer sampling

Time ‘integrated samples of the three PFC tracers were collected at ground-
level using 64 Brookhaven Atmospheric Tracer samplers (BATS) and 30 NOAA
Air Resources Laboratory (ARL) samplers. The BATS samplers typically held 10
or 20 adsorption tubes (depending on the number of samples to be collected),
and the ARL samplers held 12 tubes. The sarhpling was conducted from

midnight to 1300 Mountain Standard Time (MST) with different samplers
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covering different periods of time. The integration times of individual samples
were 15 min., 30 min., or 1 h. Sample chemical analysis was performed by
Brookhaven National Laboratory (BNL) and DOE's Environmental Measurements

Laboratory (EML) after the study using electron capture gas chromatography.

The sampler locations are shown in Figs. 1 through 4 along with the location
identification codes (the first letter "B" indicates BATS samplers and the "A"
denotes ARL samplers). Sixty-one samplers were located within the Brush Creek
valley (25 on Arc 1, 13 on Arc 2, 6 on Arc 3, 5 on Pack Arc, and 12 on the valley
~floor), and the remaining 33 were spread along the ridgetops and surrounding
valleys (12 on Skinner Ridge, 9 on Brush Mountain, 6 in the Roan Creek valley, 3
in the Clear Creek valley, 2 in the Carr Creek valley, and 1 on Kimball Mountain).
The locations of the four Brush Creek valley sampling arcs are shown in Fig. 1,
and the individual samplers on each of the four arcs are labeled in Fig. 2. The
locations of the 12 samplers along the Brush Creek valley floor are shown in Fig.
3 as three clusters (one just down-valley from the release, one on Arc 1, and one
at the mouth) of three samplers each, one cluster (on Arc 2) of two samplers. and
a single sampler (BB59) up-valley from the release. The locations of 32 of the 33
samplers located outside the Brush Creek valley are given in Fig. 3. The location
of the sampler at De Beque (BB01), 25 km down the Roan Creek valley from the
mouth of the Brush Creek valley, is not shown. Fig. 4 shows the along-valley and
cross-valley locations of the ground-level samplers with respect to elevation. The
spatial coverage of the samplers relative to the valley floor, ridgetops, and
sidewalls is shown in this figure. The sampling duration and integration period

for each sampler are given in Table 4.
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Figure 2. Tracer sampler identification numbers on the four sampling arcs in the
Brush Creek valley. Multiple samplers were co-located at some
locations. The identification numbers of the co-located samplers are
given in the boxes.
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Figure 3. Identification numbers of tracer samplers located in the Carr, Brush
(excluding samplers identified in Fig. 2), Clear and Roan Creek valleys
and located on the ridgetops. The 'X' represents the tracer release
locations.
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The first panel (A) shows the along-valley profile of the elevation of the
valley floor and the ridgelines from the head of Brush Creek valley to its

mouth, then following ~20 km down Roan Creek valley. Also shown
are the locations of the ground-level tracer samplers within Brush and

Roan Creek valleys and along the ridgetops. Panel B shows a section
of Brush Creek valley with the locations of the release (X), fixed-height

tracer profiler (%), variable-height tracer profiler (), and ground-level

samplers (o) identified. Panel C gives the cross-valley locations of the
ground-level samplers on Arc 1 (m), Arc 2 (e) and Arc 3 (+).
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TABLE 4. Ground-Level Samplers Identification and Sampling Times.

Identification Code Integration Time Sampling Duration
— (min) - (MST)

BS 01-04 15 0000 to 0500
AS 01, 03, 05 15 0500 to 0800
AS 02, 04, 06 15 0800 to 1100
BB 01-17, 29-60 60 0000 to 1000
BB 18-28 60 0100 to 1100
AA 02, 05, 07 60 0100 to 1300
AA 01, 03, 04, 06, 08-10 60 0000 to 1200
AA

11-24 30 0500 to 11:00
d. Elevated tracer sampling

Elevated PFC samples were collected using 10 balloon-borne profiling
‘systems within the Brush Creek valley. The locations of these 10 systems are
given in Fig. 1. Five of the systems (EMM, EMF, EMR, EMC1, and BNL) operated
by fixing the balloons at a méximum height above ground (500 m AGL) with the
samplers at fixed locations along the tetherline (Table 5). At each height,
integrated samples (e.g. 60 min.) were collected through the experimental period.
The other 5 tracer profiling systems (ATDD-1, LLNL, SNL, PNL-1, PNL-2) were
operated as part of a meteorological tethersonde system. A tracer sampling
p»ackage was connected in the tetherline near thie meteorological package. As
the balloon ascended at a nearly constant rate (~15 m per minute), the six
samplers in the tracer sampling package were sequenced using a radio
transmitter. The heights sampled are given in Table 5. The sampling durations |
listed in Table 5 for the variable-height samplérs are approximate, based on the

approximate balloon ascent rate of 15 m per minute.
e. Meteorological observations

Clements et al. (1982) describe the meteorological observing systems used

during the 1984 ASCOT study. Certain data from a subset of these systems are
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used for the analyses described In this paper. These data are: winds,
temperature, and sensible heat flux from four Bowen ratio energy budget (BREB)
stations (WST, PNL, EST and WPL); winds and temperature from five tethered
balloon systems (WPL, LANL, LLNL, PNL-1 and ATDD-2); winds from two
Doppler sodars (LANL and PNL); turbulence quantities from four instrumented
towers (LANL-3, WPL-1, WPL-2 and ATDD-1); and winds from a dual Doppler
lidar (WPL). The locations of these systems are given in Figs. 1 and 5. Table 6
gives the UTM coordinates (grid zone 12) and elevations for the meteorological

observing systems, the tracer release locations, and the tracer profilers.

TABLE 5. Elevated Samplers |dentification and Sampling Times.

Identification Code Sampling Start Time Sampllng Heights Sample Duration
(MST) ___ (mAGL) (min)
ATDD-1, LLNL, 0100, 0230, 0400, 0-75, 75-150, 150-250, 56,7,7,10,13
SNL, PNL1 PNL-2 0530, 0700, 0830, 1000 250- 350 350-500, 500- '
700
EMM, EMF, EMR, 0200, 0400, 0600, 100, 150, 200, 250, 300, 60
EMC1 0800, 1000 400, 500
BNL 0000, 0330, 0630, 0930 0, 10, 20, 40, 60, 90, 120, 135 and 90
160, 200, 250, 300, 350,
400, 450, 500
TES UTM Coordinates and Elevatlons of Key Locations
UTM-E UTM-N  ELEV UTM-E UTM-N ELEV
(km) (km) (m MSL) (km) (km) (m MSL)
Tracer Releases Additional Tethersondes
PMCP 723.14 4382.03 2399 ATDD-2 724.24 437594 1734
PMCH, PDCH 719.06 4383.92 1926 LANL 719.84 4383.12 1897
Tracer Profilers WPL 718.93 4384.05 1930
EMM 724.83 4376.38 1792 | Towers
EMF 724.51 4376.10 1743 LANL-3 719.68 4383.22 1890
EMR 724.20 4376.16 1740 WPL-1 721.08 4381.94 1859
BNL 722.07 4381.33 1902 WPL-2 720.95 4432.01 1865
EMC1 719.85 4383.05 1896 ATDD-1 724.18 437750 1768
Profilers/Tethersondes Doppler Lidar
PNL-2 723.34 4377.84 1939 WPL 723.18 4379.43 1821
PNL-1 723.55 4378.61 1798 | BREB Stations
SNL ‘ 723.78 4378.82 1835 WPL 721.11 4381.94 1857
LLNL 722.18 4380.60 1829 WST 723.32 4377.83 1942
ATDD-1 722.19 4380.75 1843 PNL ‘ 723.65 4378.51 1795
Sodars ‘ EST 723.88 4379.19 1935
LANL 719.70 4383.22 1897
PNL 723.54 4378.64 1798
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The coverage of the lidar system is indicated by the dashed line in Fig. 5.
The ub~valley horizontal coverage extended from 312.1° to 332.5° in 0.4°
increments (52 elements), and the up-valley vertical coverage extended from 0.5°
to 10.9° elevation angle in 0.4° increments (27 elements). The down-valley
horizontal coverage extended from 133.5° to 184.5° in 1.0° increments (52
elements), and the down-valley vertical coverage extended from -0.5° to 12.5° in
0.5° increments (27 elements). The lidar measured the radial component of the
"winds averaged along 300 m long paths at ‘22 up-valley and 16 down-valley

range gates.
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Figure 5. Locations of the meteorological system used in this analysis.
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4. Results and discussion

Detailed resuits from the 9/26/84 experiment are given. This expetiment
demonstrates the dominant processes governing the dispersion in this valley
during fall clear-sky conditions. The release conditions for the three tracers were

reasonably reliable on this date.
a. General meteorology

The general characteristics of the meteorology in the Brush Creek valley
during the 1984 experiments are shown in Fig. 6, which gives the diurnal
variations ‘in the surface sensible heat flux, temperature, and winds measured at
about 2 m AGL at the four BREB station sites shown in Fig. 5. Clouds were
present during the early morning and daytime of 9/26/84, as evidenced by lower
values of sensible heat flux. In order to more fully appreciate the "typical" diurnal
variations during clear-sky conditions, the diurnal cycle for the 9/30/84
expetiment is given. The timing of certain key events can be more easily
identified from this experiment. For example, thé times of local sunrise and
sunset are given in Table 7. These times are determined primarily from the net
radiation data (when the net radiation changes sign) collected by the BREB
stations. The average duration of direct sunlight at any location in the valley is
roughly 8.2 h, which is about 70% of the total daylight‘period. Direct sunlight
reaches the majority of the valley surfaces about 3 h after astronomical sunrise.
Local sunrise occurs first on the west sidewall and progresses across the entire
valley. From Fig. 6, the average surface (~2 m AGL) nighttime cooling rate is
roughly 0.6°C/h on 9/30/84 and 0.4°C/h on 9/26/84. The corresponding nighttime
average surface sensible heat fluxes throug‘hout the valley are about 25 W/mz2

and 15 W/m2, respectively.
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TABLE 7. Sunrise and Sunset Times on 9/30/84 from the BREB Stations,____

Location Local Sunrise Local Sunset Daylight Period
(MST) (MST) (h, min.)
Ridgetops 0620 1800 i1, 40
WST 0705 1435 7, 30
PNL 0730 1610 8, 40
WPL 0740 1610 8, 30
EST 0840 1650 8, 10

Inspection of the timing of the wind direction changes shows the winds in the
valley to fully reverse from down-valley (~320°) to up-valley (~140°) at about
0830-0900 MST. On the west sidewall (WST in Fig. 6) the slope flows change
from downslope (~230°) to nearly upslope (~60°) rapidly at about 0700, whereas
the downslope winds on the east sidewall reverse more gradually after 0700
tending towards upslope with a considerable up-valley component. The slope
and valley winds often interact closely (Hennemuth and Schmidt, 1985) and
cannot be independently resolved. These interactions of slope and valley winds

in the Brush Creek valley are discussed by W}hiteman et al. (1989).
b. Nighttime meteorology

The nighttime meteorology of the Brush Creek valley during the 1984
ASCOT study has been extensively analyzed (e.g., Journal of Applied
Meteorology, Vol. 28, No. 6 and 7). The meteorological characteristics important
for understanding and describing nighttime dispersion will be emphasized here.
Some additional analyses of the data will be presented to give further clarity to

meteorological characteristics important to dispersion.

The nighttime (0100-0530 MST) mean profiles of potential temperature,
wind speea and wind direction as measured by tethersondes at various along-

valley locations are given in Fig. 7 for 9/26/84. The characteristics in Fig. 7
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important to dispersion are 1) the strength and height of the nocturnal jet, 2) the
height of the wind speed minimum, 3) the predominant down-valley orientation

of the winds, and 4) the strength of the surface temperature inversion.
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Figure 7. Nighttime average (0100-0530) profiles of potential temperature, wind
speed and wind direction from 4 tethersondes located in the Brush
Creek valley. The observations are on 9/26/84.
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The nighttime down-valley flows in the Brush Creek valley were observed to
reach a maximum of around 5-6 m/s in a jet with its center about 80-100 m above
the valley floor. The down-valley component of the winds decreased to zero at
about 375 m AGL, switching to up-valley at this point due to the influence of the
above ridgetop winds (Fig. 6). This shape of the vertical down-valley wind profile
was observed on all experimental nights and was investigated and characterized
by Clements et al. (1989). They were able to adequately describe the vertical
profile of the down-valley winds by a non-dimensional function similar to a

Prandt! profile

.33% '
u2) _ 30e Dsin(n—z—) (1)
Un D

where um is the maximum down-valley wind speed in the profile and D is the
height above ground where the down-valley winds go to zero. The constants 3.2
and 3.3 are a result of the empirical fit to the data. Clements et al. used data from
one measurement site in the Brush Creek valley (LANL site in Fig. 5) in deriving
Eqgn (1). The utility of Egn (1) at other locations in the valley is investigated in Fig.
8, where the average (0100-0530) down-valley winds measured at other
tethersonde sites on 9/26/84 are compared with Eqn (1). The values of um and D
aré 5.5, 4.6, 5.8 and 4.6 m/s, and 330, 375, 395 and 420 m AGL, for WPL, LANL,
LLNL and PNL-1, respectively. Eqn (1) adequately represents the nighttime
average down-valley winds throughout the valley given um and D as a function of

along-valley location.

Using a dynamic meteorological model, Doran (1991) investigated the
effects of above-ridgetop wind speed and direction on the behavior of drainage

winds in an idealized Brush Creek valley. He varied the ambient ridgetop wind
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- speeds from 0.5 to 6 m/s, and the ridgetop wind directions from 0° (directly up-
valley) to 90° (directly cross-valley) relative to the valley axis. He found that the
depth and strength of the down-valley winds decreased with increasing ambient
wind speeds but showed relatively little sensitivity to wind directions in the range
of 10° to 60° to the valley axis. Doran determined that the depth of the dra.nage,
D, varied roughly with the ambient ridgetop wind speed, Ua, as

g- = 1- 0.11U, (2)

where H is the depth of the valley. This relationship did not hold near the valley

mouth.
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Figure 8. Nighttime average (0100-0530) dimensionless wind profile on 9/26/84
in the center of the Brush Creek valley at four along-valley locations.
The curve is a plot of Eqn (1).

The nocturnal cross-valley structure of the down-valley winds was described
empirically by Clements et al. (1989) using the down-valley winds measured

throughout the Brush Creek valley with the Doppler lidar. This resulted in their
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extension of Eqn (1) to the "Prandtl-parabolic wind field" (PPWF) representing the

down-valley winds in a valley cross section as

z : ' 2
u.2) _ 3¢ sin(n%)[o.gs - 0.85( y ” (3)

Um W(z)/2

where W is the width of the valley as a function of z, and the constants 0.95 and
0.85 are fitting parameters. This PPWF is in a very appealing dimensionless form
which may lend itself to mbre universal application to valleys. However,
determining the general applicability of Eqn (3) will require much additional
investigation. Egn (3) forms the basis of the description of the winds used in the

nighttime dispersion analysis that follows.

The character of the nighttime turbulence responsible for the diffusion of the
tracer is identified using twé approaches, directly measured lateral and vertical
turbulence levels, and estimates of the near surface vertical diffusivity of heat and
momentum. Table 8 gives the nighttime average (0200-0700) of the half-hourly
turbulence statistics for the early morning of 9/26/84 measured on four towers
(Fig. 5). These values of the lateral (Gy) and vertical (Ow) turbulence statistics are

used in the nighttime dispersion analysis that follows.

The vertical fluxes of heat and momentum measured in the surface layer in
the Brush Creek valley are discussed by Doran et al. (1989). The averages
(0200-0700) of the half-hour vertical surface momentum flux, u,2, and vertical
surface heat flux, Qn, for the early morning of 9/26/84 measured on four towers
are given in Table 8. Considering the flux to be proportional to the gradient (K-

theory) gives the turbulent diffusivities of heat (Kn) and momentum (Km) as

Qh . U2

Ky = ———; Ky = ——
"~ pC,a6/0z ™" dujez “
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where
p is the air density [1 kg/m3],
Cp is the specific heat of dry air at constant pressure [1005 m2/s2-K],
00/0z is the gradient of the surface potential temperature [K/m], and

du/oz is the gradient of the surface down-valley winds [m/s-m].

The average gradienis of potential témperature and wind speed determined from
the near surface profiles (least-squares fit to LANL, LLNL, and PNL-1 tethersonde
data in Fig. 7) are 0.056 K/m (r2=0.9) and 0.056 m/s-m (r2=0.7), respectively. The
turbulent diffusivities of heat and momentum determined using Eqn (4) and the
average values of Qp and u,2 in Table 8, are 0.37 and 0.29 m2/s, respectively.
These values can be considered to represent the approximate vertical diffusivity

of tracer, Kz, for this ground-level release. A Kz value of 0.33 m2/s will be used in

the diffusion analysis.

TowerD  Height g, T Ow 0.2 Qn
(MAGL) (nvs) (nvs) (m2/s2) (Wim2)
LANL-3 12 T 029 0.13 0.011 =
WPL-1&2 3 0.42 0.22 0.020 18
ATDD-1 8 0.15 0.02 0.017 23
Average - 0.29 0.12 0.016 21

The tracer mass budgét within the Brush Creek valley will be used to
estimate the ventilation rate of tracer from the valley to above ridgetop flows
during the morning transition period. The tracer mass budget is estimated from
measured tracer concentrations and winds. The tracer budget, however, can be
no more reliable than the air mass budget. Estimating the budget of air mass in
the Brush Creek valley from measurements of winds is fairly straightforward,

primarily because the valley winds blow in one dominant direction. The Doppler
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lidar contributed immensely to refining mass budget calculations by allowing the
complete cross-sectional profile of the down-valley winds to be viewed. This was

‘the basis of Clements ‘et al. (1989) PPWF representation of the winds, as
described previously. The nighttime average down-valley air mass flow rate in
the Brush Creek valley during the 1984 ASCOT experiments has been previously
described (Clements et al., 1989; Dobosy et al., 1989; and Neff, 1990) from the

measurement of winds.

Complete closure of the air mass budget in the Brush Creek valley by
measurements was not possible because of the difficulty in diractly measuring
the inflow of air from above and from the tributaries of the Brush Creek valley.
The average (0000-0400 MST) divergence of the down-valley air mass in the
.Brush Creek Valley on 9/26/84 was estimated to be about 20 kg/s-m from the lidar
measurements (Dobosy et al., 1989). Based on other analyses of thé mass flow
in the Brush Creek valley (Whiteman and Barr, 1986, and Coulter et al., 1989),
Dobosy et al. (1989) speculate that the source of this air is primarily by direct
subsidence with a small percentage from tributary flows. However, they state that
further analyses are necessary to better determine the sources of air méss in
valley drainage flows, in light of Porch et al.'s (1989) results that 5-15% of the
down-valley mass flow in the Brush Creek valley may be due to flow from one

tributary (Pack Canyon).

The down-valley air volume flow rate (air volume flow rate and air mass flow
rate are equal assuming an air density of 1 kg/m3) at a valley cross section was
calculated by two methods, numerical integration of the lidar data, and integration
of the sodar (LANL and PNL) and tethersonde (WPL, LANL, LLNL and PNL-1)

data using a parabolic [term in square brackets in Eqn (3)] cross-valley wind
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profile. Table 9 gives the down-valley air volume flow rates at 4 cross sections in
the valley, WPL tethersonde site, LANL tethersonde site, Arc 2 and Arc 1. The
valley average air volume flow rates (average of the values at the four cross
sections), from the lidar and tethersondes, given in Table 9 compare to within 8%
of the valley average reported by Dobosy et al. (1989). The air volume flow
divergence (change in air volume flow with down-valley distance) determined
from a linear regression of the values in Table 9 (Fig. 9) is 65 m3/s-m from the
tethersonde data, and 33 m3/s-m from the lidar data. These divergence values
are roughly 30% and 50% greater than those determined by Dobosy et al. The
best measures of the air volume flow rate and divergence are discussed in a later

section.

TABLE 9. Average (0200-0700 MST) Valley Air Mass Flow Rates on 9/26/84 from the Lidar,

——20ar8 and Tethersondes, e ———————
Cross Depth Area Lidar Sodar Tethersonde
Section (mMSL) (sq. km) (105 m3/s) (105 md/s) (105 m3/s)
WPL 2240 .21 3.0 - 3.4
LANL 2230 .23 3.3 3.7 3.4
Arc 2 2170 . 27 4.2 - 6.3
Arc 1 2160 .45 5.6 6.5 7.7
Average 2200 29 4.1 - 5.2

The down-valley winds at the valley release location were measured using
a tethersonde (WPL) flown every 1 1/2 h. The winds measured by the WPL
tethersonde are compared with the LANL sodar (15 min. average) winds in Fig.
10. The comparison is made at the height of the maximum observed winds (~100
m AGL). The agreement is within 5% on the average, and gives confidence that
the time variation in the winds measured at the LANL sodar site can be used to
represent the winds at the valley release location. Since the winds at the t'racer
release height were not measured, Eqn (1) was used to estimate the winds at the

release height. The time variation of the winds at 10 m AGL at the valley release
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site determined using Eqn (1) [D = 330 m AGL, z = 10 m AGL, and um from LANL
105 m AGL sodar winds] is given in Fig. 10.

10

Air Volume Flow Rate (105 m3/s)
1
\
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Figure 9. Nighttime average (0100-0530) down-valley air volume flow rate in the
Brush Creek valley below ~2200 m MSL on 9/26/84. Flow rates
determined from tethersonde (%) and lidar (e) observations are given
at 4 along-valley locations, and flow rates determined from sodars (m)
are given at two locations (see Table 9). The two solid lines represent
the results of least-sqaures regressions to the tethersonde and lidar
data. Given for reference are the lidar results of Dobosy et al. (1989).

The time variation in the 15-min.-average down-valley winds at the LANL
sodar site is reasonably steady through the ‘period 0200-0700 MST (oy/U =
0.21/1.5 = 14%, at 10 m AGL). This is significant from the aspect of dispersion
because this proccss will not cause the hourly average concentrations to vary
significantly with time through the night. Conseque‘ntly, a steady solution to the
"averaged" dispersion process can be assumed; as is discussed later. The 0200-

0700 MST average down-valley wind speed at the valley release location at 10
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m AGL is 1.5 m/s. This average wind speed will be used later for computing the

nighttime ground-level tracer concentration.

Down-Valley Winds (m/s)

211 ® WPLT/S 105 mAGL

----- LANL Sodar 45 m AGL 1.
“4 1 —— LANL Sodar 105 m AGL

= Release 10 m AGL
'6 L i‘ T i LA B j‘ T r——i LI | LB e
0 2 4 6 8 10 12

Time (MST)

Figure 10. Down-valley winds at the release location on 9/26/84 estimated from
nearby wind measurements from a sodar (LANL) and tethersonde (WPL).

c. Daytime meteorology

Figure 10 shows the 15-min.-average down-valley winds fneasUred by the
LANL sodar through the morning hours of 9/26/84 at 45 and 105 m AGL.
Beginning at about astronomical sunrise (~0615 MST), the maximum down-
valley winds in the valley begin to decrease, cross through zero (switch to up-
valley), and then increase in the up-valley direction at a nearly constant rate (~2.5
m/s-h). The winds switch from generally down-valley to up-valley throughout the
valley at about 0845 MST. This time behavior of the maximum winds in the valley
can be approximated by

Um(t) trev"t . 1
= oty St<t (5)
um(tsr) trev 'tsr o
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where tg Is the time of astronomical sunrise, trey is the time of wind reversal in the

valley, and t' is some time after trgy but before the time of maximum up-valley

winds.
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Figure 11. Hour average down-valley winds on 9/26/84 determined from the
LANL sodar observations.

Vertical }proﬂles of hourly avérage down-valley winds measured by the
LANL sodar are shown in Fig. 11 for 0600 through 1000 MST. The daytime up-
valley winds have a much "flatter" profile than the nighttime down-valley winds.
This is indicative of the greater vertical momentum transport during the daytime
due to convective mixing. Vertical profiles of potential temperature, wind speed
and wind direction measured by the WPL, LANL, LLNL and PNL-1 tethersondes
are given in Fig. 12 for the morning hours. All the locations exhibit a similar
behavior with complete flow reversal from down-valiey to up-valley by the 1000

MST sounding. The surface-based temperature inversion is destroyed
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throughou't the morning with the growth of a CBL. The winds above the ridgetops

switch from southwaesterly to westerly and maintain speeds from 2 to 4 m/s.
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Figure 12. Tethersonde (WPL, LANL, LLNL and PNL-1) observations of potential
temperature, wind speed and wind direction on the morning (0530-
1000) of 9/26/84. .

The tracer experiment was designed to allow the calculation of the
ventilation rate as a residual in a tracer mass budget. The wind fields used in the
tracer mass budget calculations are a combination of the lidar and tethersonde
profiles of winds. The cross-valley structure of the winds when using tethersonde

data is that of Clements et al. (1989) described earlier. A comparison of the
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down-valley air volume vflow rates at four valley cross sections is given in Fig. 13.
The air volume flow divergence at 1000 MST Is -24 m2/s (negative sign indicates
flow out the top of the valley atmosphere) which is roughly one-third of the

nighttime divergence of 65 m2/s (positive sign indicates flow Into the valley).
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Figure 13. Time variation of the down-valley air volume flow rates in the Brush
Creek valley determined for each sounding from four tethersondes.

Hourly average tracer mass budgets are calculated later. The hourly
average wind fields at Arc 1 and Arc 2 used in these calculations are determined
from interpolation/extrapolation of the 0530, 0700, 0830 and 1000 MST
tethersonde soundings to the hour midpoint times of 0730, 0830, 0930 and 1030
MST.

d. Nighttime concentrations and dispersion rates

Fig. 14 gives the nocturnal ground-level concentrations at select locations

within the Brush creek valley and adjacent valleys. This figure shows the
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concentrations to be fairly steady after about 0200 MST. Looking at the cross-
valley structure of the three tracers averaged from 0200-0700 at Arc 1 and Arc 2
(Fig. 15) shows the effects of release location and down-valley distance on tracer
concentrations. These effects are also revealed in Fig. 16 in terms of the along-
valley concentration isopleths. It can be noted in Figs 15 and 16 that the vertical
profiling of tracer added considerably to defining the spatial distribution of tracer

concentration.

Investigating the PMCP concentrations (Fig. 15, we see that the tracer plume
moves down the Pack Canyon drainage. However, the plume cente‘rline does not
follow along the Pack Canyon floor to the floor of the Brush Creek valley, but
rather it remains elevated 1as it enters the Brush Creek valley and hugs the east
sidewall of the Brush Creek valley. A portin~ of the PMCP plume also heads over
Skinner Ridge in the westerly winds above the ridgetops (see, for example,
locations AA09, BB25 and BB26 in Fig. 17). Another interesting observation is
that the PMCP plume extends up-valley from Pack canyon. The mechanism for
this appears to be the up-valley winds in the canyon above 2300 m MSL (Fig. 7).
A portion of the plume is carried up-valley above 2300 m MSL and is
subsequently mixed downward into the down-valley flows below 2300 m MSL

giving the up-valley "nose" in the top frame of Fig. 16.

A numerical solution of the advection-diffusion equation would probably be
necessary to simulate the concentration field resulting from the Pack Canyon
release. An analytical solution to the advection-diffusion equation would not be

possible because of the complexity of the flow.
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Figure 14. Time variations in the 9/26/84 hour-average nighttime PMCH and
PDCH concentrations measured by certain ground-level samplers in
the Brush Creek valley. The lower section of the figure gives the down-
valley and cross-valley locations of the samplers.
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Figure 15. Cross-valley isopleths of the nighttime average (0200-0700) PMCP,

PMCH and PDCH concentrations for 9/26/84 in the Brush Creek vailey.
The locations of all of the samplers (e) used to contour the
concentrations are shown along with the ground profile (fine solid line).
The dashed line in the Arc 2 plots shows the 'fall' line of the lowest
elevations of Pack canyon from near ridgetop (Skinner ridge) to the
floor of the Brush Creek valley.
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Figure 16. Down-valley isopleths of the nighttime average (0200-0700) PMCP,
PMCH and PDCH concentrations for 9/26/84 in the Brush Creek valley.
The locations of all of the vertical samplers (®) used to contour the
concentrations are shown along with the profile of the Brush Creek
valley floor (fine solid line).
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Figure 17. Time variations in the hour-average PMCP, PMCH and PDCH
concentrations measured at the ridgetop samplers on 9/26/84. The
PMCH and PDCH concentrations are given from 0600 instead of from
0000 as for PMCP, because the PMCH and PDCH concentrations were
at background throughout the night (0000-0600). The down-valley
locations of the samplers (e) relative to the release locations (%) are
given in the middle plot.

The PMCH and PDCH concentration pattérns are more easily described
using available formulations for dispersion in steady conditions. Both the PMCH

and PDCH releases behaved as ground-level releases. However, the PDCH

release was supposed to be at about 180 m AGL (Table 3). This is clearly not
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| indicated by the concentration patterns in the bottom panels in Figs. 16 and 17. lf
appears that the PDCH release was pgrtly eleva-ted (as indicated by the deeper
concentration isopleths than the PMCH release) with a majority of the release at
ground-level. A possible explanation is an undetected leak in the tubing at
ground level. Tracer mass budget calculations, presented later, yéild a release
rate of PDCH equal to that reported in Table 3. Consequently, the leak was
probably after th’e tracer metering controls. Describing mathematically the
concentration patterns of the PDCH release will not be pursued because of the
uncertainty in the release geometry. However, because the release rate was
constant, analysis of the PDCH results is useful in the ventilation rate

discussions. Neither PMCH or PDCH were observed at ridgetops during the

night. The tracer plumes were fully contained within the valliey.

The average (0200 to 0700 MST) mass budget of tracer was computed on a
control volume (CV) of the Brush Creek valley atmosphere bounded by the Arc 2
cross section on the up-valley side, the Arc 1 cross section on the down-valley
side, the 2200 m MSL height surface on the top, and the valley floor and
sidewalls. The tracer mass budget is used to determine the correct measure of
the air volume flow rate reported in Table 9, and to determine the tracer
ventilation rate during the morning transition period. The budget was calculated
using the PMCH and PDCH tracer results given in Fig. 15 and the down-valley
winds discussed previously. The time-average tracer mass budget equation
applying to the control volume is

3[ j‘c‘av} = J[UT + uc]da + [[UC + uc]dA + [[WT + wc|dA (g)
Itlcv Arct Arc2 Top
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The sign convention for the RHS (right-hand-side) terms is "+" into the CV and "-"
out of the CV. The LHS (left-hand-side) term is the "storage" of tracer within the
gonfrol volume. This term is negligible during the near-steady nighttime. The last
term on the RHS of Eqn (6) is the flow of tracer through the top of the control
volume at 2200 m MSL, and is negligible at night as indicated by the near
background levels of PMCH (~0.01 ppt) and PDCH (~0.1 ppt) at the 2200 mVMSL
height (Fig. 15). The first and second terms on the RHS of Eqn (6) are the flow 6f
tracer through the valley cross sections at Arc 1 and Arc 2, respectively. The
along-valley diffusion of tracer (U'c’) is assumed small (and neglected) compared
to the along-valley advection (UC). Consequently, during the nighttime, Eqn (6)
reduces to

0 = [[UC]dA + [[UC]oA (7)
Arcl Arc2 |

The two terms in Eqn (7) are evaluated from the measured tracer
| concentrations and the down-valley winds measdred by the tethersondes and the
lidar. The results are given in Table 10. First, the worst-case difference between
the two terms in Eqn (7) for the results presented in Table 10, is approximately
10%. This can be considered as the "precision" in the tracer mass budget
method used here. Since the release rates of the PMCH and PDCH tracer are
nearly identicél (0.23 vs 0.24 g/s - Tables 2 and 3), and the tracer fluxes through
Arc 1 and Arc 2 are similar, the results in Table 10 are combined for comparing
the tethersonde and lidar results. The average tracer flow calculated using the
tethersonde winds is 0.226 g/s, and using the lidar winds is 0.173 g/s. The
average reported tracer (PMCH and PDCH) release rate is 0.235 g/s.



63

The tracer mass flow rate calculated using the tethersonde winds agrees to
within 5% of the reported release rate, and the tracer mass flow rates calculated
using the lidar winds agree to within 30%. The conclusion from this is that the
better measure of the air volume flow rate in the Brush Creek valley is determined
by using vertical profiles of winds measured by tethersondes with the cross-valley
structure of the winds inferred from the lidar data, rather than the lidar data
exclusively. In the strictest sense, however, since 95% of the tracer mass flow
occurred in 60% of the air volume flow (lowest half of the valley flow - ~1800 to
2000 m MSL), the more definitive conclusion is that the tethersonde winds better
represent the air volume flow rate in the lowest 200 m of the Brush Creek valley

than the lidar winds.

Based on the results given in Table 10, the lidar is underpredicting the air
volume flow rate in the Brush Creek valley by roughly 30%. This suggesté that
Dobosy et al.'s (1989) statemenf that "For estimating budgets, a Doppler lidar or
an equivalent remote sensor is necessary” needs to be revised to reflect that a
lidar is a valuable tool for determining the cross-valley structure of the winds, but
at least currently, more accurate measures of the absolute magnitude of the
winds are also required.

TABLE 10. Average (0200-0700 MST) Valley Tracer Mass Flow Rates on 9/26/84 Using the
Tethersonde and Lidar Down-valley Winds.

Tethersonde Doppler Lidar
Tracer Arc 2 Arc 1 Arc 2 Arc 1
_(g/s) (g/s) _(gls) _(grs)
PMCH 0.239 0.218 . 0.164 0.168
PDCH 0.210 0.238 0.177 0.182

The PMCH tracer plume followed along the floor of the valley dispersing
both laterally and vertically. The progression from Arc 2 to Arc 1, in Panel B of

Fig. 15, shows the plume becoming nearly uniformly mixed across the valley by
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the time it reached Arc 1. Given the nearly steady meteorological and release
conditions throughout the night, it seemed appropriate to compare the
measurements with estimates from a Gaussian plume equation. The plur_ne
centerline concentrations at ground-level were computed as

* o, f
= : 8
X CuU Gy O, ' ®

where
X is the ground-level centerline concentration [ppt],
Qg is the tracer release rate [g/s],
Ug is the wind speed at the release point [m/s],
Oy Is the measure of the lateral plume spread [m],
G is the measure of the vertical plume spread [m],

Fy is the term accounting for multiple reflections from the valley sidewalls,

F is the term accounting for multiple reflections from the valley floor and an
elevated layer, and

Cy is a units conversion factor [from g/m3 to ppt].

C, =

22,696 + 0.083T 1o [_ppt
P M g/m

where
T is the air temperature [°C],

P is the atmospheric pressure [mb], and

M is the molecular weight of the tracer [g/mole]; (PMCP-300; PMCH-350;
 PDCH-400).

The multiple reflection terms are evaluated as infinite series where

o0

F= Y [Fyo(’+2“>2 ; Fyo(%)g} (10)

N=—o00
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Fom 3 [Rl] ' (1)

A2 |
F, =€ % . A, = h | (13)

0

where
W is width of the valley floor [m},and
Hy is the elevated lid height [m AGL].

The lateral reflection term is restricted to the calculation of plume centerline
concentrations for a plume midway between the two valley sidewalls, assuming
the sidewalls are vertical at a distance W apart. The vertical reflection term is
restricted to the calculation of plume centerline concentrations for a ground-level
release. For other release configurations the reflection terms need to be
determined from the basic infinite series [e.g., Turner, 1970; Turner's Eqn (5.8)
can also be applied to lateral reflections between parallel walls]. Investigating
the functional behavior of the infinite series [Eqns (10) and (11)] leads to the

following approximations (within 1%)

- |
=1 A 36 (14)
Oy Oy |

F V2r  0.21 2.25

y - . . '

-‘-’—v- = w T '—"(Ay—1-5) ; 15<A, <36 (15)
F, _ +on |

y _ .

L= Ay <15 (16)
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O, oz “
B _yri2 080, 09)' ; 0.9<A,<16 (18)
O, H H ‘

EZ.‘-_—_- n/2 ' AZSO.Q (19)
O, H -

Note that when the plume is well mixed (Ay < 1.5 and Az < 0.9), Egn (8) reduces to
the "box model"

s |
= ¢, 2 20
X =T WhH (20)

The lateral plume spread due to turbulence is assumed to be of the form

recommended by Hanna et al. (1977)

oy = oyt . (21)
where

Oy is the standard deviation of the cross-plume winds [mV/s],

t is the travel time [s], and

fy is a nondimensional function of travel time.

The function fy used is that recommended by Irwin (1983)

{, = [1+ 0.94T77000] (22)

and the travel time t can be estimated by t = S/Uy, where Ut is the average

transport wind speed and S is the down-valley distance from the release.

The vertical plume spread due to turbulence G; is determined as

o, = oth (23)
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where
Ow Is the standard deviation of t)r”\e vertical wind speed [m/s],

fz is a nondimensional function of travel time.

The function f; used is that recommended by Irwin (1983) for stable conditions

g =[1+ 09yT7B0] (24)

Eqn (8) was solved in a “segmented” fashion because of the need to
account for the varlation of the turbulence quantities with down-valley distance.
The concentration as a function of down-valley distance was calculated by
“marching" down-valley from the release using the concept of a “virtual travel

time.” Egn (8) can be written as

0,9 FpE
x(8) = Gy nU, o, (ty) 5, (tz) (25)

where ty and t; are virtual travel times determined as

. . AS
. . AS
tz = tpp+ ;' + D: (27)

and ty’ and t;' are determined by solving thle next two equations iteratively
o,(S-AS) = oy(S)t," §(ty") (28)
0,(S=AS) = 6,(S)t;' f,(t;') (29)

The virtual start times, tyo and tzo, in Eqns (26) and (27) are determined from

Eqns (28) and (29) knowing the lateral and vertical plume spread at the release

location.
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The average nighttime ground-level PMCH concentkation was estimated
from Eqgn (25) using the inputs oy(0) = 150 m, 0z(0) = 10 m, Ug= 1.5 m/s, Ur = 1.5
m/s, Qs = 0.23 g/s, P =815 mb, T =0 °C, W = 500 m, H_ = 300 m, and Oy and Ow
from Table 8. The resulting concentrations agreed to within +20% of the
measurements out to 8 km from the release (Fig. 18). This reasonable agreement
was attained by accounting for the following processes 1) initial plume spread; 2)
plume reflections from the valley sidewalls (plume confinement); and 3) variation
in turbulence levels with down-valley distance. The importance of the effects of
plume confinement is demonstrated in Fig. 18 with a plot .of Eqn (25) with no

lateral reflection term. Without reflections, the predicted concentrations are as

much as 65% lower than those observed.
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Figure 18. Maximum nighttime average (0200-0700) PMCH concentrations
measured along the Brush Creek valley floor on 9/26/84, compared

with the Gaussian plume equation.
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The large Initial plume spread of 150 m in the lateral and 10 m in the vertical
was an attempt to account for the enhanced dispersion caused by the wake
‘effécts of the trees in the bottom of the valley, both up-valley and down-valley
from the release. The trees were about 10 m high and extended about 150 m
across the valley. The down-valley wind speed of 1.5 m/s was the 0200-0700
average speed at 10 m AGL at the valley release site which is commensurate
with the tree canopy height rather than thé actual release height of 5 m AGL. The
turbulence levels used in Eqn (25) are given in Table 11. The average of the
measurements (Table 8) from the LANL-3 and WPL-1&2 towers Is assumed to
represent the turbulence levels in the upper pottion of the valley, and the average
of the WPL-1&2 and ATDD-1 towérs is assumed to represent the lower portion of
the valley. |

TABLE 11. Variation of Nighttime Turbulence Levels with
Distance from the Valley Release. ___

Distance Oy Cw
(km) (mvs) (nvs)
0.0 0.36 0.18
3.0 0.36 0.18
4.5 0.29 0.12
10.0 0.29 0.12

The results from Eqn (25) using the values of oy from Eqn (21), and values

of o, from the steady solution to the advection-diffusion equation
o, = 2Kt (30)

are given in Fig. 18 for comparison. The predicted concentrations are roughly
65% higher than the observed concentrations at 1 km from the release, and close
to within 20% of the observed value at about 7 km from the release. The greater
deviation from the observations nearer the release may have been a result of

assuming a constant vertical diffusivity (average value) with down-valley
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‘dista‘nce. The variation of Gw with distance given in Table 11 indicated greater

vertical diffusion in the upper portions of the valley.

Another process identified as important in governing the concentrations was
the merging of the Brush Creek and Roan Creek valley flows. The effects of the
merging on ground-level concuntrations is shown by the last point in Fig. 18 and
by the diminished concentrations within the Roan Creek valley down-valley from
the mouth of the Brush Creek valley - 6.00 ppt at sampler BBOS and 5.26 ppt at
sampler BB05 [BBO09 is ~4 km down Roan Creek valley from the mouth of the

Brdsh Creek valley (~14 km from the release), and BBO5 is about an additional
| 13 km beyond BB09 (~27 km from the release)]. The enhanced dilution caused
by the merging of the flows is ¢~monstrated more clearly by looking at the rate of
decrease of concentration with distance from the release: 11% per km (1 to 4 km
from the rei¢ase; within the Brush Creek valley), 4% per krﬁ (4 to 7 km; within
Brush Creek valley), 15% per km (7 to 14 km; merging of Brush Creek and Roan
Creek valleys), and 1% per km (14 to 27 km; within the Roan Creek valley). -

e. Daytime concentrations and ventilation rate

The concentrations of the three tracers at the ridgetop samplers are given in
Fig. 17. At all ridgetop samplers the PMCH and PDCH concentrations were at
background levels through the night up to 0700 MST. These concentrations are
therefore shown in the figure only after 0600 MST. The PMCP concentrations are
shown from 0000 through 1200 MST. The PMCP results will not be discussed
further, except to emphasize that simulating these concentrations, especially

before sunrise, would be very difficult.
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The behavior of the PMCH (and PDCH) concentrations at ridgetop are more
easily predictable than the PMCP. In general, very little tracer is seen on Brush
Mountain (upwind in above-ridgetop winds) at all times, and all the samplers
along Skinner Ridge (downwind in above-ridgetop winds) see PMCH tracer after
0800 MST, with peak concentrations experienced between 0900-1100 MST.
The time variation of the average of the Skinner Ridge PMCH concentrations
between the valley release location and Arc 1 (samplers AA6-9 and BB25-26) is
given in Fig. 19. The PMCH peak value (0.76 ppt) occurs during the hour
average sample centered about 0930 MST. The peak value on Brush Mountain
is slightly above background (~0.01), roughly a factor of 100 below the Skinner
Ridge values. These results simply confirm that the westerly winds above the
ridgetop carry the tracer ventilated from the Brush Creek valley in an easterly
direction across Skinner Ridge. The early morning upslope flows on the west
sidewall initially carry the tracer up that sidewall only to be swept away in the
above-ridgetop winds, never reaching the tops of Brush Mountain (the west

ridge).

The hour average cross-valley isopleths of the PMCH tracer at Arc 2 and Arc
1 are given in Fig. 20, for 4 times (0730, 0830, 0930 and 1030 MST midpoint
times) during the morning transition period. The tracer generally behaves as
described by Whiteman (1989). Upon initial heating of the sunlit west sidewall,
the tracer plume migrates toward that sidewall, is diluted in the growing
convective boundary layer, and is subsequently carried up the sidewall in
upslope flows. Local sunrise proceeds across the valley from the west sijdewall,
to the valley floor and then up the east sidewall. The CBL grows off the
respective surfaces, developing up-valley and upslope flows which continue the

ventilation of the tracer from the vailey.
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Figure 19. The time variation in the average (spatial) of the Skinner Ridge PMCH
concentrations (m) measured by the six samplers between the valley
release location and Arc 1 on 9/26/84. Also given is the time variation
of the ventilation rate of PMCH per length of valley, Qy, (e) from the
Brush Creek valley an 9/26/84. Qy is defined later.

The reversal of the alohg-valley winds from down-valley to up-valley and the
subsequent transport of air from the Roan Creck valley into the Brush Creek
valley has a significant effect on the tracer concentrations in the Brush Creek
vaIYIey. If the up-varleytwmd speed is assumed to behave with time as shown in
Fig. 10 (A = 2.5 m/s-h), the approximate distance X [km] an air parcel‘wc‘)uld travel

in some timga t [h] after flow reversal is

t ] ' t ] ] A
X = jouT(t )dt' = joAt dt' = Etz = 4.5t (31)
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where Ut [m/s] is the transport wind speed (Ut is equal to A times t). Thetimet

[h] a parcel would take to travel a distance X [km] is
t = 0.471VX | (32)

" Eqn (32) says that air in the Roan Creek valley, at the mouth of the Brush Creek
valley, would reach Arc 1 (X = 2.5 km) by roughly 0930 (0.75 h after flow
reversal), and would reach Arc 2 (X = 5.8 km) by roughly 1000 (1.25 h after flow
reversal). This is confirmed by the tracer measurements, which show less total
tracer mass (about 1/2 as much) flowing past Arc 1 than is flowing past Arc 2

during the last two time periods (0900-1000 and 1000-1100 MST) in Table 12.

Another point to note is the tracer behavior at the Kimball Mountain sampler
(Fig. 17) above the Roan Creek valley. Tracer is seen at this ridge-top sampler at
the same time and in the same concentrations as at the Skinner Ridge samplers.
This indicates that the process of ventilation is occurring in the Roan Creek
valley, and probably all along the valley system (Roan-Brush-Carr-Clear). This
‘supports Allwine and Whiteman's (1988) hypothesis that a system of valleys can
be considered as a "line source" in regicnal-scale models, with material being
vented from the valley system beginning shortly after sunrise. Orgill (1989)
discusses the ventilation of tracer from the Brush Creek valley during a 1982
| experiment. The timing of his ventilation, as observed by aircraft, is very similar to

that shown in 1984.

The along-valley isopleths of PMCH concentration are given in Fig. 21 for
the same four time periods as shown in Fig. 20. The concentrations plotted in the
higher elevations (abdve 2300 m MSL) of the valley in Fig. 21 are the
concentrations nearer Skinner Ridge inan Brush Mountain. Fig. 21 shows the

general decrease in concentrations with time throughout the valley atmosphere.
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Concentrations greater than background (0.01 ppt) are seen above the ridgetops
after 0730 MST. An estimate of the valley tracer ventilation rate (tracer mass
transfer through the 2200 m MSL top of the control volume) is determined by
solving Eqn (6) for the last term on the RHS. Denoting this term as V (ventilation
rate), and ignoring the longitudinal turbulent diffusion terms gives Eqn (6) as

V = [ dev} - | [UC]dA - | [UT]dA (33)

Arc1 Arc2 ‘

The advection terms on the RHS (last two terms) of Eqn (33) are evaluated

from the measurements of tracer concentrations and winds in the same way as

was done for the nighttime calculations. The storage term (1st term on RHS) was

estimated from the the tracer measurements as

d|L| (= =
[Cd } = —|=| JCdA + [CdA 34
at[ dat| 2 Arct Arc2 ( )
where L is the distance between Arc 1 and Arc 2 (3.3 km). The argument of the
time derivative on the RHS of Eqn (34) was evaluated at each time (0730, 0830,

0930 and 1030), and the results regressed versus time (Fig. 22) yielding the

following empirical relation with a 0.99 correlation coefficient

L /Tda + Taa|| = 577x10%e 04 [g) (35)
2 { Arct Arc2 '

where tp is the time of day (MST). Differentiating Eqn (35) with respect to time
and evaluating the resulting relationship at the desired times, gives the value of

the storage term at each time.
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Figure 20. Hour-average cross-valley isopleths of PMCH concentrations at four
times (midpoint) through the morning transition period for 9/26/84 in
Brush Creek valley. The locations of all of the samplers (e) used to
contour the concentrations are shown along with the profile of the
Brush Creek valley floor (fine solid line). The dashed line in the Arc 2
plots represents the Pack Canyon fall line.
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Figure 21. Hour-average along-valley isopleths of PMCH concentrations at four
times (midpoint) through the morning transition period for 9/26/84 in
Brush Creek valley. The locaticns of all of the vertical samplers (®)
used to contour the concentrations are shown along with the profiie of

the Brush Creek valley floor (fine solid line).
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Figure 22. Estimate of the time variation of PMCH mass in the control volume
(between Arc 1 and Arc 2, and below 2200 m MSL) on 9/26/84. The
solid line represents a least-squares fit of an exponential function to the
last four data points. The dashed line is a free-hand representation of
the transition from the near-constant nighttime mass levels to the after-
sunrise levels. |

Each term of the PMCH tracer mass budget [Eqn (33)] is given in Table 12.
The LLNL tethersonde winds were used to calculate the tracer advection at Arc 2,
and the PNL-1 tethersonde winds were uéed at Arc 1. The absolute uncertainty

in the ventilation rata given in Table 12 was not estimated, and would be very

difficult to do. A rough measure of the uncertainty was estimated as

8V = o (851)° + (3A1)°+ (8A2)° (36)

where Si denotes the storage term, A the Arc 1 ad§/ection term, and Az the Arc 2
advection term. The uncertainty in each of the Arc 1 and Arc 2 advection terms is
determined from the nighttime results to be about 10%. This was based on the -

assumption that the storage term and ventilation term should have been near
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zero at night. Then the difference between the advection terms (75 g/h in Table
12) is a conservative measure of the relative uncertainty (75/820) in each of these

terms.

The uncertainty in the storage term in Eqn (33) is more diificult to estimate
than the advection terms; especially after reversal of the winds brings Roan
Creek valley air into the control volume, in which case the spatial distribution of
tracer mass along the control volume is not well known. Thus, the average of the
tracer mass determined at each énd of the CV times the length of the CV will be
less reliable as a measure of the total mass of tracer in the CV. The uncertainty in
the storage term is assumed to be roughly 10% at 0730, 15% at 0830, 35% at
0930 and 65% at 1030. Since the winds shift at about 0845 MST, the last two
times will have larger uncertainties than the first two. The large uncertainty for the
1030 time is based oh the premise that no tracer mass should be coming into the
CV through the lid, as is indicated by the positive ventilation number in Table 12.
This level of uncertainty still does not account for the discrepancy that tracer masé
is flowing into the CV at 1030. This discrepancy appears to reflect the overall

limits of the analysis.

el ABLE 12. PMCH Mass Budget for the Control Volume on 9/26/84.

Time Storage Arc 1 Arc 2 \'

(MST) (gr/h) (arh) {a/h) (a/h)
0200-0700 0 -785+80 860185 0
0700-0800 -230+25 -500+50 475150 -205+75
0800-0900 -120+20 -6515 3015 -95+20
0900-1000 -60+20 405 -95+10 -5+25
1000-1100 -30+20 5515 -115+10 30125

The ventilation rate per unit length of valley(V/L), Qy, is plotted in Fig. 19
along with the average ridgetop concentrations. This clearly shows the

correlation between the ventilation rate and the ridgetop concentrations. The
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ridgetop concentrations begin to decrease when the ventilation rate becomes
zero. A rough check on the consistency between the magnitude of the ventilation
rate and the magnitude of the ridgetop concentrations was made considering a

simple box model

_ v
X = LU,D,

(37)

where U, is the above-ridgetop wind speed and Dy is the mixing depth above the
valley. Considering'the maximum average PMCH concentration on Skinner
Ridge of 0.7 ppt, the average 0700 to 0900 ventilation rate of 100 g/h, the length
of the CV of 3.3 km, and the above ridgetop wind speed (see Fig 12) of 3.5 m/s,
gives a mixing depth of roughly 300 m. This is consistent with the depth of the
valley atmosphere from the top of the CV (2200 m MSL) to the ridgetops (~2500
m MSL). |

A more general representation of the ventilation rate is to express it in terms

of a dimensionless grouping. A reasonable candidate is

Q, t

38

where Uy is the mean down-valley wind speed, Qs is the source release rate, and
T is the duration after sunrise to the temperature inversion breakup in the valley.
Eqn (38) is plotted versus time in Fig. 23 usingaUrof25 m/sandatof4h. The
following empirical relation is plotted against the data.

t
-3.89-
._QLE_ = 6.921e T Sin(n.t_) (39)
T
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Eqn (39) may be generally applicable for representing the ventilation of material
from ground-level releases during the morning transition period. However,

verifying this will require far more work than is given here.

2
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Figure 23. Dimensionless ventilation rate frdm the Brush Creek valley beginning
at sunrise (t/t = 0) and continuing until the valley temperature inversion
is destroyed (t/t = 1) on 9/26/84.

5. Summary and conclusions

In September and October of 1984, a Iérge meteorologicai and tracer field
study was conducted in Colorado's Brush Creek valley. The major objective of
the tracer experiments was to evaluate the behavior of inert gases entrained in
nocturnal valley flows and the subsequent ventilation of the gases into above-
ridgetop flows during the morning transition period. Trz ser and meteorological
data were collected in and around the Brush Creek valley during five

experimental periods (typically midnight to noon). The experiment (9/26/84)
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analyzed in this paper was characteristic of clear sky fall meteorology under

weak synoptic influence.

The experimental results showed the ground-level releases of tracer to be
completely confined within the Brush Creek valley during the nlghttlmé in down-
valley flows, with no tracer detected by the ridgetop tracer samplers. The tracer
plume was neariy uniformly mixed in the ctoss-valley direction within 8 km down-
valley from the release. The diffusion in the vertical direction (02 at 8 km from the
release was about 20% of the balf-height of the valley) was much less than that in
the cross-valley direction (Oy at 8 km was greater than the half-width of the
valley). The nighttime valley centerline ground-level concentrations from a
continuous release et the valley floor were well represented (within 20%) out to 8
km by a Gaussian plume equation solved in a segmented fashion. This
agreement was attained by accounting for plume reflections from the valley
sidewalls, initial plume dispersion due to wake effects from a forest stand, and
along-valley variations in turbulence characteristics. The concentrations
downstream from the confluence of the Brush Creek and Roan Creek valleys
were considerably lower than upstream in the Brush Creek valley because of the

dilution caused by the mixing of the two air streams.

In general, for nighttime valley dispersion estimates, the height of the
interaction between down-vailey flows and above ridgetop flows needs to be
identified for the proper treatment of dispersion. Material released below this
height will travel in down-valley flows and be contained within the valley
throughout the night. Material released above the interaction height, but near the
sidewalls where it can be entrained in downslope flows, can be transported to the

lower portion of the valley in the downslope flows. If material is released above
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the interaction height, but not near the sidewalls, this material can be carried from
the valley in above .ridgetop flows, or be mixed downward below the interface

height by turbulent transpon, or both.

After sunrise in the valley, with the onset of convective boundary layer
growth and the initiation of upslope flows in the valley, the tracer within the valley
was carried into the upper reaches of the valley atmosphere and ventilated from
the valley. This was confirmed by the ridgetop tracer samplers, and by a tracer
mass budget applied to a valley atmosphere control volume. A ventilation rate,
defined as the rate of transter of material from the valley atmosphere to above
ridgetop flows through an upper boundary of the valley atmosphere (e.g., the
interface height discussed previously), ‘was determined by solving the tracer
mass conservation equation for a valley atmosphere control volume, Tracer
began leaving the valley shortly after sunrise with the maximum ventilation rate
ocourrin’g within 1 to 1 1/2 h following astronomical sunrise. The ventilation rate
decayed exponentially to relatively low values within 4 h after sunrise. The
ridgetop concentrations began increasing from background levels within 1 h after

sunrise, peaked within 4 h after sunrise, and then began to decrease.

A general form of a dimensionless ventilation rate is prdposed. This
dimensionless ventilation rate may be useful in regional air pollution models to
represent the transport of pollutants between valley flows and regional flows, and

to represent the vertical transport of heat, moisture and trace gases.

The vertical profiling of tracer added considerably to the success of the
tracer mass budget analysis. This was especially true in using the tracer mass
budget approach to determine the nighttime down-valley air volume flow rate in

the Brush Creek valley. The best measure of the nighttime down-valley air



83
volume flow (0.33-0.77 million m3/s) was determined from tethersonde
observations of the down-valley winds and a parabolic cross-valley‘st‘ructure
- determined from lidar observatiohs of ths down-valley winds. The calculation of
tracer mass flow rates at two down-valley distances from the release recovered
(within 5%) the reported release rates of two tracers, confirming the ealculated air

volume flow rate, and air volume flow divergence (65 m3/s-m).
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Winter-Time Dispersion in a Mountainous Basin
at Roanoke, Virginia: Tracer Study

K. Jerry Allwinet and Brian K. Lamb
Washington State University, Pullman, Washington

Robert Eskridge$
U. S. EPA, Research Triangle Park, North Carolina

ABSTRACT

During January 1989, five nighttime SFg tracer experiments were conducted in Roanoke,
Virginia. The experiments were designed to help identify and understand the dispersion
characteristics of a basin atmosphere during winter stagnation conditions. The basin studied was
the Roanoke basin located on the eastern slopes of the Appalachian Mountains. This paper
documents this tracer study and gives results from the experiment conducted on the night of
January 16-17, 1989. A cold air pool formed in the basin beginn'ng after the evening transition
period and filling to near the elevation of the lowest mountain barrier. A simple model of the ascent
rate of the top of this cold air pool is proposed. A sharp potential temperature jump was present at
the top of this fully developed cold air pool. Vertical measurements of tracer showed the initial
ground-level plume to become elevated and ride over the top of the cold air pool. Horizontal plume
spread was enhanced over that expected from turbulent diffusion alone, by vertical wind direction
shear. The tracer concentrations within the cold air pool increased slowly with time, even after the
release was terminated. After sunrise, ihe elevated plume appeared to fumigate to the ground.

1. Introduction

During January 1989, five nighttime sulfur hexafluoride (SFeg) tracer
experiments were conducted in Roanoke, Virginia, in conjunction with the U.S.
Environmental Protection Agency's Integrated Air Cancer Project (IACP). One of

the primary goals of the IACP is to improve the capability of estimating human

T Permanent aifiliation: Pacific Northwest Laboratory, Richland, WA 99352
§ Present affiliation: National Climatic Data Center, Ashville, NC 28801-2696
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exposure to airborne carcinogens (Cupitt, 1988). The Roanoke study was
intended to look at airborne poliutants in an area with high heating oil usage.
The tracer experiments were designed to identify the transport and diffusion
characteristics of the Roanoke basin atmosphere during winter-time stagnation
conditions (when the ground-level concentrations from ground-level sources are
expected to be the highest and most persistent). The five experiments were
performed during the nights of January 10-11, 13-14, 15-16, 16-17, and 19-20,

respectively.

For the five experiments a near ground-level continuous release of SFg was
started at typically 1800 local standard time (LST) and finished 2 to 10 hours
later. Hourly integrated samples were collected at 41 points up to 12 km from the
release site, and two fast-response continuous SFg analyzers were operated in
mobile vans which traversed the Roanoke area. In addition, vertical profiles of
tracer were made at one location using a balloon-borne sampler. Meteorological
data were coilected at 10 locations within Roanoke. The data included: surface
winds and temperature; winds and temperature profiles up to about 150 m
above-ground-level (AGL) using a balloon-borne system; and winds, temperature

and turbulence characteristics on a 40-m tower at four levels.

This paper describes the 1989 Roanoke tracer experiments, and gives an
assessment of the dispersive characteristics of the Roanoke basin atmosphere
from analysis of the tracer data and certain of the meteorological measurements.
Section 2 gives a brief review of the current understanding of dispersion in
basins. A description of the site, equipment, tracer release and sampling

network, and meteorological measurements, is given in Section 3. The results
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and discussion are presented in Section 4, and Section 5 gives the summary and

conclusions.
2. Background

Basins (closed valleys) were identified in an AMS workshop on dispersion
in complex terrain'(Egan and Schiermeier, 1986) as a valley configuration of
importance to adverse dispersion situations and air pollution problems. Basins
exhibit weak to nonexistent outflow during drainage flow (primarily nighttime,
weak synoptic influence) conditions, primarily because of flow blockage.
Relatively little research has been conducted on the dynamical behavior of basin
atmosphéres and dispersion in basin atmospheres. The bulk of basin reséarch
has been conducted within the last decade (e.g., Petkovsek, 1978; Banta and
Cotton, 1981; Wanner and Hertig, 1984; Gassmann and Burki, 1987; Beniston,
1987; Maki and Harimaya, 1988; Neff and King, 1989; Kondo and Okusa, 1990;

Toritani, 1990; and Eskridge et al., 1990).

Some of the important physical characteristics and processes observed in
basin atmospheres are cold air pooling, slope flows, flow blocking and
channeling, external forcing, flow oscillations, thermal winds, surface roughness,
urban heat island, wakes, stability, flow layering, wind direction shear, convective
boundary layer growth, weather events, and turbulence. The extent to which any
of these physical processes dominates the dispersion within a particular basin is
dependent on the time-of-year, time-of-day, synoptic meteorology and‘ basin

physical characteristics (e.g., geometry and surface cover).
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~ Several research programs concerned with climate and air pollution in cities
of Switzeriand have been conducted in the past decade (Wanner and Hertig,
1984; Gassmann and Burki, 1987; Beniston, 1987; Wanner et al., 1986; and
Filliger and Wanner, 1986). Numerous air pollution episodes have been
observed in Swiss cities when they are under the influence of anticyclonic
weather situations. During the summer anticyclonic situations, high
photochemical smog episodes are experienced, and during the winter the Swiss
prealpine basins suffer from the effects of strong inversions, fog and relatively
high amounts of air pollution. Thick cold air pools spread out over the whole
surface of prealpine basins (Wanner and Hertig, 1984). These cold air pools

significantly affect the dispersion characteristics of the basins.

Gudiksen et al. (1984) discuss results of tracer experiments conducted in
nocturnal drainage flows in a complex terrain region of northern California.
Tracers were released within slope drainage flows, immediately above the
drainage flows, and at elevated heights within the Anderson Creek valley. This
valley has the characteristics of a basin with pooling occurring in the lower
elevations of the basin. They found that the drainage flows from about mid-slope
elevations and below were generally not influenced by the regional scale flows.
This was based on the observation that the surface concentration patterns of the
tracer released within the slope flow did not vary appreciably over a wide range
of regional flow conditions. This research underscores the importance of external

forcing on basin flows.

Toritani (1990) summarized results from several studies concerning the
periodical nature of wind speed and temyerature in cold air drainages. The

observed periodicities ranged from 25 to 90 minutes, with the average being
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roughly 60 minutes. Oscillating flows are commonly observed in nighttime basin
atmospheres, but the effects of this periodic motion on dispersion are not well

understood.

The main period of focus in this paper is the nighttime with some results
given for the evening and morning transition periods. Cold air pooling was
identified as the dominant process affecting dispersion. The effects of slope
flows, wind oscillations, wind direction shear and synoptic forcing on dispersion

are discussed.
3. Experimental design
a. Site description

Roanoke, a city of about 100,000 people, is located on the eastern slopes of
the Appalachian Range in the Blue Ridge Mountains of Virginia. It has a moist
climate with 109 cm (43 in.) annual precipitation and 70% annual mean relative
humidity. The Roancke basin is drained by the Roanoke River and its tributaries.
The basin is roughly 25 km in diameter with a 15-km-wide floor. Fig. 1, plotted
from a USGS digital terrain file with 60-m horizontal resolution, presents
elevation contours of the Roanoke basin. The basin floor has a gradual 0.5-
degree slope falling to the SE. The lowest elevation of the basin floor is roughly
270 m above mean-sea-level (MSL) with mountains rising up to 500 to 650 m
above that. The southeastern edge of the basin, however, is a low barrier of
mountains, approximately 75 m above the floor and 6 km long that blocks the
basin from opening to the SE. The Roanoke River cuts through this low barrier

through a narrow gorge.
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Fig. 2 is a map of the Roanoke vicinity showing some major roads and the
Roanoke River and its tributaries. The Blue Ridge Parkway shown in Fig. 2
roughly follows the crest of the low barrier of mountains blocking the basin to the
SE. To the N and W of the map mountains rise to elevations above 900 m MSL.
The downtown is roughly a 9-square-km area with buildings up to about 30 m

high. It is approximately centered at map coordinates (594, 4125).

The floor of the Roanoke basin is cut by several small tributaries to the
Roanoke River. These are at most 30 m deep and 1 km wide flowing primarily to
the SE. The.tracer was released in one such shallow tributary valley, Lick Run.
Lick Run valley is approxirﬁately 6 km long by 30 m deep by 500 m wide. An
earthen barrier extends across the valley through a depth of approximately 15 m
at about 5 km down-valley from the release site. This earthen barrier is at Lick
Run and Orange Avenue in Fig. 2. The Roanoke basin has considerable
coverage of brush and trees. The mean canoby height is roughly 8 m {higher

than the mean residence height).

Fig. 3 shows a NW-SE cross section (Fig. 1 shows locatior: of cross section)
through the Roanoke basin. This cross section gives an appioximate
representation of the basin, starting at Brushy Mountain to the N and ending at
the low mountain barrier at the southeastern edge of the basin. The depth and
extent of Lick Run is represented by the narrow line in Fig. 3. Figure 4 shows a
cross section approximately perpendicular to that given in Fig. 3. This section
was scaled from a USGS Roanoke 7 1/2-minute quadrangle map (20-foot
contour intervals) to show more detail of the basin relief in the vicinity of the tracer
release site. This cross section follows Hershberger road (Arc O1 in Fig. 2) from

Wto E.
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b. Tracer release

Sulfur hexafluoride was released from one of two different locations durirg
the five experimental periods. The release locations are at the sites labeled REL
(335 m MSL) and FAA (331 m MSL) in Fig. 2. The release site was at the bottom

of Lick Run valley (REL site) for the first four experiments, and was near ridgetop

(FAA site) for the final experiment. The release rate was nearly constant

(variability of 1-12%) and the release height was 1.2 m AGL during each
experiment. A summary of the releases is given in Table 1. The release rate
given in Table 1 for each experiment is the average of the 30-minute values.
Also reported with the release rate is the standard deviation of the observations
from the mean. The standard deviation for Exp 1 is approximately 12% because

of problems experienced during this release.

Table 1. SFg Release Information. ,
STOP  DURATION TOTAL RATE RELEASE

NO. (89) (LST) (LST) (h) (kg) (ars) LOCATION
k - 1/10 2000 0300 7.00 38.05  1.48+0.18 REL Site
2 1/13 1800 0400 10.0 33.58 0.93+0.01  REL Site
3 1/15 1857 2117 2.33 6.36 0.77+£0.02  REL Site
4 1/16 2000 0400 8.00 26.06 0.91+0.04  REL Site
5 1/19 1815 2330 5.25 14.01 0.74+0.03 _ FAA Site

c. Gro''nd-level sequential tracer sampling

Time integrated samples of SFg were collected at ground-level using 41
sequential syringe samplers, as described by Krasnec et al. (1984). Each
sampler held nine syringes, and integration times were primarily 1 h with a few
samplers operating at 30 minutes and 15 minutes. The locations of sampling
Arcs O1, 02, N1, N2 and N3 are shown in Fig. 2, and individual sampler locations
on these arcs are identified in Fig. 5. Arc O3 individual sampler locations are

labeled 3A to 3N in Fig. 2. The individual sampler locations labeled 4A through

nosg
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4K, shown in Fig. 2, are referred to in the text as Arc O4 ior convenience, even

though they are spread throughout the study area.

4132

4130

4128

Figure 5. Locaticns of integrated tracer samplers in Roanoke.

Operating specifications for the samplers are given in Table 2. No
integrated samples were collected during Exp 3. During Exps 1, 2 and 4, 11
samplers were located on each of Arcs O1, O2, and O3, and 8 samplers were

located on Arc O4. During Exp 5, 11 samplers were located on Arc N1, 13 on N2,
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9 on N3,10on01,60n02 and 1 on O4. Overall, the sample recovery was about
95%.

Table 2. Operation of Integrated Tracr Samplers.

EXP. DATE START STOP DUR. NUMBER SAMPLER LOCATIONS
NO. (89) (LST) (LST) (min) UNITS (refer to Figs. 2 and 5)
1 1/10 1800 0300 60 41 O1A-L, 02G-S, O3A-K, O4A-H
2 1/13 1900 0400 60 22 O1A-M, 02G-S
2000 0500 60 11 O3A-K
2100 0600 60 8 O4A-|
4 1/16 2300 0800 60 41 O1A-Q, O2I-Y, O3D-N, O4A-J
5 1/19 1900 . 2330 30 37 N1A-J, N2A-K, N3A-H, 04K, Ofil,
02Q-U
1900 2115 15 2 N2E, O2R
2115 2330 15 2 N2E, O2R
1/20 0130 0600 30 3 02Q-S

d. Chemical analysis of the syringe samples

In past SFg tracer studies (see, for example, Lamb et al., 1990, Guenther et
al., 1990, Eskridge et al., 1990) syringe or bag samples collected during an
experiment were analyzed using electron capture gas chromatographs (GC). In
such studies, the analysis rate per GC was typically one sample every 4 minutes,
or 50 samples per hour with a system of four GCs (one operator required). The

detection limit with such systems was typically less than 5 ppt.

For the present study the syringe samples were analyzed after each
experiment using a new analysis system based on a fast-response continuous
SFge analyzer (Benner and Lamb, 1985). With this approach, a gas
chromatography sampling valve (Valco, Inc.) fitted with a 5-cc sampling loop is
used with the analyzer. Ambient air is pumped through the valve and past the
analyzer inlet through a tee at a steady controlled rate using an external pump
and flowmeter. The flow rate is in slight excess of the analyzer inlet flow. The
analyzer continuously samples this air stream from one side of the tee and

establishes a baseline.
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When a sample is injected from the valve into the air stream, the analyzer
immediately responds to any SFg present and a single peak results. The
analyzer's electronic output is connected to an HP3390 electronic integrator and
the peak height for each sample is measured. Standards (Scott-Marin, Inc., £5%
certified accuracy) are analyzed in the same manner using the sampling valve
and a response curve is determined. This response curve is then used to convert
the peak height information into concentration. Because of the continuous
response inherent in the instrument there is no wait between samples.
Approximately 100 samples can be analyzed per hour with one instrument. This
is twice as‘ fast as the old system operating four gas chromatographs (Lamb et al.,
1990). The detection limit is less than 10 ppt, and the reproducibility is

approximately £10%.

An EPA calibration audit (Shores, 1989) was performed on the fast-
response analyzers and the gas chromatographs. The average ditference
between the analyzer/chromatograph results and the SFg standards was -2.1% *

5.5% (average percent difference + standard deviation).
e. Ground-level continuous tracer sampling

Each of two mobile vans was equipped with a fast-response continuous SFg
analyzer. These vans traveled the roads around Roanoke during the
experiments measuring SFg concentrations at one Hz. The sample air was
drawn through an inlet located near the top of the van. This sampling rate
translates to a roughly 10 m spatial resolution for a van traveling at 50 km/h.
According to Benner and Lamb (1985), the analyzer has a response time
constant of 0.36 s. This means 94% of any response change is measured per 1-s

sample. The instrument response in conjunction with manually entered location
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informaticn was logged in the memory of a personal-computer-based data
acquisition system. After a traverse the data were transferred to diskettes. A

summary of the traverses is given in Table 3.

_ ‘ Table 3. Operation of Mobile Tracer Vans. \
EXP. DATE VAN START STOP NO. OF TRAVERSE LOCATIONS
NO. (89) NO. (LST)  (LST) TRAV.
1 1/10 1 21:43 04:31 20 Various parts of Roanoke
2 2106 02:36 11 Primarily Arcs O1 and 02
-t 171 1 19:42 20:06 2 Around ITT facility
2 1/13 1 18:16 05:28 37 Various parts of Roanoke
2 19:06 03:47 25 Primarily Arcs O1 and O2
3 1/15 1 19:24 23:07 9 Various parts of Roanoke
2 19:12 22:42 15 Primarily Arcs O1 and O2
4 1/16 1 20:48 04:52 20 Various parts of Roanoke
2 21:44 04:02 20 Primarily Arcs O1 and O2
5 1/19 1 19:15 02:11 16 Various parts of Roanoke
2 19:12 23:25 21 Primarily Arcs 02, N1 and N2

* Special sampling around ITT iacility.

The delay time for the samiple to travel through the tubing to the detector was
determined to be 5 s and 8 s for the two vans, respectively. This information in
conjunction with the entered location information was used in the data
processing to determine the concentration as a function of location. The location
information was entered by the operator through the keyboard at the time a
landmark was passed. The coordinates of these landmarks were scaled from a
map for subseguent use in the data processing. Based on uncertainties in some
landmark locations, location codes entered late or early, and map resolution, the

actual location is roughly within 30 m ot that computed.

Before and after each experiment the analyzers were calibrated at five
points over a range of about 50 ppt to 5000 ppt. Periodically throughout each
experiment span checks were made. During any given experiment the
analyzers' responses remained essentially constant. An uncertainty analysis

revealed the data to be accurate to better than approximately +15% for values
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greater than roughly 400 ppt, and decreasing in accuracy to +100% at roughly

the 50 ppt noise level.
f. Elevated sequential tracer sampling

Samples of tracer were collected in the vertical at one location using a
tethered balloon system. The sampling location is labeled TET in Fig. 2. A tracer
sampler was attached to a tethered balloon along with a meteorological package
that measured winds, temperatures, and pressure change. The elevation of the
balloon was determined from this information. A 7.5-cubic-meter balloon was
needed to lift both the sampler and the meteorological package. An early version
of the tracer sampler was designed by Sandia National Laboratory (Gay, 1982)
for use in the 1982 ASCOT study in western Colorado. This sampler was later
redesigned by Sandia for use in the 1984 ASCOT study in the same region. The

1984 version of the sampler was then modified and used in the Roanoke study.

The tracer sampler held seven syringes that were sequenced by the
operator using a hand-held radio-control transmitter. The syringes were initially
set at a vacuum by blocking the plungers in the drawn position. Solenoid-
actuated valves at the inlet to each syringe were initially closed. When the
balloon attained a predetermined height, it was stopped and the operator sent a
signal to the sampler to open the first solenoid valve. A flash of light was sent
back to the operator from a strobe in the sampler to indicate the signal had been
received. The sample flow into the syringe was reguiated by a glass capillary
tube at its inlet, sized to give a flow rate of about 10 cc/min. After two minutes of
sampling a signal was sent to close the first solenoid valve and open the second.
Simultaneously the balloon began its ascent to the next predetermined height.

The ascent rate was such that the travel from the first position to the second took
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two minutes. Upon reaching the second position, the balloon was stopped and a
signal was sent to switch to the next syringe. Sampling proceeded for two
minutes at this height, and the same procedure continued until the seven
syringes were filled. This sampling procedure resulted in every other syringe

containing a vertically averaged sample.

Six vertical profiles of SFg were made during this study, one in Exp 1, four in
Exp 2, and one in Exp 4. The constant height sampies were collected primarily at
25 m, 50 m, 75 m and 100 m AGL. The vertically integrated samples were
collected at 25-50, 50-75, and 75-100 m AGL. The sampling time for all profiles

was 14 minutes (two minutes per sampie).
g. Meteorological observations

Several meteorological observation systems were operated during this
study. As part of the overall Integrated Air Cancer Project, wind speed, wind
direction, temperature and relative humidity were continuously measured by PEI
Associates Inc. at several locations in the Roanoke vicinity for a few months
during the winter in 1989. At six locations (CAR, BP, WP, MSP,‘ FAA, and CIV in
Fig. 2.) data were collected continuously during the January tracer experiments.
The winds were measured at 10 m and the temperature and relative humidity
were measured at 2 m AGL. Hourly average values were recorded. R.M. Ydung

propeller and vane anemometers and temperature sensors were used.

Two Gill uvw propeller anemometers (R.M. Young) were operated at two
locations during each experimental period. Temperature was also continuously
measured at each location using Type T thermocouples (No. SA1-T, Omega

Engineering Inc.) connected to Calex Model 470 thermocouple amplifiers. The
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data was collected every four s, and five-minute-average data were recorded.
The standard deviations of u, v, w, and temperature were calculated and
recorded. One system (uvw1) was operated at the tracer release sites (locations
REL and FAA in Fig. 2) and the other system (uvw2) was operated on the Niagara
Dam (location NIA in Fig. 2) éxcept for Exp 5 where it was located at the Preston
School (location PRS in Fig. 2). The height of the wind and temperature
measurements at the Niagara Dam site were 3.2 m and 1.0 m above the river-
level, respectively. At the Preston School site and the release sites, the winds

were measured at 2.1 m AGL and the temperature at 0.7 m AGL.

A tethered instrumented ballobn (Morris et al., 1975) was operated during
Exps 1, 2 and 4 at the location TET in Fig. 2. Ascents were made to a maximum
of 150 m AGL at various times throughout each éxperimental period. Wind speed
and direction, temperature, wet-bulb temperature and pressure change were
measured and recorded. Ascents were limited to 150 m because of the proximity

to the airpont.

A Campbell Scientific, Inc Model CR21X data logger was used to collect net
radiation, air temperature, and soil temperature profile data continuously
throughout the study period «t the FAA site (Fig. 2). Five-minute-averaged data
were recorded for the period 0955 LST on 1/9/89 through 1255 LST on 1/20/89.
A Micromet net radiometer measured net radiation at 0.8 m AGL, and Type T
thermocouples were used to measure air temperature at 1.5 m AGL, and soil

temperature at 0.6, 1.6, 4.0, 10.0, 24.0, and 58.9 cm below ground level.

A tower at the FAA site (Fig. 2) was instrumented with two three-axis sonic
anemometers (model no. BH-478 C/3 Applied Technology, Inc.) at 11.4 and 29.6

m AGL, two Gill propeller and vane anemometers (R. M. Young) at 19.8 and 33.7
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m AGL, two delta-temperature systems (R. M. Young) operating between 1.5 to
16.2 m AGL, and 25.4 to 39.5 m AGL, and two dew point sensors at 1.5 and 25.4
m AGL. The data were collected with a personal computer based data
acquisition system. Solar radiation data were also collected using an Eppley
pyranometer located at the same site at 1.7 m AGL. A similar tower configuration
was operated during an earlier Integrated Air Cancer Project study in Boise,
Idaho, in December 1986. Eskridge et al. (1990) give a more detailed description
of the sensors and the data acquisition system. The R.M. Young data were
collected at one Hz and averaged to 10 s for data storage. The sonic data were

collected at 10 Hz and averaged to one s for data storage.

Temperature was measured with one mobile van using a 0.010-in.-dia. Type
T thermocouple (No. SA1-T, Omega Engineering Inc.) mounted near the top of
the van. This thermocouple has a respons‘e time of better than 0.3 s. it was
attached to a Calex Model 470 thermocouple amplifier, and the amplifier output
signal was recorded at one Hz by the data acquisition system in the van. The
therrﬁocouple amplifier has a low pass filter set {o eliminate noise higher than
about 1.5 Hz. This means a response change will be mostly realized within 0.7 s
(assuming minimal filter roll-off). This is about the same as the sampling
frequency of the data acquisition system. Thus the spatial resolution is limited by
the sampling frequency which translates to aboui 10 m at a van speed of 50 km/h.
Any temperature changes over distances less than this will not be resolved

completely.

This temperature sensor, the temperature sensors with the uvw systems,

and the temperature sensors with the CR21x system were all compared over a
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rang‘e of -10°C to 20°C in the laboratory after the study. Corrections were applied

to the data so that these data compared to within 0.1°C of each other.

Hourly surface weather observations were acquired from the National
Climatic Data Center for the Roanoke airport observation station (ROA site in Fig.
2). The nearest National Weather Service (NWS) twice-daily upper-air
observations of winds and temperature were made at Greensboro, North
Carolina.. Greensboro is iocated 140 km S of Roanoke on the eastern side of the
Appalachian Mountains. The nearest upper-air station on the western side of the
Appalachian Mountains is at Huntington,West Virginia. Huntington is located
245 km W-NW of Roanoke.

4. Results and discussion
a. General meteorology during the study period

Figure 6 shows the variation of the temperature, net radiation, winds,
humidity and precipitation at the FAA site through the study period. This site is
representative of the general behavior of the basin-wide flow. Exp 2 and Exp 4
both exhibit the greatest net long-wave radiation loss (~50 W/m2) at the surface at
night. They also register the coldest nighttime near surface air temperatures (~ -
6°C), weakest nighttime wind speeds and greatest drop in wind speed from the

afternoon maximum winds.

"Exp 4 was conducted during a wintertime night with the weakest synoptic
influence of the five nights studied. This experiment provides the best opportunity
for understanding and characterizing the dispersion during stagnating conditions.

The remainder of this paper will focus on Exp 4.
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b. Meteorological conditions

During Exp 4 the sky was clear, the surface winds were geherally weak, and
the ground was not snow-covered. Inspection of the NWS upper air observations
from Greensboro, North Carolina and Huntington, West Virginia show that the
winds aloft (above the Appalachian Mountains) were generally from the WNW at
5to 10 m/s. The time of astronomical sunset for January 16 and astronomical
sunrise for January 17, computed from sun-earth relationships, are 1722 and
0737 LST, respectively. These computed values are consistent with the

measurements of solar radiation.

From inspection of the winds that were continuously measured at six
locations (CAR, BP, MSP, FAA, and CIV in Fig. 2), the afternoon surface winds
throughout the basin were persistent from the NW at approximately 6 m/s. During
the evening transition .period (roughly 1700-2100 LST) the wind speed
decreased to around 1 m/s and the wind direction became primarily locally
dependent. That is, the winds appeared to be dictated by local topographic
features. This behavior of the winds is evident in Fig. ‘7 for the winds measured at
the WP site. After 2100 LST the winds were from the S (down-slope) at

approximately 1 m/s.

The winds at 34 m AGL at the tower (FAA in Fig. 2) are given in Fig. 8.
During the release period (2000-0400 LST) the winds were primarily from 290° at
roughly 1.8 m/s. The tower is on a ridge bounding the W side of Lick Run. It's at
an elevation of 331 m MSL (Figs. 2 and 3). The predominant wind direction
observed at the upper level on the tower is consistent with the winds aloﬁ and the
general "down-basin" orientation of the Roanoke basin (Fig. 1). For the same

period at the release site, the winds at 2 m AGL (Fig. 8) were generally
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Figure 7. Hourly average winds at 10 m AGL at the WP site.

from 350° at approximately 0.6 m/s. This is along the local axis of Lick Run. The
release site is at an elevation of 335 m MSL (Fig. 3), however, it's located roughly

20 m below the ridgeline.

~ On four occasions (identified in Fig. 8) during the tracer release period the
winds at the release site briefly reversed (southerly winds) and went up Lick Run.
These reversal times correspond to a shift from NNE to SSW-to-S winds at the
upper level on the tower, ihdicating the strong effect of the winds above Lick Run
on the winds within Lick Run at the release location. The temperature at ~1 m
AGL at the release site increased approximately 1° to 3°C during these episodes
of southerly winds. This indicates an increase in the vertical mixing (downward

transport of heat) in Lick Run durin‘g these episodes.

The cause of this periodic shift in the winds at the tower (period of roughly
70 min.) is unclear. When the winds were from the SW quadrant, they were

generally weaker (~1 /ms) than the winds from the WNW (~2.5 m/s). Inspection of
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Figure 8. Five minute average winds at 2.1 m AGL at the release site and at 3¢ m
AGL at the tower site.

a topographic map of the region shows high mountains (~1000 m MSL; the
foothills of these mountains can be seen in Fig. 1) roughly 15 to 20 km SW of the
tower site, and to the NW of the tower site. This is in contrast to the 350 m MSL
elevation of the Roanoke River Valley at the same distance to the W of the tower
site. One explanation of this periodic shift in the winds at the tower is the
changing balance between the downslope flows from the various slopes of the
basin. Occasionally, the downslope flows from the SW portion of the basin will be
"felt" more at the tower site than the other flows. Another explanation is the

balance between the synoptic forcing and the various basin flows. The actual



112

forcing is probably a combination of these conditions. Dynamic modeling of the
bas’in‘,‘atmosphere would be the next step toward unraveling the dominant
cahses. Whatever the cause, it is quite clear that flow in Lick Run at the release
location is strongly influenced by these changes, and hence the dispersion is

strongly affected, as will be discussed later.

The surface air temperature (approx. 2 m AGL) behaved in a similar manner
throughout the basin. Prior to sunset the temperature was at a maximum of
roughly 6 °C, and subsequently cooled to a minimum of -6 °C at about 0600 LST.
This is a cooling rate of about 0.8 °C/h. Figure 9 gives the temperature measured
at the WP site and at three levels (1.5, 16 and 40 m AGL) on the tower.
Temperature differences were measured on the tower through two layers, 1.5-16
and 25-40 m AGL. The temperature gradient between 1.5-16 m during the
release period is strongly stable at about 0.15 °C/m. Between 25-40 m the
temperature gradient is 0.02 °C/m, which is cioser to the adiabatic temperature

gradient of -0.01 °C/m.
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Figure 9. Five-minute average temperatures at the tower and hour-average
temperatures at the WP site.
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c. Transport winds

The character of the horizontal transport winds is exhibited in Fig. 10. Each
panel gives estimated centerline locations in the study domain of an averaged
continuous "plume" for various times after the release start at 2000 LST. These
"plume" locations were determined from the Lagrangian description of fluid
particle motion using the measured velocities u(t), and v(t), where

t

X; = Xji_y + ju(t)dt = Xy + YAt (1)
tioy
t
Yi = Vit J‘V(t)dt = Yy + VAl (2)
tieq
and
ti = tiq + At (3)

(xi,yi) is the location of the particle at time {;,
(xi-1,Yi-1) is the location of the particle at time t;.1,
uj, is the x-component of winds averaged over time interval tj.1 to t;,

v;, is the y-component of winds averaged over time interval tj-1 to ;.

The initial location (xg,yo) is the wind station coordinates, and the time interval At

is either 1/2 h or 1 h, depending on the wind station averaging interval.

The 1/2-h to 1-h averaging times are reasonable for the scales of turbulence
(integral time scales of minutes to severai minutes) expected in these flows. In
principle, the "average" continuous plume at any distance from the release site
will not vary with averaging time greater that tp, where tp is the averaging time

required to account for the effects on diffusion of the dominant scales of turbulent
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motion. In practice, the average continuous plume will likely vary with averaging
times greater than tp because of changes in wind direction due to other time-
varying forces. These can be, for example, flow oscillations, rotors, waves,
blocking and channeling. The range in variations of the averaged plume location
is demonstrated in the various panels in Fig. 10. “Panel A shows a narrowly
confined plume, whereas panel B, for example, shows more variation in plume

location with time, even though both use 30-min.-average wind data.

The "plume"” centerline location in panel A is within Lick Run at the release
location. The winds above Lick Run, as represented by the wind profile at the
FAA site (panels B and C), indicate greater "plume" meander (40" sector) than
within Lick Run (~4° sector). The transport direction is to the E through SE above
Lick Run versus to the SSE in Lick Run. This is a 30°-70° wind direction shear,
which would enhance horizontal plume dispersion (discussed later) as the plume
moves from the reiease location. The distance between symbols on any plume
path in panels A-C, represents the distance the plume traveled in 1/2-h intervals.
The winds were much lighter at the release location in Lick Run (panel A) than

above the ridge along Lick Run (panels B and C).

Panels D and E in Fig. 10 reveal the transport character of the winds at other
locations in the Roanoke Basin. Hourly winds at locations CIV and MSP are
represented. The CIV site (290 m MSL) is located near the Roanoke city center
in the lower portions of the Roanoke basin. The transport direction is southerly
over a large sector of influence (~80° sector). This direction is consistent with the
local slope of the basin floor being in a southerly direction. The transport
directions at the MSP site (panel E) are in nearly the opposite direction from

those of the tower and release site transport directions. The winds at the MSP
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site are dominated by the downslope winds off the NW tacing slopes at the

outflow boundary of the Roanoke basin.
d. Pool formation

A tethersonde was operated at the lowest point in the basin (Fig. 3) with
ascents to about 150 m AGL (424 m MSL). Potential temperature profiles from
four ascents are given in Fig. 11. These profiles reveal a slightly stable region
that grows from the basin floor up to a maximum height of 50 m AGL (324 m MSL)
by about 0250 LST. The top of this slightly stable region is considered to be the
top of the cold air pool and is marked by black dots on each successive sounding
in Fig. 11. The ascent rate of the top of the pool is calculated to be about 9 m/h.
At this ascent rate the entire fill time is about 5.6 h. This gives a fill start time of

arcund 2115, which is consistent with the end of the evening transition period.

Also shown in Fig. 11, with the heavy dark lines, are the temperature
measurements from four levels on the tower. These measurements are shown at
the same MSL height as the tethersonde observations. (The base elevation of
the tower is 331 m MSL and the tethersonde is 274 m MSL.) After the pool has
formed, an elevated temperature inversion, with virtually the same strength and
location as the surface temperature inversion at the tower site, is present over the
tethersonde site. The evolution of this elevated inversion over the tethersonde
site is consistent with cold air filling the basin behind the barrier. During the early
stages of the pool formation, the cold air, moving down the slopes, falls to the
lower portions of the basin seeking a level with the same potential temperature.
As the basin fills the cold air travels at succassively higher levels until the basin is

full.
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Figure 11. Potential temperature profiles at the tower and tethersonde during
Exp 4. The thick line represents 5-minute-average values on the
tower at the same time as the corresponding instantaneous
tethersonde observations. The solid dots represent the top of the cold
air pool. .

The elevated temperature inversion, after about 0300 LST, has its base at

324 m MSL and its top at 342 m MSL. These are marked with asterisks on the

tethersonde line in Fig. 3. It is apparent from this that the top of the inversion is

about the same height as the barrier. This further supports the conclusion that
the elevated stable layer is produced by pooling behind the barrier. Also, as
evidenced by the tower observations (and the configuration in Fig. 3), the pool

extends horizontally to roughly the vicinity of the tower.
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Figures 12 and 13 give profiles of wind speed and wind direction from the
tethersonde for the soundings given in Fig. 11. These show the winds to be weak
and variable below the inversion top (about 70 m AGL), and stronger and more
steady above the inversion top. These observations also help define the limits of

the pool that has formed.

- A simple model is proposed for determining the pool filling rate based on
continuity. Knowing the volume flow rate of the slope winds feeding the basin,
and the volume of the basin, the height of the top of the cold air pool, Hga(t), can
be calculated from |

Hea

[ A z)dz = jv (t)d | (4)

0

where
Ab(z) is the horizontal area of the basin as a function of height [m2],
z is the vertical coordinate with its origin at the lowest point in the basin,

Vs(t) is the volume flow rate of air accumulating in the basin [m3/s], and

tca is elapsed time [s], with the basin beginning to fill at tca=0.

“Initially, H¢a is zero when tcg is zero. The maximum value of Hgg is constrained to
be less than or equal to the height of the lowest outflow barrier in the basin. The
maximum value of Hga is expected to depend on atmospheric stability and wind
strength above the cold air pool. The volume flow rate of air accumulating in the
basin can be determined from observations of slope flow strengths and depths, or
from slope flow models (e.g., Hanna et al.,1982). The horizontal area of the basin
as a function of height can be determined from topographic maps or digital terrain
models. Based on results from this study, filling should start at the end of the

evening transition period.
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Consider the 2-D representation of the Roanoke basin given in Fig. 3. Eqn

(4) for the Roanoke basin can then be approximated as

Hea = 4 2Vetcatan® (5)

where

0 is the elevation angle of the basin floor,and
\'/s(t) is the volume flow rate per unit width of the basin [m2/s].

The basin fill time, T¢a, can be calculated from Eqn (5) as
2 |

Tea = ;\*/c:(t:‘ﬁ)‘ (6)
where Hga is approximately 50 m, 6 is 0.5° and \'/s is estimated from the tower
measurements as 8 m2/s (0.8 m/s through a depth of 10 m). The 10-m depth
corresponds roughly to the depth of the strongest portion of the surface-based
temperature inversion observed at the tower. The resulting fill time for the
Roanoke basin determined from Eqn (6) is approximately 5 h. This is

comparable with fill time estimated from Fig. 11.
e. Tracer concentrations and diffusion rates

A vertical profile of SFg was measured at 0340-0400 LST. The results are
given in Fig. 14 plotted with the temperature as a reference. An elevated plume
is present above the inversion top. This is consistent with the results given
previously, that air from near the elevation of the tower site (and the release site;

Fig. 3) traveled at the elevation of the top of the cold air pool.

Ground-level concentrations are given in Fig. 15 for selected hours during

Exp 4. The temporal variation in the pattern does not ciinge significantly
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through the study period other than the downwind movement of the trailing edge
of the tracer plume after the release stops at 0400. The tracer plume also covers
a significant portion of the basin, especially within a few km of the release site.
The ground-level concentration diminishes rapidly with distance from the release
point, especially downwind from Arc O2. Figure 16 shows this more clearly,
where the maximum concentration measured on each arc is plotted versus
distance from the release site. The decrease in concentration with distance is
much greater than normally expected for a ground-level continuous plume in a

slightly stable atmosphere, even in complex terrain situations.
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Figure 14. Tracer and temperature profiles at 0340-0400 LST from the
tethersonde during Exp 4.
The cold air pool described previously plays a significant role in the
dispersion of the tracer, as is demonstrated in Fig. 14. The pool behavior dictates
the height of the plume above the ground, which has a distinct effect on ground-

level concentrations. Inspection of Fig. 14 indicates that the vertical diffusion rate
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Figure 15. One-hour-average ground-level tracer concentrations measured over
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may be affected considerably by the vertical temperature structure of the pool.
The magnitude of the concentration gradient below the concentration peak (~75
m AGL) is twice the magnitude of the gradient above the peak, indicatving weaker
diffusion downward (toward the surface). This may be due to irn\ibited exchange

across the temperature inversion.
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Figure 16. Maximum 1-hour-average ground-level tracer concentration
measured on each sampling arc versus distance from the release
site. The heavy solid and dashed lines give results using the ,
Gaussian plume equation with measured and computed horizontal
plume spread, respectively. The plume spread values are from Table
4,

The effects of the pool formation on the plume character at Arc O1, and to a
lesser extent Arc O2, is not as cleér!y demonstrated. As discussed in the
previous section, the MSL elevation of the top of the fully developed pool

approached the elevation of the release site. The elevation differences between



124

the release site and the lowest point in Arcs O1, O2, O3 and the tethersonde site
aré 10, 35, 55, and 60 m, respectively. These elevation differences indicate that
the tracer plume may still be at ground-lavelr at Arc O1, but probably elevated at
Arc 02, and certainly at Arc O3. |

As discussed in the section on transport winds, the wind direction shear
between winds in Lick Run and winds above Lick Run may enhance the
horizontal plume spread over the spread due to pure turbulent diffusion. The
effects of this wind direction shear on horizontal plume spread are investigated
next. An estimate of the plume spread, Y, from measurements of the ground-

level concentrations can be determined by

—- 1% |
Y2 = -;_[.(Y-Yo)szy | | (7)
where
=
Yo = 'A“—J;YCdy (8)
A = ]:Cdy (9)

Y is the cross-plume coordinate [m], and

C is the concentration as a function of cross-plume distance [ppt].

A useful exercise is to compare these "measured" plume widths with
estimated values from commonly used relationships. This provides a link with a
large body of previous work on the dispersion of a continuous time-averaged
plume in the near-surface boundary layer. This comparison of plume widths is

not meant to imply similarity between the atmospheric conditions during this
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expefiment and the atmospheric conditions in the previous studies, but is meant
to provide guidance in the interpretation of the experimental results. The |
relationship used here is an appfoximation presented by Pasquill (1976) and

discussed by Irwin (1979) where the total plume width Gy is computed as
o2 = of + o3 (10)

where
c;" is the horizontal plume spread from atmospheric turbulence, and

c§ is the horizontal plume spread from wind direction shear.

A rough estimate of G suggested by Pasquill (1976) is -
02 = 0.03¢2X2 | (11)
where |

X is the downwind distance [m], and

¢ is the turning of wind direction through the plume depth [radians].

The plume spread due to turbulence is of the form recommended by Hanna
et al. (1977)
o, = o,tf, (12)

where
Oy is the standard deviation of the cross-plume winds [m/s],
tis the travel time [s], and

fy is @ nondimensional function of travel time.

The function fy used is that recommended by Irwin (1983)

{ = [1+ 0.9yT77000] (13)
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and the travel time t can be estimated by t = X/U, where U is the average transport

wind speed.

The "measured" Y's determined using Eqn (7) are given in Table 4. The
computed plume widths are also given in Table 4, using Gy equal to 0.2 m/s, ¢
equal to 1.22 radians (70°), and U equal to 0.6 m/s. To be consistent with the one
h averaging time of the measurements of plume spread, the above values reflect
one h-averages. The Gy and U were from measurements at the release site, and
¢ was estimated from Fig. 10. This value of ¢ is an extreme value taken as the
difference between the plume path in panel a and the middle of the paths in

paneal b, and is an estimate of the maximum wind direction shear between the

winds in Lick Run and the winds above Lick Run.

ARC X 37 o ot ov/Y A%
(m) (m) m (m) i '
o1 1450 550 200 200 73 36
02 4500 1350 1050 450 78 33
03 7550 2900 1700 600 59 21

The resuits in Table 4 show that the estimate of plume spread due to
turbulent diffusion is about 1/3 of the measured plume spread for Arcs O1 and
02. Including the effects of wind direction shear on total (turbulence plus shear)
Dlume spread improves the ratio to 3/4. This indicates that other processes are
probably contributing to the horizontal plume spread besides turbulence and
wind direction shear. Also, Eqns (11) and (12) probably give conservative
(bigger) estimates of turbulence- and shear-generated plume spread for the
meteorological conditions experienced during Exp 4. The complex nature of the
terrain around the release site and Arcs O1 and O2 is probably the dominant

reason for the large plume spread experienced at these travel distances. The
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plume carn follow various paths down gullies and around or over small terrain

features. Even slight changes in the winds can cause path changes.

The decrease of the maximum ground-level concentration with distance
from the release site is discussed next. As mentioned previously, the
concentration decreased, after Arc O1, at a greater rate than expected for a
ground-level plume, given the meteorological conditions observed during Exp 4.
Figure 16 shows the maximum hour-average ground-level concentrations at five
sampling distances for four times. The times reported are ending times of the
hour-integrated samples. Considering an average transport wind speed of 0.6
m/s, the three sampling arcs and the tethersonde site should be "seeing” the

plume before the time of the earliest (0200 LST) results given in Fig. 16.

The vertical profile of tracer measured at the tethersonde site (Fig. 14)
showed the presence of an elevated tracer plume. The results concerning the
spatial extent of the cold air pool (Fig. 11) indicate that the plume wac probably
elevated beyond Arc O1. This plume elevation by itself will result in a greater

decrease in concentration with distance than for a ground-level plume.

Simple plume calculations are made next to provide guidance for
investigating the effect of an elevated plume on ground-level concentrations. The
tracer plume is assumed to travel at ground-level to Arc O1, then travel
horizontally at 324 m MSL. This makes the plume centerline 24 m above Arc O2,
42 m above Arc O3, and 50 m above the tethersonde site. The plume equation
used assumes Gaussian shaped probability density functions of the horizontal
and vertical concentration distributions, and does not consider reflections from

the ground or elevated layers. The plume equation is
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2
1 z
a3
= (155x108 e °\°%
X (55><o)nUay(1rz (14)

where
X is the ground-level centerline concentration [ppt],
Q is the tracer release rate [g/s], and

z is the plume height above ground-level [m].

and the numerical coefficient coverts the concentration to ppt. The vertical
diffusion coefficient o is determined using the same general form as used to

estimate Oyin Eqn (12)

o, = oyth (15)
where

Ow is the standard deviation of the vertical winds [m/s],

tis the travel time [s], and

f; is a nondimensional function of travel time.

The function f; used is that recommended by Irwin (1983) for stable conditions

f =[1+ 094T750] (16)

and the travel time t is estimated in the same way as in the calculation of 6. Eqgn
(15) is evaluated using a value of U equal to 0.6 m/s and a value of oy equal to

0.03 m/s. These are hour average values measured at the release site.

The ground-level concentration is calculated from Egn (14) with Q equal to
0.87 g/s, the oy values from Table 4, and the G; values from Eqn (15). The results
are plotted in Fig. 16 along with the observed values of ground-level

concentrations. Also given in Fig. 16 is a curve of computed ground-level
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concentrations using the measured values of plume width, Y, from Table 4. Both
of these curves of computed concentrations are roughly a factor of 10 to 20
higher than the concentrations observed during the early morning hours at Arc
03 and the tethersonde site. These differences are large enough to support the
notion that wind direction shear and an elevated plume (formation of a cold air
pool) are not the only processes significantly affecting dispersion in the Roanoke

basin during wintertime stagnation conditions.

Using a wind speed of 0.6 m/s, and a release stop time of 0400 LST, the
trailing edge of the tracer plume is expected to move downwind of Arcs O1, O2
and O3 by 0440, 0605 and 0730 LST, respectively. Figure 16 shows that the
concentration has decreased at Arc O1 after the 0400 observation, and slightly
decreased at Arc O2 after the 0600 observation. This is consistent with the times
the trailing edge of the plume is expected to move beyond the arcs. However, the
concentrations should decrease more rapidly, especially on Arc O2. This may
indicate that the plume is traveling slower than indicated by the measured winds
at the release site (0.6 m/s). This is possible because of the heavy cover of trees
in the lower portions of Lick Run and the earthen barrier blocking Lick Run about

5 km down-valley from the release site.

The concentrations on Arc O3, and at the tethersonde site, increased
throughout the night with the 0800 sampie registering the highest concentration
at these two locations. The gradual increase in concentration throughout the
night may have been due to accumulation of tracer in the cold air pool. The
maximum concentrations registered at 0800 were probably caused by the

fumigation of an elevated plume to the ground after sunrise (0740).
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The character of the "instantaneous" plume is revealed in Figs. 17 and 18.
The first figure shows the instantaneous plume measured on Arcs O1 and O2. At
these travel distances, 1.45 km and 4.50 km, respectively (travel times of roughly
1/2 to 2 h), the instantaneous plume characteristics should begin to approach
those of the "averaged" plume. That is, the plumes in Fig. 17 should be similar to
the results from the integrated samplers, which they are. This is the case
because the dominant scales of turbulent motion have had sufficient time to enter

into the diffusion of the tracer plume by the time it reaches Arc O1.

Two striking observations from Fig. 17 are the variations in the plume shape
and concentrations with time, and the considerable difference between Arc O1
and Arc O2 levels. The flat portions of the traces for Arc O1 indicate detector
saturation. The actual concentrations are higher. The low concentrations on Arc
O1 at times near 2300 correspond to a period of wind direction reversal in Lick
Run (refer to Fig 8). After this period we see a wider plume and higher
concentrations on Arc O1. Figure 18 shows some instantaneous plume traces
made throughout the study region. The tracer was observed in significant
concentrations along Highway 220 to the E and SE of the release site. These
higher concentrations were observed in a portion of Lick Run that Highway 220
follows for a few km. As the road climbs from Lick Run the concentrations

diminish.

A local source of SFg (coordinates 533, 4134 in Fig. 2), labeled "ITT" in Figs.
17 and 18, was observed in the study area. The influence of this source was
isolated from the controlled release and did not complicate the interpretation of

the results.
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mobile van. The concentrations are represented by the dark area
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5. Summary and conclusions

An SFg tracer study conducted in Roanoke, Virginia, during January 1989
has been described. The study was designed to identify the transport and
diffusion characteristics of the Roanoke basin atmosphere during winter-time
stagnation conditions. The Roanoke basin is located on the eastern slopes of the
Appalachian Range in the Blue Ridge Mountains. Results were given for the
experiment on the night of January 16-17,‘1989, one of the five nighttime tracer
experiments conducted during the study perfod. In general, this research
identified cold-air pool fermation as a dominant meteorological process
governing nighttime dispersion in basins. Modeling of basin dispersion must

treat the formation of cold-air pools in order to adequately predict concentrations.

The surface winds throughout the Roanoke basin on the afternoon of
January 16, 1989 (Exp 4) were from the NW at 6 m/s. During the evening
transition period (1700-2100 LST) the winds weakened to less than 1 m/s with
wind directions becoming very locally dependent. The winds at the release site
were down a local drainage, Lick Run, at about 0.6 m/s throughout the duration of
the release from 2000 to 0400 LST. The surface temperature behaved similarly
throughout the basin with the afternoon temperature reaching about 6°C and
then cooling to a minimum of roughly -6°C by about 0600 LST. A strong
surfaced-based temperature inversion of 0.15°C/m formed in the lowest 20 m at

the tower site after the evening transition period, and persisted through the night.

Tethersonde observations, made at the lowest point in the basin, showed
the formation of a cold air pool behind the low barrier of mountains (about 75 m
above the elevation of the tethersonde site) blocking the basin to the SE. The

pool depth grew at the rate of about 9 m/h until reaching a height of 50 m above
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the tethersonde site by about 0300 LST. At the top of the cold air pool a 20-m
deep, 3°C temperature inversion had formed. This elevated inversion above the
tethersonde site was at the same elevation and of the same strength as the
surface-based inversion at the tower site. The pool top extended from the SE

barrier of the basin to nearly the tower site, a distance of about 8 km to the NW.

From the observations of the formation of the cold air pool, a simple model
based on mass continuity was proposed to describe the ascent rate of the top of
the pool. Given the strength and depth of the slope flows feeding the basin and

the geometry of the basin, the ascent rate can be determined.

The‘ surface wind observations at the release site showed a low frequency
(roughly 70-min. period) and low amplitude (roughly 0.4 m/s) oscillation to these
winds‘ throughout the night. Shifts in the wind direction measured at the tower
site occurred at roughly the same rate. Based on these observations, it was
speculated that the wind oscillations were caused by surges in competing

| drainage flows from various parts of the basin.

Vettical tracer profile measurements in the early morning hours (about 0330
LST) indicated an elevated plume riding along the top of the cold air pool. The
behavior of the cold air pool dictates the height of the plume above the ground,
which has a significant effect on the magnitude of concentrations observed at
ground-level. In addition the temperature inversion at the top of the pool

appeared to inhibit the downward transport of tracer.

The horizontal plume widths within 5 km of the release site, determined from
the hourly integrated tracer concentrations, were found to be about a factor of

three larger than plume widths estimated from common relationships for turbulent
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diffusion. Adding a component to the turbulent diffusion estimates to account for
enhanced horizontal plume spread due to wind direction shear, brought the
agreement between measured and estimated to within a factor of 1.3. The
remaining difference was thought to be due to the complex nature of the terrain

between the release site and the first two sampling arcs.

The decrease in ground-level concentration with distance from the release
site was observed to be much greater than normally expected for a ground-level
continuous plume In a slightly stable atmosphere. The concentrations observed
in the lower portions of the basin were muéh less than expected. This greater
decrease in ground-level concentrations with distance from the release site was
attributed to plume elevation, enhanced horizontal plume spread caused by wind
direction shear, and inhibition of downward diffusion caused by the presence of

an elevated stable layer at the top of the pool.

The ground-level concentrations at measurement sites in the lower portions
of the basin increased throughout the night, with highest concentrations at 0800
LST. The gradual increase in concentration throughout the night may have been
caused by the accumulation of tracer in the cold air pool resulting from the
downward diffusion of the elevated plume. The peak hourly-average
concentrations registered at 0800 were probably caused by the fumigation of an
elevated plume to the ground after sunrise. The temperatures measured on the

tower indicated the growth of a CBL beginning shortly after sunrise (~0740 LST).
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Chapter 5

DISPERSION MODELING IN VALLEYS AND BASINS

- GENERAL DISCUSSION

Assessing the short-term (hours to days) air pollution impacts in complex
meteorological and topographical situations such as the Roanoke Basin (see
Chapter 4) is a difficult undertaking. The difficulty arises in both prescribing the
mean wind conditions (u, v and w) for transport and the turbulence characteristics
for diffusion. The wind and turbulence characteristics can be highly space and
time dependent. Especially during nighttime stable conditions, the mean wind
direction and speed can vary considerably, especially in the lowest few hundred
meters (depending on the local relief). Near step changes can occur at the tops
of cold air pools and at ridgetops of local drainages. Gravity waves can be
present giving low frequency (15 to 90 min. periods) oscillations to the winds.
Also turbulence characteristics can vary considerably in the vertical, such as near

step changes at the tops of cold air pools and other potential shear layers.

The starting point in assessing air pollution impacts is identifying the source
configuration (e.g. ground-level, elevated, intermittent or continuous, single or
multiple), exposure times (e.g. hours, days, seasons), transport distances (e.g.
few km, hundreds km, global) and impact areas (e.g. urban centers, sensitive
ecological regions) of interest. The time and space scales specified in the air
pollution analysis dictate the physical processes that are probably dominant in

governing the levels of concentrations expected.
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For example, an elevated continuous plume located in a valley may give
highest hourly grov.iid-level concentrations on the valley sidewalls as it diffuses
laterally while traveling down-valley in stable nighttime flows, or it may encounter
and impact a terrain feature. The dominant physical process governing the .
pollutant behavior are surface sensible heat flux leading to drainage winds from
the slopes and tributaries, along-valley winds due to along-valley pressure
gradients, turbulence levels from surface roughness, low-level jets and other

shear regions, gravity waves, ridgetop winds, and vertical stability.

Normally air pollution assessments are made using computer models where
the winds are specified and the concentrations are determined using analytical
functions (e.g. Gaussian plume or puff), by solving the conservation of species
equation numerically using specified eddy diffusivities, or by using some particle-
in-cell or Monte Carlo techniques. Very seldom are conservation equations for

momentum and energy solved to determine the winds.

Often the mass conservation equation is used to help specify the wind field
in many complex terrain air pollution models. Given an initial guess at the winds,
based primarily on observations of the horizontal winds and constraints on the
vertical winds, the initial field is adjustéd to become divergence free (i.e., satisfy
continuity). In sohe complex terrain models, a simple interpolation scheme (e.g.
1/r2 weighting) is used instead of continuity to estimate the spatial variation in
winds from observations. A major shortcoming to the kinematic approaches
mentioned above is usually that the meteorological measurements are not of
sufficient spatial coverage to accurately reflect the dynamics of the region of

interest.
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Determining the dynamical behavior of the atmosphere specific to any air
pollution situation can be very challenging. Probably the most effective tool is to
make numerous field observations covering the meteorological conditions
leading to worst-case air pollution situations. The sum of many field efforts can
lead to an identification and understanding of the dominant physical processes
governing the dynamics. However, the cost of intensive field experiments can be

prohibitive.

At this time, it is still not practical to use full physics mode!s for routine air
pollution applications. In many applications different scales of motion are present
dictating the need for nested solutions. Usually there is no doci:mentation
available for the models, they are difficult and time consuming to operate, and
‘there is still no assurance that the results will be any more accurate than simpler
approachs. The user needs to know the limitations of the numerical techniques
used, the turbulence closure and the surface paramet'erizations. Also specifying

the initial and boundary conditions can be challenging.

One approach for incorporating atmospheric dynamics into air pollution
models is to parameterize the dominant physical processes in terms of measured
or computed quantities using empirical, semi-empirical or theoretical
relationships. An example is Allwine and Whiteman's (1988) parameterization of
the coupling of valley flows with regional flows (refer to Chapter 2). They
calculate a time-varying transfer coefficient for the transfer of poliutant mass from
a valley atmospr ~re to the flow above ridgetops (regional flows) during the
morning transition period. Their parameterization is based on the bulk
thermodynamic behavior of the valley atmosphere as the valley is being heated

by the sun.
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This approach of parameterizing the dominant processes is the basis of the

following proposed phenomenological model for dispersion in valleys.

EORMULATION OF A VALLEY DISPERSION MODEL

The proposed valley dispersion model uses a very simple approach for
treating dispersion in valleys. It is designed to operate through at least one
diurnal cycle for a single valley. The key processes being incorporated in a
simplified fashion are 1) nonsteady and nonhomogeneous along-valley winds
and lateral and vertical diffusivities, 2) convective boundary layer growth and
inversion descent, 3) cross-valley circulations and subsideiice, 4) interactions

with above-ridgetop winds, and 5) time- and spatially-varying emissions.

The inputs needed for the valley dispersion model are the domain
boundaries, the computational grid, the valley physical characteristics, the along-
valley wind speed and depth of the flow for at least one valley cross section,
temperature inversion characteristics, sensible heat flux as a function of time
following sunrise, lateral and vertical diffusivities, the strengths and paths of
closed and open lateral circulations, and an emissions inventory. The inputs can
be a function of time and space, if available. The outputs include concentrations
of species mass as a function of along-valley and cross-valley location and time,

and ground-level deposition as a function of along-valley distance and time.

Accounting for the effects of the key processes on dispersion is
accomplished by solving the 1-D (along-valley) species conservation equation

for each of a number of "flowtubes" aligned with the valley. Species mass can
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"advect" and "diffuse” among the flowtubes. The equation solved for each

flowtube, ij, is

AAYSICySH] . AIV(S.HC(S.)]

atl + | =S | + TF(S,t) =0 (1)

where
Cij is the concentration along flowtube ij [ng/m3],
Aj is the cross sectional area of flowtube ij [m2],
Vii is the air volume flow rate through flowtube ij [m3/s], and

fo= [PerPernE e [+ [0 @)

CONVENTIONAL + ADVECTIVE + TURBULENT |
SOURCE/SINKS EFFECTS DIFFUSION

are the source/sink terms for flowtube ij [ug/s-m]. The first term in Eqn (1) is the
rate of change of storage of species mass in the control volume (A;jdS), and the
second term is the along-valley advection of species mass. The various
source/sink terms in Eqn (2) are of three general types. The first three are the
more conventional "source/sink" terms representing emissions, deposition, and
chemical or physical transformations. The next term accounts for lateral
advective effects from, for exan.ple, slope flows, cross-valley circulations,
subsidence, regional flow intrusions, and tributary flows. The last term accounts
for the effects of both lateral and vertical turbulent diffusion. An example flowtube
configuration used to compute down-valley drift from aerial spray operations is

illustrated in Fig. 1.
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Valley Wind

Diiction

Center Flowtube
Drift Cloud

Cross-Section of 3x3
Flowtube Grid

Figure 1. Example of the flowtube approach used in the valley dispersion model.
A potential application of the model, predicting the extent of down-
valley drift from aerial spraying operations, is shown.
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Air mass is conserved using the continuity equation considering only the
along-valley flow explicitly. Nonrecirculating lateral flows are treated as
source/sink terms in the equatidn. Possible sources/sinks of air mass are from
subsidence, regional flow intrusions, and tributary flows. Assuming the flow to be

incompressible, the air mass (volume) in the valley is conserved as

aV(S.t) a
+ I'%(S,t) =0
35 (S:t) (3)
where
Y is the total along-valley volume flow rate [m3/s], and
ra is the air mass source/sink term [m3/s-m].

The approach given allows the governing processes to be treated in a |
simple modeling framework. The flow in a valley can be considered
predominantly one-dimensional and confined, which allows this simplified
approach to be taken. The dominant processes governing dispersion are along-
valley flow, and convective ooundary layer (CBL) and inversion top behavior.
Along-valley flow dictates the flowtube configuration aligned with the valley, and
CBL-inversion behavior dictates the flowtube grid to be conformal to the valley
and horizontal in the cross-valley direction. Secondary processes important to
dispersion are cross-valley circulations (thermally and mechanically induced),
tributary flows, subsidence, turbulence, and interactions with winds aloft. The
effects of these secondary processes on dispersion are incorporated through the

source/sink terms in Egns (1) and (2).

The dynamics of the important physical processes are described
parametrically. Some thoughts on the parametric description of each process is

given next. The discussion is structured about the various meteorological
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regimes 'encountered during a diurnal cycle, to show the temporal relationships
of the various processes. As discussed in Chapter 2 and further investigated in
Chapter 3, the daily behavior of the valley atmosphere from thermal effects can
be divided into four time regimes, morning transition, daytime, evening transition,

and nighttime.

During the nighttime period, the winds throughout the valley will typically be
down-valley with down-slope flow near the sidewalls. Tributary flows can also
penetrate the valley, adding to the down-valley flow. The vertical temperature
structure will typically be sub-adiabatic with a surface-based inversion. Wind
direction shifts can be present within the surface-based inversion, and the flow in
the valley can be decoupled from the flow above the ridgetops. The horizontal
and vertical diffusivities may vary significantly with height because of the

complicated vertical structure of the valley atmosphere.

One approach to characterizing the cross-valley and vertical structure cf the
down-valley winds is using empirical relationships and measurements. For
example, Clements et al. (1989) developed a semi-empirical relationship, they
called a Prandlt-parabolic wind ﬁeld, for mean nighttime drainage flow in a deep
valley. The down-valley winds at a valley cross section can be fully specified
knowing the maximum wind speed in the valley as a function of time, and the
depth of the down-valley flow as a function of time. Cross-valley circulations can
be parameterized in terms of approach flow Froude number and ridge
separations, or differential heating. The down-valley flow can be parameterized

in terms of synoptic meteorology and topographic-amplification factors.

The daytime period will be characterized by a developed CBL over the

valley floor, sidewalls and ridgetops with the valley flow coupled to the above-
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ridgetop flow. The winds in the valley will be up-valley with up-siope flows near
the valley sidewalls. The cross-valley and vertical structure of the daytime winds
will not be developed here. An initial approach could be the same form as the
nighttime winds, a Prandtl profile in the vertical and parabolic on the cross-valley

direction.

The characteristics of the morning transition period are discussed in
Chapters 2 and 3. The dominant processes working during the morning
| transition period are the growth of a convective boundary layer (CBL) and the
descent of an elevated stable core. These play a major role in the behavior of
material in the valley atmosphere. The approach for treating the morning
transition period in the model is based on‘ the CBL growth-inversion descent
formulation in Whiteman and Allwine's (1985) VALMET model. Flowtubes below
the CBL have up-valley winds and the species mass is uniformly mixed in these
flowtubes. Above the CBL and below the elevated inversion, the flow continues
down-valley in the flowtubes in the stable core. Above the inversion, the flow is in
the direction of the above-ridgetop winds. The interaction of the CBL

growth/inversion descent and flowtubes is demonstrated in Fig. 2.

The characteristics of the evening transition period are the least studied and
understood. After sunset, surface heating ceases, shutting off convective mixing
near the surface. Radiative cooling of the surface then leads to cooling of the air
near the surface and down-siope flows begin. Convective mixing above the
surface may persist and decay off throughout the evening. An initial approach for
specifying the winds during the evening transition period is to use the same tform

as the nighttime winds.
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Computational Boundary
of Stable Core at time t

j=1 2 3 4 5 6 7 8{ 9 10

.....

Inversion Top
attime t

CBL
attime t

i=1

Actual Boundary
of Stable Core at time t

Figure 2. lllustration of the computational domain on a valley cross section at
time t after sunrise. The stable core, CBL, and inversion top are shown
within a 7 by 10 array of valley flowtubes.

Diffusion can be characterized in terms of mean flow characteristics und
surface roughness. The effects of winds aloft on dispersion in the valley can be

represented by approach flow Froude numbers.

Details of the proposed valley dispersion model are given in the Appendix.
The domain, coordinate system, computational grid, governing equations,

solution method, and meteorological regimes are described there.

T BASIN DISP N

Extending the valley dispersion model, outlined above, to application in
basins is briefly discussed. The primary difference between its use in basins and

in valleys is the need to solve the species mass conservation equations in two-
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dimensions for basins. The flow in a basin is not necessarily predominantly one-
dimensional as Is the case for narrow valleys. The winds in the basin under the
influence of weak synoptic conditions will be light or stagnant with the formation
of a cold-air pool filling the basin after the evening transition period. Circulations
of various scales can be imbedded in this cold air pool. These circulations may
result from local topographical features (e.g., water bodies, hills, gullies),

interactions with flows aloft and urban heat island effects.

The dominant processes identified in Chapter 4 that affect dispersion in
basins are the formation of a cold air pool, wind direction shear, interactions at
the top of the cold air pool, accumulation of material within the pool, and
fumigation during CBL growth. The predominant effect of the formation of the
cold air pool on ground-level concentrations is the directing of plumes to follow
nearly constant MSL surfaces, rather than following the terrain surface. This
results in plumes released at ground-level in the upper reaches of the basin
(above the cold air pool) to become elevated over the lower portions of the basin.
The behavior of plumes released within the cold air pool can be very complicated

and the behavior is not very well understood.

In any modeling approach for treating dispersion in basins, knowing the
behavior of the top of the cold air pool will be essential. A very simple method for
predicting the height of the top of the pool as a function of time is given in Chapter
4,
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Chapter 6

SUMMARY AND RECOMMENDATIONS

The primary goal of this research was to further characterize and understand
dispersion in valley and basin atmospheres. A secondary, and related, goal was
to identify and understand the dominant physical processes governing dispersion
in valley and basin atmospheres. These research goals were accomplished
through a review of the literature (Chapter 2), and through analyses of recently
collected data from two tracer experiments (Chapters 3 and 4). From this added
understanding, a phenomenological modeling approach, applicable to

dispersion in valleys was proposed (Chapter 5).

In September and October of 1984, a large meteorological and tracer field
study was conducted in Colorado's Brush Creek valley by the U.S. Department of
Energy's Atmospheric Studies in Complex Terrain (ASCOT) program (see
Chapter 3). This valley has a semiarid, continental climate with low precipitation
(40 cm annually), low relative humidity, large temperature variations, and high
evaporation. Strong down-valley winds develop in this valley during the night.
Tracer and meteorological data were collected in and around the Brush Creek
valley during five experimental periods (typically midnight to noon). The single
experimental period analyzed (Sept. 26, 1984) was characteristic of clear sky fall
meteorology under weak synoptic influence. The major objectives of the tracer

experiments were to evaluate the behavior of inert gases entrained in nocturnal
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valley flows and the subsequent ventilation of the gases into above-ridgetop

flows during the morning transition period.

Ground-level releases of tracer were completely confined. within the Brush
Creek valley during the nighttime in down-valley flows, with no tracer detected by
the ridgetop tracer samplers. The tracer plume was nearly uniformly mixed in the
- cross-valley direction within 8 km down-valley from the release. The diffusion in
| the vertical direction (Gz at 8 km from the release was about 20% of the half-
height of the valley) was much less than in the cross-valley direction (Cy at 8 km
was greater than the half-width of the valley). The nighttime valley centerline
ground-level concentrations from a continuous release at the valley floor were
well represented (within 20%) out to 8 km by a Gaussian plume equation solved
in a segmented fashion. This agreement was attained by accounting for plume
reflections from the valley sidewalls, initial plume dispersion due to wake effects
from a forest stand, and along-valley variations in turbulence characteristics. The
concentrations downstream from the confluence of the Brush Creek and Roan
Creek valieys were considerably lower than upstream in the Brush Creek valley

because of the dilution caused by the mixing of the two air streams.

In general, for nighttime valley dispersion estimates, the height of the
interaction between down-valley flows and above ridgetop flows needs to be
identified for the proper treatment of dispersion. Material released below this
height will travel in down-valley flows and be contained within the valley
throughout the night. Material released above the interaction height, but near the
sidewalls where it can be entrained in downslope flows, can be transported to the
lower portion of the valley in the downslope flows. |f material is released above

the interaction height, but not near the sidewalls, this material can be carried from
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the valley in above ridgetop flows, or be mixed downward below the interface

height by turbulent transport, or both.

After sunrise in the valley, with the onset of convective boundary layer
growth and the initiation of upslope flows in the valley, the tracer within the valley
was carried into the upper reaches of the valley atmosphere and ventilated from
the valley. This was confirmed by the ridgetop tracer samplers, and by a tracer
mass budget applied to a valley atmosphere control volume. A ventilation rate,
defined as the rate of transfer of material from the valley atmosphere to above
ridgetop flows through an upper boundary of the valley atmosphere (e.g., the
interface height discussed previously), was determined by solving the tracer
mass conservation equation for a valley atmosphere control volume. Tracer
began leaving the valley shortly after sunrise with the maximum ventilation rate
occurring within 1 to 1 1/2 h following astronomical sunrise. The ventilation rate
decayed exponentially to relatively low values within 4 h after ‘sunrise. The
ridgetop concentrations began increasing from background levels within 1 h
following sunrise, peaked within 4 h following sunrise, and then began to
decrease. The tracer mass budget results were consistent with the magnitude
and timing‘ of concentrations measured by the ridgetop samplers. A
dimensionless ventilation rate, ®y, for a ground-level source in a valley was

| defined as

Q, 1

®, =
Y Qg/Ur

where Qy is the ventilation rate per unit length of valley, Ut is the mean down-
valley wind speed, Qs is the source release rate, and T is the time interval

between astronomical sunrise and the time of the temperature inversion breakup
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in the valley. For the Brush Creek valley, ®y was a maximum of 1.9 at a

nondimensionai time following astronomical sunrise of t/1~0.2.

The vertical profiling of tracer added considerably tc the success of the
tracer mass budget analysis. This was especially true in using the tracer mass
budget approach to determine the nighttime down-valley air volume flow rate in
the Brush Creek valley. The best measure of the nighttime down-valley air
volume flow (0.33-0.77 million cubic meters per second) was determined from
tethersonde obserrvations of the down-valley winds and a parabolic cross-valley
structure determined from lidar observations of the down-valley winds. The
calculation of trac'er‘v mass flow rates at two down-valley distances from the
release recovered (wlthln 5%) the reported release rates of two tracers,
confirming the calculated air volume flow rate, and air volume flow divergence

(65 cubic meters per second per meter).

During January of 1989 an SFg tracer study was conducted in a broad basin
at Roanoke, Vi‘rginia,fas part of the U.S. Environmental Protection Agency's
Integrated Air Cancer Project (see Chapter 4). The Roanoke basin is located on
the eastern slopes of the Appalachian Range in the Blue Ridge Mountains. This
basin has a moist, continental climate with moderate precipitation (110 cm
annually), high relative humidity, moderate temperature variations, and low
evaporation. During relatively undisturbed and cloud-free nights, calm to very
light winds develop in this basin. Tracer and meteorological data were collected
in the Roanoke vicinity during five experimental periods (typically 2000 to 0800
LST). The single experimental period analyzed (January 16 to 17, 1989) was

representative of clear sky winter conditions. The study was designed to identify
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and understand the transport and diffusion characteristics of the Roanoke basin

atmosphere during winter-time stagnation conditions.

A cold air pool formed in the Roanoke basin, filling the basin to the depth of
the lowest outflow barrier to the basin. A simple model, based on mass
continuity, was formulated to describe the ascent rate of the top of the cold air
pool. The pool began to fill after the evening transition period (~2100 LST) and
was filled by the early morning (~0300 LST). A steep temperature inversion (0.15
°C/m) marked the top of the fully developed cold air pool. Flow oscillations with a
period of roughly 70 minutes were observed. These may have been caused by

surges in competing slope flows from various parts of the basin.

A ground-level tracer plume became elevated in the basin, riding over the
top of the cold air pool. Horizontal plume spread was enhanced by wind
direction shear, and the downward diffusion of the elevated plume was inhibited
by the elevated temperature inversion at the top of the cold air pool. The
decrease in ground-level concentration with downwind distance was greater than
expected, even when accounting for the plume elevation and enhanced
horizontal diffusion. The tracer concentration within the cold air pool increased
slowly with time throughout the night and early morning. The peak
concentrations in the lowest portions of the basin were observed in the last
sample (0800 LST). This could have been caused by the fumigation of the

elevated plume to the surface in a growing CBL.

In general, this research identified cold-air pool formation as a dominant
meteorological process governing nighttime dispersion in basins. Modeling of
basin dispersion must treat the formation of cold-air pools in order to adequately

predict concentrations.
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The nighttime average ground-level concentrations, muitiplied by the wind
speed and divided by the release rate, at 8 km from the release point in the Brush
Creek valley were roughly a factor of 300 greater than those measured in the
Roanoke basin. The primary reasons for these large differences in the ground-
level concentrations for these two similar (ground-level, continuous) releases
were: 1) The tracer plume was narrowly confined by the sidewalls in the free-
flowing Brush Creek valley with the plume becoming nearly uniformly mixed in
the cross-valley direction. 2) The ‘plume followed along the ground as it moved
down-valley in Brush Creek valley. 3) The plume became elevated in the
Roanoke basin as it travelled over the top of a cold afr pool forming in the
Roanoke basin throughout the evening. The top of this pool stabilized at the
height of terrain blockages at the down-valley edge of the basin. 4) Lateral
dispersion of the plume in the Roanoke basin was enhanced by wind direction

shear in the vertical.

A valley dispersion model! (see Chapter 5 and the Appendix) is proposed. It
is designed to operate through at least one diurnal cycle for a single valley. The
key processes being incorporated in a simplified fashion are 1) nonsteady and
nonhomogeneous along-valley winds and lateral and vertical diffusivities, 2)
convective boundary layer growth and inversion descent, 3) cross-valley
circulations and subsidence, 4) interactions with above-ridgetop winds, and 5)
time- and spatiall/-varying emissions. Accounting for the effects of these key
processes on aispersion is accomplished by solving the 1-D (along-valley)
species conservation equation for each of a number of "flowtubes" aligned with
the valley. Species mass can "advect" and "diffuse” among the flowtubes via

source/sink terms in the species conservation equation.
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The inputs needed for the valley dispersion model are the domain

boundaries, the computational grid, the valley physical charécteristics, the along-

valley wind speed and depth of the flow for at least one valley cross section,

temperature inversion characteristics, sensible heat flux as a function of time

following sunrise, lateral and vertical diffusivities, the strengths and paths ot

closed and open lateral circulations, and an emissions inventory. The inputs can

be a function of time and space, if available. The outputs include concentrations

of species mass as a function of along-valley and cross-valley location and time,

and ground-level deposition as a function of along-valley distance and time.

The following recommendations and research questions result from this

work.

1)

The experimental results should be compared in more detail with the
conservation of mass, momentum and energy equations (both differential
and integral forms) to investigate further the characteristics of the ventilation
process in the Brush Creek valley and the pool formation process in the
Roanoke basin. The most fruitful anproach may be from a bulk (integral)
standpoint, which could lead to simplified models. A model of the ascent
rate of the top of the cold air pool forming in the basin could be formulated
based on bulk thermodynamic considerations. Sensitivity studies can be
performed to identify the key factors influencing ventilation and pooling.

Diffusion through the top of the cold air pool needs to be investigated further.
How important a role do wave motion and turbulent bursts play in the

vertical transport in and through the cold air pool?
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3)

Oscillations in the flow (periods about one-quarter to one hour) appeared in
botir the Brush Creek valley and Roanoke basin flows. What are the effects
of these oscillations on dispersion? |

The results from this research and dynamic model investigations can be
used to formulate and test parameterizations of the processes of ventilation
and pooling. These parémeterizations can add to improving regional air

pollution modeling and glob‘al climate modeling.
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Appendix

VALLEY DISPERSION MODEL

GENERAL DESCRIPTION

The proposed valley dispersion model, designed to operate through at least
one diurnal cycle for a single valley, uses a very simple conceptual approach for -
treating dispersion in valleys. The key processes being incorporated in a
“simplified fashion are 1) nonsteady and nonhomogeneous along-valley winds
and diffusivities, 2) convective boundary layer growth and inversion descent, 3)
cross-valley circulations and subsidence. 4) interactions with above-ridgetop

winds, and 5) time- and spatially-varying emissions.

Accounting for the effects of the key processes on dispersion is
accomplished by solving the 1-D (along-valley) species conservation equation
for each of a number of "flowtubes" aligned with the valley. The air mass
conservation equation is satisfied for the along-valley flow in each flowtube, and
for the entire valley. An example flowtube configuration used to compute down-
valley drift from aerial spray operations is illustrated in Fig. 1 in Chapter 5.
Interactions among flowtubes can occur and are handled through source/sink
terms in each conservation equation. The interactions treated in a highly
simplified fashion are turbulent diffusion and lateral advection. The advection

can result from subsidence, cross-valley circulations, or interactions from aloft.
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The inputs needed are the domain boundaries, computational grid, the
valley physical characteristics, the along-valley wind speed for at least one valley
cross section, temperature inversion characteristics, sensible heat flux as a
function of time following sunrise, lateral and vertical diffusivities, the strengths
and paths of closed and open lateral circulations, and an emissions inventory.
The inputs can be a function of time and space, if available. The outputs include
concentrations of species mass as a function of along-valley distance and time
for each of the flowtubes, and ground-level deposition as a function of along-

valley distance and time.

The domain, coordinate system, computational grid, governing equations,

solution method, and meteorological regimes are described.

DOMAIN AND COORDINATE SYSTEM

The computational domain should extend far enough down-valley and up-
valley from the source area to handle transport distances commensurate with the
simulation period. This could be up to 100-200 km up-valley and down-valley
(provided the valley is this long) for one diurnal cycle. Another consideration is
that the domain extend enough beyond the receptor area of concern that edge
effects are minimized. That is, material advected off the grid is lost, and
consequently, cannot contribute in the event of flow reversal. The cross-valley

extent of the domain should be from ridgetop to ridgetop.

Two coordinate systems are used. One is Cartesian (x,y,z) and, if possible,
is based in a convenient geographic coordinate system (e.g., UTM). The second

coordinate system (S,Y,Z) is nonorthogonal and the S-axis follows the valley floor
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centerline. The origin is at the up-valley edge of the domain, at the center of the
valley cross section, and at the level of the valley floor. The positive S-axis
follows down-valley at the valley center; the'positive Y-axis extends horizontally
to the right (looking up-valley) locally perpendicular to the S-axis; and the positive
Z-axis Is the same orientation as the z-axis in the Cartesian grid. The
transformation of an equation from the first coordinate system into the second
would introduce "streching factors" into the transformed equations. Howevef,

these streching factors will not be treated in the 1-D equations developed here.

Once the computational domain and coordinate systems have been
determined, certain terrain characteristics need to be specified. These can be
détermined from contour maps and/or computer-baséd digital elevation data sets.
The terrain characteristics required are

S(x,y) = the down-valley distance following the valley floor [m],

YL(S,2) = Y-coordinate of left sidewall (negative) [rﬁ], and

YR(S,z) = Y-coordinate of right sidewall (positive) [m].

z!(S) = elevation of the valley floor [m MSL],

z'(S) = elevation of the ridgetops (it different, then use lower) [m MSL],

The venrtical axis transforms as
Z = z(S) - Z'(8) (1)

where Z is in meters above the valley floor at the down-valley distance S.
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COMPUTATIONAL GRID - FLOWTUBES

The number of flowtubes must be specified in the vertical and crosé-valley
directions in order to generate the computational grid. The number of flowtubes
is identified as

NZ = number of "rows" (layers) in valley, and

NY = number of "columns" across valley.

The computational grid can then be generated as follows.

First a valley cross section is initialized from which the complete grid is
generated. This cross section shouid be "typical" and roughly the median in
area. The i-index denotes the "row", and the j-index the "column." The "rows"
(layers) are evenly spaced in Z, and the "columns" are evenly spaced in Y at

each Z. The cross-sectional areas of the flowtubes, Ajj, at section Sg are

S _
Ayso) = BGed s =g @
where,
Z(So) L
AfSo) = [ [Y(S02) = YH(50,2)] 02 @)
Z_.4(Sp)
Zi(So) = Zi1(Sp) + AZ(Sp); 1 =1, NZ , Zo=0 (4)
l'S - f
AZ((Sy) = 2 O)NZZ (50) (5)

The computational grid (flowtubes) can then be generated at all S, using the

following two relationships

>

AS) = 28l p s 6)
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A”(S) = é'\II(Yi)- ) j=1, NY (7)

where the total cross-sectional area of the valley, A, at any location, S, can be

determined by

NZ
A(S)= 3 A(S) (8)
=1
or,
Z,2(85)
AS) = [ [YRs.2) - YHs.2)| oz (9)
: |

The vertical spacing of the flowtubes on any along-valley cross section is not
generally the same as at Sy [Eqn (5) does not necessarily hold at any arbitrary
cross section, S]. Rather, the layer heights at S are determined by f'inding the Z's
where

Z(8)
| [YH(S,Z) - YL(S,Z)] dZ = A(S) (10)
Z,_4(S)

Eqns (6), (7) and (10) maintain the conditions 1) that the area of each flowtube
remains in the same proportion to the total cross-sectional area for all S; and, 2)
that the layers are always horizontal in the valley cross section. These conditions
impose a configuration of the flowtubes that is consistent with the general flow
characteristics. Fig. 1 shows a section of valley divided into 9 flowtubes. The
flowtube in the center of the valley is outlined to show it's conformity with the

shape of the valley.
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Figure 1. Conforming of the center flowtube to the shape of the valley.
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dealized Valley C Secti
Consider the valley cross section to be approximated as shown in Fig. 2.

The computational grid can then be generated from analytical expressions

determined ‘rom the integration of

225 R L 22t 14 Z 14 VA
YT (S,Z2) - Y-(S8.2)|dZ = 4 ——p | = | — - — || dZ(11
Z.{S)[ &8 ( )] z,{S) KZ tana } ( 2 H a

= UZ,-Z,) + -2(222 -22)

where

tana tana (13)

¢ = width of valley floor [m],
al = elevation angle of left sidewall, and

aR = elevation angle of right sidewall.

Figure 2. Simplified valley cross section showing required parameters.
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The following relations can be determined from Eqn (12)

AlSo) = Zya(so) (Us0) + X z,4(50)) (14)
.1
Ai(So) = AZi(So)[l(So) + 9(30)("‘5) Azi(so)] (15)

The total cross-sectional area at location S is

_ o(s) |
A(S) = Z,z(S) (I(S) 5 NZ(S)) (16)

The Aj's at location S can be calculated from Eqn (6), using the results from Eqgns
~(14), (15) and (16). The area of each flowtube at cross section S can then be

calculated using Egn (7). The hei,gm@ of the flowtube levels can be calculated as

- @(S)[‘j‘ + 26(5) AS) - ()] (17)
where

A(S) = Aiy(S) + AB) i Ay(S) = 0 (18)

The cross-valley locations of the flowtube faces can be determined as

Yii(S) = Yiju(S) + AY(S) i YiolS) = YH(S)

(19)
where
AY,(S) = ﬁf[l(S) + ©(S) Z(S)] (20)
Ly — _ 4S) Z(S) ‘
Y (8) 2 tan ocL(S) 1)

Other relationships applying to any cross section are



A = AZ; [[ + 92] | (22)

AZi = Zi - Zi-1 (23)

= 1

Z = 'Q‘(Zi+zi—1) | (24)

Aj = AZAY, (25)

_— 1 1 -

AY, = E(AY;+AYi_1) = N‘?‘(“@Zi) (26)

i1 j 1

Y = (—7 - —)z + (-—Y—e - —'_T)Zi
N 2 N tana (27)
Zi

A= [ [Yij - Yii]dz (28)
Zi—q

N TION QF Al

Air mass is conserved using the continuity equation considering only the
along-valley flow explicitly. Nonrecirculating lateral flows are treated as
source/sink terms in the equation. Possible sources/sinks of air mass are from
subsidence, regional flow intrusions, and tributary flows. Assuming the flow to be

incompressible, the air mass (volume) in the valley is conserved as

aV(S.t)
ER

+ Ir3S,t) =0 (29)

where
V s the total along-valley volume flow rate [m3/s], and

I js the air mass source/sink term [m3/s-m].
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The air mass is also conserved for each flowtube, ij, as

AV(Si1)
- a8

+ TS =0 , (30)

where

\'/“ is the along-valley volume flow rate in flowtube ij [m3/s], and

l"if is the air mass source/sink term in flowtube ij [m3/s-m].

The following two relationships between the fiowtubes and the entire valley
hold,
NZ NY z Y

VS =Y Y Vist) and T3St = LR (S.1) (31)
i=1 j=1

Z
P4

1]
—
1]
-

Integrating Eqn (30) between a starting cross section, Sg, and some arbitrary
cross section, S, gives

S
Vi(S:t) = Vq(So.t) - [ T(S".t)ds’ (32)
So

Given the volume flow rate at Sg and the source/sink terms for all S, the volume
flow rate for each flowtube at time t can be determined for all S from Eqn (32).
The along-valley wind speed, u;;, averaged over the area Ajj can then be

calculated as

ui(S,t) =
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Along-Valley Yolume Flow Rate

Next consider the coordinate system (S,B,y) which transforms from the
/_,.

(S,Y,Z) coordinate system using the equations RN

T (34)

Y-yt 1 1 1
= e — L <Bg—
5 YRyt 2 (-3<B<3)
and,
z-2'
Yy = . (0sys<) | (35)

Given the along-valley winds u(S,B,y,t) at one valley cross section (So), the

volume flow rate for each flowtube at Sg is determined as

Y B
ViSot) = {2S0)=2'(80)} | [{Y™(S0.v)~ Y (Sov)} [ u(So.By.t)dB |ty (36)
Yiet Bj_1
where,
b= -2t i=aN By =3 (37)
YSo) = 1z 1= UNF; g =0 (38)

If the along-valley winds are known at more than one location (e.g., two

locations, Sg and S4), the flow field is made to conform to the measurements by

incorporating a source/sink term in Eqn (30) calculated as

Vij(So.t) = Vii(S1.t) (39)

[2(S:{Sg = S1}.t) =
ij({O 1}) S1—So

The along-valley winds need to be known over an entire valley cross section
in order to calculate the volume flow rate for each flowtube using Eqn (36).

These wind fields can be developed using various methods, including
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measurements, primitive equation models, parameterizations of pertinent
physics, and empirical relationships. In most cases, winds are not measured
over ah entire cross section, but rather point measurements or; at ‘best, vertical
profiles of winds are available as a function of time. Empirical relations can be
used to interpolate and/or extrapolate the measurements to cover the entire

valley cross section.

CONSERVATION OF SPECIES

The basis of the approach is the solution of the 1-D species conservation
equation for each flowtube. Species mass can "advect" and "diffuse" among the
flowtubes. The equation solved for each flowtube, ij, is

AIAYSICy(S.A)] | ALV(S.HCy(S 1]
ot R

+ T(St) =0 (40)

where
Cij is the concentration along flowtube ij [ug/m3],

Ajj is the cross-sectional area of flowtube ij [m?],
\'/ij is the air volume flow rate through flowtube ij [m3/s], and

c _ cs C cc | ca | ed

ofo= [P+ 0Pere]+ 7]+ [0 (41)
CONVENTIONAL ADVECTIVE + TURBULENT
SOURCE/SINKS EFFECTS DIFFUSION

are the source/sink terms for flowtube ij [ug/e-m]. Various terms of Eqns (40) and
(41) are shown graphically in Fig. 3. The first term in Eqn (40) is the rate of
change of storage of speciers mass in the control volume A;dS, and the second
term is the along-valley advection of species mass. The various source/sink

terms in Eqn (41) are of three gencral types. The first three are the more
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conventicnal "source/sink" terms representing emissions, deposition, and

chemical or physical transformations. The next term account for lateral advective

effects from, for example, slope flows, cross-valley circulations, subsidence,

regional flow intrusions, and tributary flows. The last term accounts for the effects

of both latefal and vertical turbulent diffusion. The source/sink terms are

described next. (The deposition and transformations source/sink terms are not

developed here.) |

VOLUME ELEMENT . Transformations
OF FLOWTUBE i, /

Vertical Face S

Advection ™\
N Vertical

— -~ Diftusion
] .
Facei

Emissions — __ ——S
Face i-1
Face -1 , y ____ Lateral
~~~~~~~~~ g | » A - Advection
~
~
~
~
Lateral
L Diffusion
Along-Valley
Advection

~~
Face S + AS - Deposition

Figure 3. Sources/sinks, flow and flux of species mass through a flowtube
volume element.
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Emissions Source/Sink Term

Each flowtube can have an emission inventory associated with it. The

inventory for each flowtube can be a function of along-valley distance and time.
" The emissions are accounted for as the source term, I7®, in Eqn (41).

Turbulent Diftusion S Sink T

Material can move among flowtubes by turbulent diffusion. The K-theory
approach is used where horizontal (lateral) and vertical diffusivities can be
specified for each flowtube. Assuming the lateral and vertical diffusivities to be
only a function of Z, the source/sink term representing diffusion in Eqn (41) is

given as
cd Y ~cd?
O = 0t + 1 (42)
where the lateral and vertical turbulent diffusion terms are represented as,

i = [V'e]

_ [\'/Y' C'] | (43)

Face j Face j-1

¥ = [VZe| - [V=c] (44)

Facei Facei-1

and the overbar terms represent the time-averaged turbulent fluxes of C in the Y-
and Z-directions as denoted. The turbulent volume flow terms (VY' and VZ') are
flow in the Y- and Z-directions per unit length in tha S-direction [m3/s-:m]. Eqns

(43) and (44) can be approximated using K-theory as

e = AZiKF[QC—’] - azkY [99] (45)
oY Facej oY Face j-1
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dC adC

~cdZ z  wZ
i7" = AYK| [—] - AYI—1KI-1[—"] (46)
l ' 0Z Facei “oZ Facei-1

Writing the derivatives in difference form and regrouping gives

d* _ AZ KY
ﬂf = -—uAL#'——(Cuq—ZCH-FC“H) ‘ (47)
o _ AYKE ey AYLKE (48)
I Az (Ciuyy - Cuy) 2z (Cy - Ciyy)
where
AZ; = ';‘(AZI"'AZM) | (49)

and KY is the lateral diffusivity and KZ is the vertical diffusivity. The index
convention is shown in Fig. 4. The lengths AY and AZ are functions only of Z on

each cross section, and are determined from Egns (20) and (23).

Face j-1 Face j

Figure 4. Index notation associated with the flowtubes on a valley cross section.



180

Advective Effects Source/Sink Term

The lateral advective processes (e.g. subsidence, lateral circulations,
intrusions from aloft, tributary flows) affect the concentration in a flowtube element
by moving air mass (and consequently species mass) among the flowtubes. The

advective effects source/sink term is calculated as

If* = WGy = VilaCipr + VFCy = Wy Cry (50)
The terms, VY and VZ, are volume flow rates in the Y- and Z-directions per unit
length in the S-direction [m3/s-m). If the flow is in the opposite direction (negative

values) through a particular face or faces of the flowtube, then the source/sink

term is calculated as

I = VY Cijr — WiCy + VG Cuyy — ViH,Cy (51)

The method of incorporating lateral advective effects is to describe the
physical process creating this motion in terms of two basic flow elements:
"closed" and "open” Vaney circulations. The air mass in these circulations must

be conserved on each valley cross section.

The closed valley circulation has the properties that 1) no air mass can be
added or removed; and 2) the circulation must begin and end at the same
flowtube, or begin anywhsre on the boundary and end anywhere on the
boundary. The effects of the closed circulation are not felt in the air mass
gonservation equation, but enter into the conservation of species mass Eqn (40).

Examples of closed circulation are slope flows and cross-valley circulations.
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The open valley circulation has the properties that air mass is added or
removed from the valley atmosphere at the cross section of interest, the
circulation must begin or end on the boundary, and the path of the circulation
does not intersect or cross itself. The effects of the open circulation are felt in
both the air and species mass conservation equations. Examples of open

circulations are subsidence, penetrations from aloft, and tributary flows.

Determining the lateral volume flow rates through all flowtube faces
resulting from closed and open circulations is discussed next. The source/sink
term in the air mass conservation equation resulting from open circulations is
also discussed. It should be noted that no "branching" of a circulation path is
permitted. That is, lateral inflow to a flowtube element is through one face and

lateral outflow can only occur at one other face.

Cross-valley circulations are treated numerically using the concept of a
"circulation vector." Once the location of an open or closed circulation of initial
magnitude, Qg p, has been prescribed, the i (Z-direction) and j (Y-direction)
indicies of the Np number of flowtubes that the "pth" circulation passes through
are specified in vectors Zp(k) and Yp(k), where k = 1, 2,..., Np. The order of the
indicies specifies the order of the circulation. The vector locations Zp(0) and
Yp(0) are used as a hweans of closing the circulation path of a closed circulation,
where Zp(0) is set to Zp(Np), and Yp(0) is set to Yp(Np). In the case where the
circulation begins on a boundary, Zp(0) and Yp(0) are set to the boundary index.
The volume flow rates through the faces of each flowtube element in the

circulation are

Qp(S) = Q_1p(S) = kp(S)Qop(S) & k = 12,...,Ng(S) (52)

where
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Qk,p Is the volume flow rate of alr through the kth flowtube in the pth
circulation [m3/s-m}, and

fk,p Is the fraction of the initial air volume flow converted to along-valley
flow in the kth flowtube.

For a closed circulation, all of the fk p values are zero, and for an open circulation,

the following continuity condition must be satisfied
Np
Dhp =1 | (53)
k=1

" The air source term, included in the air conservation Eqn (30), for the ijth

flowtube is

TP(S) = 2.%p(S) Qo,p(S)
i > P 0,p (54)

where k and (j are related by the circulation vectors Zp and Yp.

The lateral flow imposes a constraint on the size of the modeling time step
< . . 55
o] | o (55)
This constraint ensures that the volume flow of air through control volume
elements during At does not exceed the volume of any of the elements. The
constraint in Eqn (55) is not the most restrictive. It assumes that not more than
one of the p circulations passes through any flowtube, wi..ch may not necessarily

be true.

The lateral volume flow rates needed in the advective effects source/sink
terms are determined as follows. First the volume flow rates for a valley cross
section are all initialized to zero. Then the flow rates associated with each

circulation are summed to the appropriate flowtube face as mapped with the



183
circulation vectors. The result Is an array of flow rates for all the faces for a given

time step.

Boundary Conditions

An infinite reservoir of air is assumed to surround the lateral boundaries
(includes top and bottom boundaries) of‘the computational domain. That is, air
can be removed from or added to the reservoir without changing any properties
of the reservoir. The background species concentration can be specified on the
lateral boundaries as a function of time and space. The longitudinal boundary

conditions of species concentration can vary in time and space. "

Solution Method
Rewrite Eqn (40) as

aCyst) . 1 JVSHCSY]  TEsy |
at Ai(S) FR ¥ Ay(S) 0 | (56)

Eqns (56) can be solved for Cjj given \'/” from Eqn (30), and the initial and

boundary conditions for Cjj.

The finite difference form of the advection term in Eqn (56), using upwind

differencing at the advanced time step (implicit form), is

_1_8_[\./1;06)]_ _ i \'/i}‘n.n+1cbn.n+1 _ \./;;11“1‘n+10;‘}r1—1.n+1
Ay S Al AS

(57)
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The m index refers to steps in the space dimension, S, and the n index refers to
steps in time. The grid spacing is AS, and the time step is At. The continuity

equation [Eqn (30)], in finite difference form, gives

\'/i;n-1,n+1 - \',i;n.nn + AS (F, (58)

a )m.n+1

Substituting this into Eqn (32), using Eqn (17), and regrouping gives the

advection term as

_1‘ a[Vl] Cii] _ Uﬂn'nﬂ

CI‘]’\—T,D+1 ' 59
Aj S AS ! (56)

m,n+1

Writing the storage term of Eqn (56) in finite difference form (using forward
differencing), and regrouping, gives the implicit finite difference representation of
Eqgn (56) as

Cp*! =[O+ (r+E)C]™ + F]/ [141] (60)
where
At
r = u{}n,nﬂzs_ (61)
a m,n+1
E = (rf) At 62
AT (62)
( ijg)m,nﬂ
F = -TAt (63)

The concentration along each flowtube at the advanced time step (n+1), can
be determined using Eqn (60), by marchiny downstream from the specified

houndary condition, and given the values from the previous time step (n). The
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wind speed required in Eqn (61) is determined from measurements and Eqn (20).
The source/sink term resulting from air mass convergence is determined using
Ean (39), and the source/sink terms required in Eqn (63), are specified or
caiculated depending on the particular term [refer to Eqn (41)]. These finite
difference equations developed above are for flow in the down-valley direction.
The upwind differencing criteria for the advection terms will result in different
equations for up-valley flows. These equations are not given here, but follow the

same development.

Note from Eqn (60) that the concentration can be calculated explicitly at the
advanced time step if the "old" source/sink terms in Eqn (63) are used. This
approach is adopted to simplify the calculations. Consequently, Egn (63)
becomes

m,n+1 m-1n+1
(if + o« o)+ (6 - OR)

F = — At (64)

A7

TREATMENT OF VARIOUS METEOROQLOGICAL REGIMES

As discussed in Chapter 2, the daily behavior of the valley atmosphere from
thermal effects can be divided into four time regimes, morning transition, daytime,

evening transition, and nighttime.

During the nighttime period, the winds throughout the valley will typically be
down-valley with down-slope flow near the sidewalls. Tributary flows can also
penetrate the valley, adding to the down-valley flow. The vertical temperature

structure will typically be sub-adiabatic with a surface-based inversion. Wind
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direction shifts can be present in the surface-based inversion, and the flow in the
valley may be decoupled from the flow above the ridgetops. The horizontal and
vertical diffusivities may vary significantly with height because of the complicated
vertical structure of the valley atmosphere. One approach to specifying the cross-

valley and vertical structure of the along-valley winds is given below.

The daytime period will be characterized by a developed CBL over the
valley floor, sidewalls, and ridgetops with the valley flow coupled to the above-
ridgetop flow. The winds in the valley will be up-valley with up-siope flows near
the valley sidewalls. The cross-valley and vertical structure of the daytime winds
will not be developed here. An initial approach for describing the daytime winds
is to use the same form of the equation that describes the nighttime along-valley

winds.

The morning transition period proceeds from nighttime profiles to daytime
profiles. The characteristics of the morning transition period are discussed in
Chapters 2 and 3. The dominant processes working during the morning
transition period are the growth of a convective boundary Iayer‘(CBL) and the
descent of the stable core of the valley. These play a major role in the behavior
of material in the valley atmosphere. The approach for treating the morning
transition period in the model is based on the CBL growth-inversion descent
formulation in Whiteman and Allwine's (1985) VALMET model. Flowtubes below
the CBL have up-valley winds and the species mass is uniformly mixed in these
flowtubes. Above the CBL and below the elevated inversion, the flow continues
down-valley in the flowtubes in the stable core. Above the inversion, the flow is in
the direction of the above-ridgetop winds. The interaction of the CBL

growth/inversion descent and flowtubes is demonstrated in Fig. 2 in Chapter 5.
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The characteristics of the evening transition period are the least studied and
understood. After sunset, surface heating ceases, shutting off convective mixing
near the surface. Radiative cooling of the surface then leads to cooling of the air
near the surface and down-slope flows begin. Convective mixing aboye the
surface may persist and decay off throughout the evening. An initial approach for
specifying the winds during the evening transition period is to use the same form

as the nighttime winds.

[Io | “r ’ l - ” . l

Clements, et al. (1989) gave the following semi-empirical relationship,
called a "Prandlit parabolic wind field," for mean nighttime drainage flow in a deep

valley in western Colorado

wY,z) = Uf(Y)g(z) (65)
where,
Y 2
f(Y) = 0.95 - °'85[ﬁ?{)) (66)
_las z-2' f
oz) = 32e [ D‘z'] sin[n%I_—zT) (67)

U = the maximum wind speed [m/s],

H = the valley half width [m], and

D = the depth of the drainage flow (height at which wind speed goes to
zero), [m MSL].

Eqns (66) and (67), expressed in the computational coordinates, and

assuming the depth of thie drainage extends to the ridgetop level (i.e., D = zf), are
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f(B) = 0.95 — 3.4p2 (68)

a(y) = 3.2 e 3 sin(ny) - (69)

Then from Eqn (36), the along-valley volume flow rate can be determined as

B, Yi ‘
Vi(Sot) = U(So.t) {2/(S0) - 2'(So)} [1(BYaB [{Y"(S0,1) - Y'(Som)}alr) dv(70)
Bj-1 Yi-1 '

or, after integrating over B,

Yi
50) = USot [2680) - 25} {252 - 113(68 -8E.)} [{¥A80m - Y-Samoniar(71)

Yi-1
Eqgn (71) can be used to generate the along-valley volume flow rate for each

flowtube, at time t, given the maximum wind speed as a functiun of time.

IMPROVEMENTS AND ADDITIONS

Wet and dry deposition can be incorporated in a straight-forward manner in
the model. Deposition would be treated as an additional sink term in Egn (41).
The treatment of chemistry would require a conservation equation for each
species of interest. The treatment of chemical transformations would be handled

through the source/sink term in each conservation equation.

It would be desirable to have the flowtube areas be functions of time as well
as S, as this would allow for moving boundaries. For example, the atmosphere in
the lower portions of the valley may become stagnant and become decoupled
from the flow above. In such cases, it would be desirable to define the valley
"floor" as the top of the pool. This would cause the valley cross-sectional @rea to

change with time. This time dependency can be incorporated into Eqn (40).
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