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INTRODUCTION 

Receiver Operating Characteristic (ROC) curve analysis provides a powerful 

and broadly applicable approach to the problem of evaluating the diagnostic 

performance of medical imaging systems. 1 ' 2 In the past, there has been no 

statistical test with which one can adequately address the question: "Is an 

observed difference between two measured ROC curves statistically significant?" 

An ROC curve obtained in a visual detection experiment usually must be described 

by two parameters. Previous attempts to develop a significance test for ROC 

data have dealt with only a single index of signal detectability, by assuming 

that each of the ROC curves in question is described by a single parameter such 

as d ' (which is inadequate for most visual detection experiments), by testing 
• 

differences in only one of the two parameters describing an ROC curve, or by 

summarizing each ROC curve in t erms of a single and incomplete index of- perfor­

mance , such as the area under the curve. 

Recently we developed and evaluated a statistical test which simultaneously 

takes into account apparent differences in both parame t ers of the two ROC curves 

in question. The sets of rating scale data obtained for estimation of the two 

ROC curves are assumed to be statistically independent. Also, each ROC curve is 

assumed to be binormal that is, to be of a functional form that plots as a 

straight line with generally non-unit slope on double normal-deviate axes. 3 

The l iterature of experimental psychology provides much empirical evidence that 

curves of this functional form provide good fits to ROC data from experiments 

in which decisions are based on subjective judgements. 

On the basis of these assumptions , maximum likelihood estimates of the two 

ROC curve parameters associated with each set of rating scale dat a are computed 

using the "method of scoring."4 ' 5 This procedure yields not only maximum 

likelihood estimates of the two parameters of each ROC curve, but also estimates 

of the variances and the covariance of the parameter estimates • 
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It is known theoretically, ··under rather general conditions, that maximum 

likelihood estimates of underlying parameters follow a multi-variate normal 

distribution in the limit of large numbers of trials in the experimental data. 6 

By assuming that the maximum likelihood estimates of the ROC curve parameters 

are sampled from a bivariate normal distribution~ we construct from the two pairs 

of ROC parameters ·a test· statistic .that should follow the Chi-square distribution 

(with .two aegrees of freedom) when the two sets of rating scale data arise, in 

fact~ from the same ROC curve.- The hypothesis that the two sets of rating scale 

data arise from a single underlying .ROC curve is .then rejected at· the 100(1-et)% 

confidence level if the test ·statistic exceeds the critical value c for which 

Prob (X2 v= 2 >. c) = et • 

.THEORY ··N 
i~ 
; 
~-

" ". 
Consider two independent-. pairs of. normal 'random variables· (A ~ B ) and 

" " 1 1 
(A , B ) • Each pair re~resents -l:he estimates of the two pa:cameters of an ROC 

2• 2 

curve. Assume that the variances and covariances·of the· four parameters are 

known, with values 
" 2 ,.. 2. 

Var {A } =·C1 ~ Var {B } = CJB , ' 1 A 1 
1 l 

" 
.1 ;· ~~ ... - .2 

Var {A } = a A ~ Var {B.} = CJB 
2 2 

2. 2. 

and 
" " " " Covar {A B }= aA B ~ Covar {A B } = aA B 1 ' ' 1 2 2 . 1 1 2 2 

" " A. " The.covariance of A1 and B1 and the covariance of A2 and B2 are generally non-

zero because the A. and B. are estimated jointly from a single set of observer 
1 ].. A A A · A A. A 

response data. The covariances ofA1 and A2 , of A1 and B;, of B
1 

and A2 ~ and 

of B1 and B2 must be zero, however, since the data·sets used toestimate the 

pairs (A
1

,. B
1

) and (A
2

, B
2

) are statistically independent. 

If we wish to determine the statistical significance of an observed differ­

ence-between two ROC curves, then we must test the null hypothesis that the two 

estimated ROC curves arose, in fact, from a single underlying ROC curve. This 

is equivalent to the null hypothesis that E{A1 }=E{A
2

} and E{B
1 

}==E{B), or 

E{A
1
-A

2
r=o and E{B

1
-B

2
}=0, where E{ } indicates "expected value of."· 

.... "" "" Let Ad - A
1
-A

2 
and Bd = B

1
-B

2 
represent the observed differences between the 

estimates of the A parameters and the B parameters of the two measured ROC curves. 

Then we must test the null hypothesis that E{Ad}=O and E{Bd}=O. Since the two 

ROC curves were estimated from independent data, 

I 
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Var {Ad} Var {A l + Var {A l 
1 ? 

? i MASTER = crA + crA 
1 2 

2 
- crA 

d 
•. ,... ,... 

Var {Bd} Var {B } + Var {B } 
1 2 

2 2 
= crB + crB 

1 2 

2 

- crB 
d 

and .Covar {Ad; Bd} = Covar {A B } + Covar {A B } 
·'' 

1, 1 2' 2 

= OA B + 0A B 
1 1 2 2 

~ p crA (J 

d Bd 

where p represents the correlation coefficient for Ad and Bd. These relation­

ships can be summarized by the·matrix equation W = S +S , where W represents 
1 2 

the "covariance matrix" for Ad and Bd: 

2 2 
crA (J crA pcrA.' 0 B 

d AdBd d d d 

w - 2 = 2 
(J crB pcrA·crB crB AdBd d d d . d 

,.. 
"' and s. represents the: covariance matrix for A. and B.: 

l. l. l. 

2 

crA. (J 
A.B. 

l. l. l. 

s. - 2 
l. 

(J crB. A.B. 
l. l. l. 



An observed difference between two estimated ROC curves·is represented 
A A A A 

Ly the pair of numbcrc (Ad, Bd). If f?ar.h pair (k , B_) .;md (A , B) arises 
1 1 :l :.! 

from a bivariate normal distribution, then the pair (Ad, Bd) also follows a 

bivariate normal:distribution. According to the·null hypothesis, the expected 

value of this pair is (0, 0). Thus according to the null hypothesis (H), the 
_0 

probability density distribution of Ad and Bd is given by 

1 

{- [ (Ad)

2 2 

]} 1 2pAdBd 
+ 

(Bd) 
• exp ,. 

2(1-p2
) crA 

2 . ..~ 
0 

A 0 B crB 
2 

;: .d d d ;[ d ;: 

in which.crA , crB and p are.defined as above and can be calculated from.the 
d u' 

··: , , , I. . ; ·- ~. ~, l • I 1 ! I 

·known (or estimated) variances and covariances of A1 , B , A , and B • 
1 1 . 2 . 2 

locus of points (Ad, Bd) .for which this_ probability density-is cqnstant 

as an ellipse_centered at (0, 0) in the (Ad, Bd) plane, with orthogo~al 

The 

plots 

major 

andminor axes given by the eigenvectors of the matrix W. The integral_of 

f(Ad, ,BdiH
0

) within any such ellipse represents ~he probability- of observing 

a pair (Ad, BJ) within that ellipse of c~nstant probability density. Thus if 

an observed pair (Ad, Bd) lies out~ide the ellipse within which the integral 

of f(Ad, BdiH
0

) equals 0.95, for example, then we can conclude that the null 

hypothesis (i.e., that E{A }=E{A } and E{B }=E{B ·}) should be rejected with·).' 
. 1 2 1 .· 2 

(1-a) = 0. 95 confidence.~- o' 1 ·;. ·_. 

If a new set of coordinate axes in the (Ad, B d) .plane is chosen by 

rotation about the origin so· that the directions of the new axes coincide 

with the major and minor axes of a.constant probability.density ellipse, and 

if these•new axes are then rescaled so that the variance of each transformed 

coordinate is 1.0, then the ellipses of constant probability density are 

transformed into circles of constant_ probability density,-and the. probabilities 
. . 

within an original ellipse and the corre~ponding circle will be equal. · In the 

new transformed coordinate system (x, y), the probability density distribution, 

is given by 

f(x YIH )= _! e 
' o 2n ' 
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and the probability P that a pair (x, y) - representing a transformed pair 

(Ad, Bd) -- lies inside a circle of radius r i~ glven by 

.• 

This is tne cumulative probability distribution of a Chi-square random 

. ·variable w-ith 2 degrees· of freedom~::X2 
V=

2
• Thus the statistical significance 

of an observed difference between· (.AI"' B 
1

) and (A2 , B2 ), which is the same as 

the statistical significance of an observed difference between (Ad, Bd) and 

(0, 0) , .can be determined by appropriately rotating and scaling the coordinate. 

axes in the (Ad, Bd); plane_ to express the pair (Ad, Bd) in terms of the indepen­

dent. standard deviat'e pair (x, y) ,·:and by then finding the probability of 
' 

obserVing a value of~ X2v= 2 that is as large or larger than r 2 =x2+y 2
: 

k(" 2 2) 
Prob (X2 > x 2+y ~) = e '""' 2 x +y 

. . V=2-

If this probability ·is less than a critical value a (e.g.~ 0.05), then we con­

clude that the observed difference between the two ROC curves is significant 

at the a level used. '·' .. ; 

To sumoarize the above discussion, mathematical formulation of the appropriate 

Chi-square statistic can be thought of in the following way. First, one deter-

. mines the eigenvectors of the matrix W, which express the major and minor axes 

of the constant probability density ellipses. Next, one expresses a pair of 

parameter value differences (Ad, Bd) in terms of a coordinate system that has 

been rotated to coincide with these eigenvectors, and divides each transformed 

coordinate by the square root .of the corresponding eigenvalue of w. (i.~.'. by __ .t::.he 

··standard deviation of· the transfo~ed. variable on the eigenvector axis~, so that· 

the resulting coordi~ates equivalent to_ (Ad, Bd). ~re independent standard normal 

deviates (i.e., normal with zero mean and unit variance). Then one can show that 

the required x2 statistic ~s given in matrix form by 

-1 

(cr.A B +erA B ) 
1 1 2 2 



~~--------.---------------------------- --------

or in algebraic form by-

X
2 
\)=2 

6 

. 2pAdBd 

crA crB 
d d· 

2 
(J. + crA Al 

+ 

2 

2 

2 ] (Bd) 
(J 2 

Bd 

2 2 
(J crB + crn , and Bd l 2 

All of the terms on the right-hand side of this equation can be calculated from 
A A A A 

the two pairs of estimated ROc; curve parameters; (Ap B1 ) and (A2' B2 ), and 

their associated variances and covariances. All·;of these are provided by the 

computer program for maximum likelihood estimation from rating scale data. 
· . • , "j~ • A . A • -~ 

·Any difference between the estimated ROC curves {A
1

, B
1

) and (A2 , B2 ) is 
. . 

then significant at .the 100(1.-et)% .confidence level if the·value of x2v=z 
obtained by the above procedure. ~xceeds-.-2 ln(et). Note th.J.t use of the 

100(1-et)% confidence level.for significance testi~g implies'that one expects· 

the null hypothesis (of no difference) to be rejected falsely in lOOet% of all 

similar situations for which the two sets of rating scale data arose, in fact,· 

from the same underlying ROC curve. 

EVALUATIONOFTHE SIGNIFICANCE TEST 

The statistical test: described above was derived on the basis of an assump­

tion that the differences betweenROC curve parameter estimates,Ad _ (.A
1
-A

2
) 

A A 

and Bd = (B
1
-B

2
),are distributed as standard normal deviates after they are_ 

.transformed on the basis of their estimated variances and covariance.· Because 

this assumption is known to be valid only in the limit of large numbers of 

experimental trials,·one must determine empirically the extent to w~ich the test 

performs adequately for the numbers of trials typically used in psychophysical · 

and medical applications of ROC analysis. To perform this evaluation, a digital 

computer was used to simulate sets· of rating' scale data from a binormal decision 

model.. The statistical test was then applied to_ ROC curves estimated from these 

data) and observed performance ·of the test was compared to ideal performance. 
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In the follmving~ we report some of the results of these simulations for 

the binormal ROC curves labeled as Curve 1 and Curve 3 in Figure 1.. For each 

curve, the parameter A represents the Z intercept and the parameter B repre-
y 

sents the slope when the ROC curve is plotted as a straight line on double 

normal-deviate axes. For each ROC curve, one thousand independent sets of 

rating scale data were simulated· containing m "noise-only., trials and m "signal-

. plus-noisel' trials for m=SO, 250, and 500. Expected operating points on each 
. . 

ROC curve were held constant during the simulation of each data·set'but were 

varied. randomly across data sets to:yield realistic distributioris of operating 

points. Typical sets of expected operating points on each ROC curve are shown 

in Figure 1 by similar symbols. Details of our computer simulation of rating 

scale data will be published el~ewhere. 

0.9 

o.a-

.::· . 

Curve! • A•I.IO,B•0.68894 
Curve2 • A•0.90, 8•0.43902 
Curve3 • A•2.00, 8=0.86957 

Fig. 1. The binormal <ROC.· 
curves·used to generate·the 

. simulated rating scale data. 
(In each cu17V"e, similar symbols 
indicate typical expected 
operating points. 

ID 

' -~ 

The algorithm ·described·by Dorfman and 

Alf-'* and corrected by Grey and :Horgan5 _was 

used to. compute maximum likelihood esti~ 

mates of the parameters A and B and their 

variances and. cova_riance frotp. each. set of 

rating scale ~ata. Then the statistical 

signific~#2:e test was applied to arbitrarily 

select~d'··p~fr~ ·of estimated ROC curves 

that had arisen from the same underlying 

ROC curve. For each underlying ROC curve 
' . 

and for each number of trials,- the fraction 

of curve·pa1rs in which the difference was 

found significant at·various a levels was 

tabU;lated. The differences found signi-: 

ficant in·this way were falsely significant 

(i.e., were type I errors) bec~use both 

estimated ROC curves in each pair tested 

had_ arisen from.the same underlying ROC 

curve. 

To evaluate the performance of the test statistic, the fractions of (falsely) 

significant results (f ) obtained at ·variou5 a levels between 0 and 1 were corn-
s 

pared to the expected proportions (a). If the proposed test performs well, f s 
should be close to a for any a between 0 and 1. 
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RESULTS 

We report h~re some'typical·results u£ our evaluation of the performance 

of the test statistic when it was applied to· two sets of· simulated rating scale 

data generated from the same underlying ROC curve and containing the same 

.number of trials. A more extensive su:;;n:mary of our results· will be published 

elsewhere. 
' ·. ~ ... 
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Figures· 2 through 5 compare f, the fraction· of 500 curve pairs folind 
s 

significant using our test, and a, the fraction expected with a perfect test, 

for values of a in the range O<a~O.l, which is the range of greatest interest 

in practical applications of statistical hypothesis testing. The broken lines 

indicate the 95% probability band for the 500 pairs tested here. In each 

figure, s~bols of different shape indicate the results of four different 

arbitrary methods of pairing the estimated ROC curves~ The results for paired 

estimates of ROC curve #1 are shown in Figure 2 for m=50 trials of.each kind 

for each curve estimate. and in Figure 3 ·for m=250. ·_The results. for paired ·­

estimates of ROC curve #3 are shown for m=50 in Figure 4 and for m=250 in 

Figure 5. The correspondence bet,..reen f and CL found for m=SOO, though not 
s 

shown here, was simiiar to but~:slightly bettern~han -- that obtained for 

.m=250 in Figures ~ a~d 5. In general, for all ROC curves and all numbers of · 

trials, the agreement between f . and a improved for values of a greater than 0.1. 
s 

The selected results shown in Figures 2 through 5 are typical of those 

found for paired ROC curve estimates based on equal numbers of trials. Our 

statistical test for differences between ROC curves performed better -- that 

is, the observed vaiues of f lay closer to a relative to the 95% probability 
s -

bands --· (1) for ·larger numbers of trials in the r~ting scale data for each 

curve, and (2). for lower ROC curves (i.e~, curves· representing less detect-

. ability). Both observations can be explained by the related facts that (1) for 

·a given·underlying ROC curve, the distributions of ROC curve parameter estimates 

become more nearly normal as the asymptotic· limit is approached by larger 

·numbers of trials; and (2) for a given nu.rnber of trials in the rating scale 

data, the parameter estimate distributions, especially.for m=50, are less normal , 
for higher.ROC curves.because uncertainties in the ROC curve operating.points 

estimated· from the data become larger (and nonlinear), relative to a given 

increment in the curve parameters, in the upper left portion of the-ROC space. 

The proposed test cleariy performs very well for·typical ROC curves when 

250 or more trials of each kind are used to estimate each ROC curve. When only 

50 trials of each kind are used to estimate each curve~ the test performs well 

for ROC curves like fll and #2 in Figure 1, but somewhat. less reliably for 

higher ROC curves like curve 03. Even in this situation the test is probably 

adequate for most applications,. however. The results of Figure 4, for example,. 

suggest that.when the test is used with a_ typical a level of 0.05, the fraction 

·' .. 
~ ~ . ...._.. . ....:-·~- --
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of curve pairs found falsely significant will be somewhat smaller than expected, 

e.g., about 0.025 instead of 0.05. In order to fully understand the impact of 

such incorrect predictions of Type I::error .rate-,. one inust determine the perfor­

mance.of the statistical test with regard to the rate· of Type II errors (falsely 

accepting the null hypothesis of no actual difference·betweenROC curves when, 

in fact, a real difference exists). In general, the trade-offs.that are possible . 
between Type I error and Type ILerror rates by selection of different a levels 

are analogous to the·compromises that·can be made between false-::positive and 

false-negative decision £~actions in a detection experiment, which can be 

described by an ROC curve. 

DISCUSSION 

The statistical test that we propose here .for differences between ROC 

curves perform well for typical ROC cu~es estimated from typical numbers of 

experimental trials in a rating scale experiment.· For moderately high ROC 

·curves (such as Curve 3 in Figure 1) and small·numbers of trials (such as 50 

of each kind), the test statistic yields Type I.errors less frequently than 

wouldbe expected on the basis.of.the a level used for the test. Even in this 

situation the discrepancy is small; however. Thus the proposed test appears 

·to provide a useful assessment of·the statistical significance of apparent 

_differences between ROC curves estimated from independent rating scale data . 

. If a statistically significant difference is found between two independent 

ROC curves, one may wish to· be able to· state which ROC .curve is "better" than 

the other. If the two ROC curves do.not intersect in·a region of the ROC space 

of interest, then the ROC curve. closer to the upper left-hand corner _of the ROC 

· space can be ·considered-:better.::since : .. that curve ·represents greater detect-' ·· 

ability.~ However, the decision is not always so clearcut, as in the case of 

Curves 1 and 2 in Figure 1," which.1intersect each other· near the negative 

diagonal of the ROC space. Two approaches are·possible in such seemingly 

ambiguous·situations. One .is to examine those portions of .. the curves where the 

decision maker is likely to operate· and determine which portion exhibits greater 

detectability. The other is to calculate the areas under the estimated ROC 

curves, since the area:is.an overall p~rformance index. This .latter alterna-· 

tive can always be used because the area measure requires no assumption regarding 

where.the.:decision maker is likely to operate; the resulting-conclusion may be 

misleading, however, if particular operating points·are of primary interest in 

an applied detection task. 
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In itspresent form, the statistical test we describe here requires that 

the data sets obtained for .the two ROC curves in question be statistically 

independent. Thus the present test is applicable to sets of ROC data due to 

different sets of noisy images produced from the same phantom, or· due to·sets 

of clinical images made from different patients. This test is not applicable, 

however, when two sets of ROC data are generated by the same or different 

observer·s ·viewing the same set. of images, or when the two data sets are 

obtained from different clinical images.of the same set of patients. A gener­

alized statistical test that will take such correl~tions into account is 

currently undergoing development • 
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SilliHARY 

A test for the statistical significance of observed differences between 

two measured ROC curves has been· designed and evaluated. The set of observer 

response data for each ROC curve is assumed to be independent and to arise 

from an ROC curve having a form which, in the absence of statistical fluctua­

tions in the response data, graphs as a straight line on double normal-deviate 

axes.· Such a "binormal" ROC cur~e is defined by two parameters, which represent 

the slope and one axis intercept of the normal-deviate graph. 

To test the significance of an apparent difference between two measured 

ROC curves, maximum likelihood estimates of the two parameters of each curve 

and the associated parameter variances and covariance are calculated from the 

corresponding set·of observer response data. An apptpximate Chi-square 

statistic with two degrees of freedom.is then constructed from the differences 

between the parameters estimated for each ROC curve ;:md from· the variances 

and covariances of these estimates. 

This statistic is known to· be truly Chi-square distributed only in the limit 

of large numbers of trials in the observer performance experiments. Performance 

of the statistic for data arising ·from a limitec;l.number of experimental trials 

·was evaluated by simulating five-category rating scale data with 50, 250, and 

500 each of noise and signal-plus-noise trials, and by applying the test to 

··these data~ Independent sets· of rating scale data arising from the same under­

lying ROC curve were paired~ and the fraction of differences found (falsely) 

significant was compared to the.significance level~ a, used with the test. 

Although test performance was found .to be somewhat dependent on both the 

number of trials in the data and the position of the underlying ROC curve in 

the ROC space, the results for various significance levels showed the test to be 

reliable under practi.cal experimental conditions. 




