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COMPUTER IMPLEMENTATION, ACCURACY AND TIMING OF 
RADIATION VIEW-FACTOR ALGORITHMS 

Ar thur B. S h a p i r o 
U n i v e r s i t y of C a l i f o r n i a , Lawrence Livermore N a t i o n a l L a b o r a t o r y 

L i v e r m o r e , C a l i f o r n i a 94550, U.S .A. 

ABSTRACT 

The t h r e e - d i m e n s i o n a l f i n i t e - e l e m e n t thermal 
a n a l y s i s of e n c l o s u r e r a d i a t i o n p rob lems r e q u i r e s t h e 
c a l c u l a t i o n of t he geome t r i c surface—co-*surface r a d i ­
a t i o n v iew f a c t o r s . The view f a c t o r s can be c a l c u ­
l a t e d by e i t h e r a r ea o r l i n e i n t e g r a t i o n a l g o r i t h m s . 
Th is pape r a d d r e s s e s t he i m p l e m e n t a t i o n , accu racy , and 
c o m p u t a t i o n a l t ime invo lved in u s i n g t h e s e a l g o r ­
i t h m s . A d d i t i o n a l l y , an a l g o r i t h m t o i d e n t i f y 
shadowing s u r f a c e s and methods t o a d j u s t t he 
c a l c u l a t e d v iew f a c t o r s for i n c r e a s e d a c c u r a c y a r e 
p r e s e n t e d . 

INTRODUCTION 

c a l c u l a t e view f a c t o r s . The s u b s e q u e n t s t e a d y s t a t e 
t h e r m a l a n a l y s i s u s i n g t h e s e view f a c t o r s r e q u i r e d 
u n d e r 20 minutes of computa t ion t i m e . The i n ­
a c c u r a c i e s in the f i n a l r e s u l t s were a t t r i b u t a b l e t o 
i n a c c u r a t e view f a c t o r s between s u r f a c e s with t h i r d 
s u r f a c e shadowing. As a r e s u l t of t h i s e x p e r i e n c e , 
b e f o r e e x t e n d i n g our a n a l y s e s t o t h r e e d imens ions , 
t h e compu ta t i ona l t iming and a c c u r a c y of the v a r i o u s 
t h r e e - d i m e n s i o n a l view f a c t o r a l g o r i t h m s needed t o be 
q u a n t i f i e d . This paper a d d r e s s e s t h e computer i m p l e ­
m e n t a t i o n , accu racy and c o m p u t a t i o n a l t ime invo lved 
in u s i n g t h e s e a l g o r i t h m s - A d d i t i o n a l l y , an a l g o r ­
i thm t o i d e n t i f y shadowing s u r f a c e s and methods t o 
a d j u s t t h e c a l c u l a t e d view F a c t o r s for i n c r e a s e d 
a c c u r a c y a r e p r e s e n t e d . 

At t h e Lawrence Livermore N a t i o n a l Labora to ry 
s e v e r a l p r o t e c t s r e q u i r e t h e t h r e e - d i m e n s i o n a l f i n i t e 
e l emen t t h e r m a l a n a l y s i s of p rob lems i n v o l v i n g con­
d u c t i o n in a s o l i d coupled wi th r a d i a t i o n in 
e n c l o s u r e s w i t h i n t h e s o l i d . An e n c l o s u r e i s de f ined 
bv t h e d i s c r e t e boundary surfaces o f f i n i t e e lements 
which s u r r o u n d the e n c l o s u r e and d e f i n e t he s o l i d 
o b i p c t . O t h e r o b j e c t s , such as r a d i a t i o n s h i e l d s , 
mav be p r e s e n t w i t h i n t he e n d o s u r e . To c a l c u l a t e 
t he r a d i a t i o n t r a n s p o r t w i t h i n t h e e n c l o s u r e , t h r 
g e o m e t r i c s u r f a c e t o s u r f a c e b l a c k body r a d i a t i o n 
view f a c t o r s a r e r e q u i r e d . S e v e r a l computer codes 
( 1 - 3 ) a r e a v a i l a b l e t o c a l c u l a t e t h e v iew f a c t o r 
between two s u r f a c e s with t h e p o s s i b i l i t y of t h i r d 
s u r f a c e shadowing . These codes u s e e i t h e r a r e a or 
l i n e i n t e g r a t i o n a l g o r i t h m s t o c a l c u l a t e view f a c t o r s 
w i t h o u t shadowing . In t h e p r e s e n c e of shadowing, a l l 
t h e s e codes use a r ea i n t e g r a t i o n a l g o r i t h m s wi th 
v a r i o u s t e c h n i q u e s t o accoun t fo r t h e shadowing . 

E x t e n s i v e computa t ions a t LLNT, in s o l v i n g l a r g e 
t w o - d i m e n s i o n a l e n c l o s u r e r a d i a t i o n p rob lems wi th 700 
t o 1000 p a r t i c i p a t i n g segments r e v e a l e d t h a t up t o 
t h r e e h o u r s of computer t ime were r e q u i r e d t o 

*A CRAY-1 computer was used fo r a l l cotr- .putations. 
The CRAY-1 h a s a 6& b i t word l e n g t h and an add t ime 
of 0 . 0 2 5 t o 0 .075 Usee . 

VIEW FACTOR ALGORITHMS 

The geomet r ic b lack body r a d i a t i o n view f a c t o r 
between two s u r f a c e s , F i g . 1, i s 

u-ir ' f 
cosR . c o s ^ . dA dA 

(1 ) 

If the two surfaces A» and At are divided into n 
finite subsurfaces A: i = 1.2 . . . . , n and 

j - I . 2 . . . Eq. O ) may be approximated by 

Y 
L 

c c s 8 . A. A. 
J * 1 <Z) 

The computational scheme, Eq. (2), is referred to as 
double area summation and is used in the computer 
codes (1-3) if shadowing exists. 

The area integrals in Eq. Cl) can be transformed 
to line integrals by using Stokes' theorem (5). The 
result is 
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FIG. 1 THIS SKETCH ILLUSTRATES THE SYMBOLS USED IN 
EOS. (1) THROUGH (ft) TO CALCULATE THE VIEW 
FACTOR F J . J . 

FtG. 2 THIS SKETCH ILLUSTRATES THE SYMBOLS USED IN 
MITALAS AND STEPHENSON'S CONTOUR INTEGRATION 
METHOD, EQS. (5) AND (6), TO CALCULATE THE 
VIEW FACTOR F t.j. 

£ $ (In r dx dx 
t* r I J 

* In r dy dy •• !ji r di dz > 

If the two contours Cr and Cj are diviu-jd into n 
finite straight line segments v i:i=l,2 n and 
v : = j =l.2,...,n , Eq. d ) may be approximated by 

i-1 j M 

(3) 

1 

Mitalas and Stephenson ( O present a method by 
which one of the integrals in Eq. (3) can be inte­
grated analytically. If the surfaces I and J are 
quadrilaterals, the result is 

I p=l q=l 
K p . q ) $ f (T cos* In T 

+ S cos6 ?.n S + Uw - R)dvl 

where S, T, U, 6 , and w a r e f u n c t i o n s of v and 

* ( p , q ) = (L ?, + m m + n n p q p q p q <6> 

The symbols a r e de f ined in F i g . 2 . D i v i d i n g each of 
t he four l i n e segments C i n t o n f i n i t e s t r a i g h t l i n e 
segments v . • j = l , 2 , . . . , n , Eq- ( 5 ) may be approx imated 
bv J 

I U u n 

1 " I J ~ 2 ^ A ~ ~ I I * ( P ' q ) I K T c o s * P.n T 
I p * l q-1 j " l 

(7) 
+ S c o s 0 «n 5 • (fai - R) I v . l | 

J P .q 

The computational schemes represented by Eqs. 
(2), ( 4 ) , and (7) will subsequently be referred to as 
the area integration method (AI). line integration 
method (LlJ, and the Mitalas and Stephenson method 
(MS), respectively. The surfaces between which view 
factors are being calculated are plane quadrilaterals. 
Methods LI and MS require a subdivision of the contour 
of the quadrilateral while method AI requires a sub­
division of the surface area. Dividing each of the 
four line segments forming the quadrilateral into n 
divisions results in a total of 6n nodes around the 
contour and n^ nodes for the surface area. 

Operation counts for the three methods are: 

AI Method l U n " 
LI Method & 6 * n : 

MS Method 866n 

8 6 n z 

24 r. 
288 

Timing studies, Fig. 3, show that the LI method is 
faster than the AI method for n _> 2, Coding of the 
LI method results in FORTRAN DO - loops which are 
vectorized by the CRAY CFT (£i) compiler. As a result 
of vectorization, the LI method having more oper­
ations is faster than the MS method for n < 18. 
Timing studies for the LI and MS methods are pre­
sented in Fig. 4. 

The use of the numerical approximations for cal­
culating the view factor, Eqs. ( 2 ) , (4), and (7), 
assumes that the distance between the two surfaces is 
large compared to the differential approximates A^, 
Aj and VJ . As the distance between the two surfaces 
approaches the magnitude of A^, A j , and V J , the calcu­
lated view factor becomes increasingly inaccurate. 
This is shown in Fig. 5 where the separation distance 
between two directly opposed lxl squares is decreased 
from 10 to 1. The least accurate solution exists when 
the two surfaces share a common edge* To obtain a 
greater accuracy in the numerical calculations, the 
number of nodes, n, should be increased. Figures b 
and 7 show the percent error as a function of the 
number of nodes For directly opposed Ixl squares and 
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3 AN OPERATION COUNT SHOWED THAT 1 1 4 n 4 • B S n 2 

a n d 4 6 4 n 2 * 2 4 n OPERATIONS ARE REQUIRED FOR 
THE AI and LI METHODS, RESPECTIVELY. THE LI 
METHOD I S FASTER THAN THE A I METHOD FOR n > 2 . 
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D - SEPARATION DISTANCE 

THE USE OF THE NUMERICAL APPROXIMATIONS FOR 
CALCULATING THE VIEW FACTOR, EOS. ( 2 ) , ( 4 ) , 
AND ( 7 ) , ASSUMES THAT THE DISTANCE BETWEEN 
THE TWO SURFACES IS LARGE COMPARED TO THE. 
DIFFERENTIAL APPROXIMATES A t , Aj , and V j . 
AS THE DISTANCE BETWEEN THE TWO SURFACES, 
APPROACHES THE MAGNITUDE OF Aj . , Aj , AND Vj , 
THE CALCULATED VIEW FACTOR BECOMES INCREAS­
INGLY INACCURATE. 
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F I C . AN OPERATION COUNT SHOWED THAT 4 6 4 n 2 • 24n AND 
8 6 4 n • 2 8 8 OPERATIONS ARE REQUIRED FOR THE LI 
AND MS METHODS, RESPECTIVELY. AS A RESULT OF 
VECTORIZATION OF THE L I METHOD BY THE CRAY 
COMPILER, THE LI METHOD HAVING MORE OPER­
ATIONS IS FASTER THAN THE MS METHOD FOR n < 1 8 . 
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FIC. 1 THE LINE INTEGRATION METHODS, LI AND MS, ARE 
SIGNIFICANTLY MORE ACCURATE THAN THE AREA 
INTEGRATION MF.THOD AI. THE MS METHOD HAVINC 
ONE OF ITS LINE INTEGRALS PERFORMED ANALYTI­
CALLY IS MORE ACCURATE THAN THE LI METHOD. 



perpendicular lxl squares, respectively. The line 
integration methods, LI and MS, are significantly 
more accurate than the area integration method AI. 
The MS method having one of its line integrals per­
formed analytically is more accurate than the LI 
method. The AI method is so inaccurate when the two 
surfaces share a common edge, Fig. 7, chat it should 
not be used. 

In conclusion, the AI method should not be 
used. The LI method is teas accurate but the exe­
cution time is faster than the MS method. Based on 
accuracy and execution time, Fig. 8, the LI method is 
superior co the MS method for n<7. For geometries 
other than directly opposed lxl squares with a separ­
ation distance of 1, the value of n for the break­
even point is of course different. 

SHADOWING AND OBSTRUCTIONS 

Three cypes of shadowing may exist between two 
surfaces. There may be total self shadowing, partial 
self shadowing, and third surface shadowing. Total 
or partial self shadowing can be detected between two 
surfaces by looking at the angles Rj and 3j (Fig. I). 
If cos 6j > 0 and cos Sj > 0, then the cwo surfaces 
can "see** each other. This is equivalent to veri­
fying that 

> 0 
(8) 

'JI 

4 6 8 10 12 14 16 18 20 
NUMBER OF OfVISfONS PER EDGE 

THE LEAST ACCURATE NUMERICAL SOLUTION EXISTS 
WHEN THE TWO SURFACES SHARE A COMMON EDGE. 
THE AI METHOD IS SO INACCURATE THAT IT SHOULD 
NOT BE USED. 

For plane quadrilaterals, it is necessary to verify 
these dot product inequalities for all vectors r con­
necting the four corner points between the two sur­
faces, a total of 16 r. If Eqs. (8) are not satis­
fied for all r 1=: i=l,2,3,";j = l,2,3,4, then there is 
total^self shadowing. If Eqs. (8) are satisfied for 
same rj:, then there is partial self shadowing. 

ThLrd surface shadowing can be detected by deter­
mining if a line connecting the centroids of the two 
surfaces for which a view factor is being calculated 
intersects ocher enclosure surfaces. The accuracy of 
this detection scheme can ^e improved if the lines 
connecting che corner p< i.s of the quadrilaterals 
are also checked for inteisection with other en­
closure surfaces. Unless those surfaces that can be 
shadowing surfaces are flagged on input to the com­
puter code, all enclosure surfaces must be checked 
for each pair of surfaces for which a view factor is 
being calculated. This ts a verv time consuming 
operat ion. 

The view factor can be calculated by Che AI 
method, Eq. (2), when partial self shadowing or third 
surface shadowing exists. The two surfaces, Fig. 9, 
for which a view factor is being calculated are 
divided into finite subsurfc .. Contributions to 
the summation in Eq. (2) are not included for those 
subsurfaces in which the ray fj: fails to satisfy 
Eqs. (8) or intersects a shadowing surface. For the 
configuration in Fig. !1, the view factor F rj 
approaches the analytical value of 0.115621 as the 
number of subsurfaces arc increased. 

The LI or MS methods can also be used to calcu­
late the view factor between the AI subsurfaces. 
Again, a decision has to be made between accuracy and 
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computation time it. selecting the best method. Sine 
the view factor is being calculated between 
subsurfaces obtained by dividing an already small 
finite element mt*h, the AI method may provide 
satisfactory results. Additionally, if the 
subsurfaces are not further subdivided (i.e. n=l for 
the subsurface), the AI method is faster Chan LI or 
MS. 

VIEW FACTOR ADJUSTMENT 

THIS SKETCH ILLUSTRATES THIRD SURFACE SHADOW­
ING. THE CONTRIBUTION TO THE SUMMATION IN 
EQ. (2) FOR 5UBSURFACES 1-3 APE NOT INCLUDED 
BECAUSE 13 INTERSECTS SURFAC2 K. 

0 110-
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2 4 5 * 8 10 12 14 16 IB 20 
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10 SURFACE 3 SHADOWS THE VIEW BETEWEEN SURFACES 
1 AND 2. THE VIEW FACTOR F l 2 APPROACHES 
THE ANALYTICAL VALUE OF 0.115621 AS THE 
NUMBER OF DIVISIONS ARE INCREASED. 

The convergence of Che AI method to the exact 
answer for problems with shadowing, Fig* 10, is not a 
smooth function of the number of nodes used for sur­
face subdivision. A better approximation to the view 
factor with a savings in computer time can be calcu­
lated by a least squares curve fit and extrapolation 
to n e » o f the function F T J • Fjj (1/n). 

A quadratic least squares curve fit and extra­
polation was tried using F values for nclO, Com­
pletely erroneous results are obtained using Fj2 
values (Fit;. 10) at n=4,5 and 6. Selecting only 
monotonic F j 2 values, such as for n-4,6 and 7, a 
view factor of F 1 2-0.118429 (2.272 error) was cal­
culated in 0.06 seconds-

At n>10, where F p is approaching a linear 
function in n, a linear least squares curve fit and 
extrapolation gave satisfactory results. A value of 
Fj 3"0.113671 (1.69* error) was calculated for the 
configuration of Fig. 10 using F ] 7 values at n«10,ll 
and 12. The three view factor calculations, curve 
fit and extrapolation required 3.44 seconds of com­
puter time. 61.5 seconds of computer time with n*30 
are required Co calculate the view factor with the 
same accuracy without a curve fit and extrapolation. 

CONCLUSIONS 

The geometric surface to surface black body 
radiation view factor can he numerically calculated 
by either area or line integration algorithms. The 
area integration method is so inaccurate that it 
should not be used when the two surfaces have an 
unshadowed view of each other. Computer implemen­
tation of the line integration method proposed by 
Sparrow (5_) is vectorized bv the CRAY compiler. As a 
result of vectorization. Sparrow's method having more 
p^-ntions is faster then the line integration method 
of Mitalas and Stephenson (4). However, the Mitalas 
and Stephenson method having one of its line inte­
grals performed analyticallv is more accurate. Based 
both on accuracy and computer time, Sparrow's method 
is superior over the range of contour subdivisions 
typicallv used. 

The area integration method should be used when 
partial self shadowing or third surface shadowing 
exists. The convergence of the area integration 
method to the exact answer is not a smooth function 
of the number of nodes used for surface subdivision. 
A linear least squares curve fit and extrapolation to 
n*°° of the function F J J a F J J (1/n) re-"lirs in 
a better approximation to the view factor with a 
savings in computer time. 
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