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ARSTRACT

The three-dimensional finite-element thermal
analysis of enclosure radiation problems requires the
calculation of the geometric surface-to~surface radi-
ation view factors. The view factors can be calcu-
lated by either area or line integration algorithms.
This paper addresses the implemencation, accuracy,and
computational time involved in using these algor-
ithms. Additionally, an algorithm to identify
shadowing surfaces and methods to adjust the
calculated view factors for increased accuracy are
presented.

INTRODUCTION

At the Lawrence Livermore National Laboratory
several proiects regquire the three-dimensional finite
element thermal analysis of problems involving con~
duction in a solid coupled with radiation in
enclosures within the solid. An enclosure is defined
bv the discrete boundary surfaces of finite elements
which surround the enclosure and define che solid
object. Other objects, such as radiatiop shields,
mav he present within the enclosure. To calculate
the radiation transport within the enclosure, the
veometric surface to surface black body radiation
view factors are required. Several computer codes
(1-3) are available to calculate the view factor
between two surfaces with the possibility of third
surface shadowing. These codes use either area or
line integration algorithms to calculate view factors
without shadowing., 1In the presence of shadowing, al}
these codes use area integration algorithms with
various technigues to account for the shadowing.

Extensive computations at LLNL in solving large
two-dimensional enclosure radiation problems with 70Q
to 1000 participating segments revealed that up to
three hours of computer time'! were reguired to

1o crAY-1 computer was used for all computations.
The CRAY~1 has a 64 bit word length and an add time
of 0.025 to 0.075 usec.

calculate view factors. The subseguent steady state
thermal analysis using these view factors required
under 20 minutes of computation time. The in-
accuracies in the final results were attributable to
inaccurate view factors between syrfaces with third
surface shadowing. As a result of this experience,
before extending our analyses to three dimensions,
the computational timing and accuracy of the various
three-dimensional view factor algorithms needed to be
guantified. This paper addresses the computer imple~
mentation, accuracy and computational time involved
in using these algorithms. Additionally, an algor-
ithm to identify shadowing surfaces and methods to
adjust the calculated view factors for increased
accuracy are presented.

VIEW FACTOR ALGORITHMS

The geometric black body radiation view factor
hetween two surfaces, Fig. 1, is .

cosﬂI cosRJ dAl dAJ
2

A T

1f the two surfaces Ay and A, are divided into n
finite subsurfaces A; : i = 1,2,...,n and
Aj : j=1,2,...,n , Eq. (1) may be approximaced by

n :osﬁi cos8, Ai A
- —r J 1]
Fro = £ 2 2
j=1 mry .
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The computational scheme, Eq. (2}, is referred to as
double area summation and is used in the computer
codes (1-3) if shadowing exists.

The area integrals in Eg. (1) can be transformed
to line integrals by using Stokes' theorem (3). The
resulr is
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F16. 1 THIS SKETCH ILLDSTRATES THE SYMBOLS USED IN
EQS. (1) THROUGH (4) TO CALCULATE THE VIEW
FACTOR Fp.j-

Fuwma ¢ (En r dx; dx,
&% 5

—
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+ W dyl dyJ + 0nr dz[ dzJ)
1f the two contours Cy and Cj are diviuud into n
finite scraight line segments Gi:i=l,2,...,n and
vj:j=1,2,...,n , Eq. (3) mav be approximated by

Inr.. v." v, (4)

Mitalas and Stephenson (4) present a method by
which one of the integrals in Eq. (3) can be inte-
grated analvtically. 1If the surfaces I and J are
quadrilaterals, the resultr is

4 4
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vhere 5, T, U, &, and  are funcrions of v and
Mp.a) =1L +mm +nn (6
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The symbols are defined in Fig, 2. Dividing each of
the four line segments C_ into n finite straight line
segments vj:j=1,1,--.,n P Eq. (5) may be approximated

by
4
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FIG. 2 THIS SKETCH ILLUSTRATES THE SYMBOLS USED 1Iw
MITALAS AND STEPHENSON'S CONTOUR INTEGRATION
METHOD, EQS. (5) AND (6), TD CALCULATE THE
VIEW FACTOR Fi._j.

The computational schemes represented by Egs.
(2), (4), and (7) will subseguently be referred to as
the area integration method (Al). line integration
method (L1}, and the Mitalas and Stephenson method
(MS), respectively. The surfaces between which view
factors are being calculated are plane quadrilaterals.
Methods LI and MS require a subdivision of the contour
of the quadrilateral while merhod AI requires a sub-
divisian of the surface area. Dividing each of the
four line segments forming the guadrilateral into n
Adivisions results in a total of 4n nodes around the
contour and n? nodes for the surface area.

Operatton counts for the three methods are:

AT Method  114n% + 86n?
LI Method 464nl + 24r
MS Methad 864n + 288

Timing studies, Fig. 3, show that the L1 method is
faster than the Al method for n > 2, Coding of the
LI method results in FORTRAN DO - loops which are
ve.torized by the CRAY CFT (6) compiler. As a result
of vectorization, the LI method having more oper-
ations is faster than the MS method for n < 18.
Timing sctudies for the LI and MS methods are pre-
sented in Fig. &,

The use of the numerical appraximations for cal-
culating the vieu factor, Eqs. (2), (4), and (7),
assumes that the distance between the two surfaces is
large compared to the differential approximates Ay,
Aj and vj. As the digtance between the two surfaces
approaches the magnitude of Ay, Ay, and Vi the calcu=~
lated view factor becomes increasingly inaccura:e.
This is shown in Fig. 5 where the separation distance
between two directly opposed 1xl squares is decreased
from 10 to 1. The Jeast accurate solution exists when
the two surfaces share a common edge. To obtain s
greater accuracy in the numerical calculations, the
number of nodes, n, should be incregsed. Figures b
and 7 show the percent error as a function of the
number of nodes for directly opposed lxl squares and

emand
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perpendicular 1xl squares, respectively. The line
integration methods, LI and XS, are significantly
more accurate than the area integration method AL.
The MS method having cne of its line integrals per-
formed amalytically is more accurate than the LI
method. The Al method is so inaccurate when the two
surfaces share a common edge, Fig. 7, that it should
not be used.

In ‘conclugien, the AI method should not be
used. The LI method is less accurate but the exe-
cution time is faster than the M5 method. Based on
accuracy and execution time, Fig. 8, the LI mathod is
superior to the MS method for n<?. For geometries
other than directly opposed 1x]1 squares with a separ-
ation distance of 1, the value of n for the break-
even point ig of course different.

SHADOWING AND OBSTRUCTIONS

Three types of shadowing may exist between two
surfaces. There may be total self shadowing, partiatl
self shadowing, and third surface shadowing. Total
or partial self shadowing can be detected between two
surfaces by looking at the angles 8; and 85 (Fig. 1).
1f cos BI > 0 and cos 3J > 0, then the two surfaces
can "see"” each other. This is equivalent to veri-
fying that

and (8)

For plane quadrilaterals, it is necessary to verify
these dot product inequalities for all veectors © con-
necting the four corner points between the two sur-
faces, a total of 16 r. 1f Eqs. (8) are not satis-
fied for all rt‘:i=l,2,3,ﬂ;j=l,2,3,b. then there is
total self shadowing. 1f Egs. (B) are satisfied for
some ry:, then there is partial self shadowing.

Third surface shadowing can be detected by deter-
mining if a line connecting the centroids of the two
surfaces for which a view factor is being calculated
intersects orher enclosure surfaces. The accuracy of
this detection scheme can be improved if the lines
connecting the corner pr s of the guadrilaterals
are also checked for inteisection with other en-
closure surfaces. Unless those surfaces that can be
shadowing surfaces ace flagged on input to the com-
puter code, all enclosure surfaces must be checked
for each pair of surfaces for which a view factor is
being calculated. This is a verv time consuming
operation.

The view factor can be calculated by the AI
method, Eq. (2), when partial self shadowing or third
surface shadowing exists. The two surfaces, Fig. 9,
for which a view factor is being calculated are
divided into finite subsurfz- .. Contributions to
the summation in Eq. (2) are pot included for those
suhsurfaces in which the ray ;i' fails to satisfy
Eqs. {8) or intersects a shadowing surface. For the
configuration in Fig. !9, the view factor F
approac.es the analytical value of 0.115621 as the
number of subsurfaces are increased.

The LI or MS methods can also be usad to calcu-
late the view factor between the Al subsurfaces.
Again, a decision has to be made between accuracy and
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computation time i. gselecting the best method. Since
the view factor is being calculated between
subsurfaces obtained by dividing an zlready small
finite element menh, the AI method may provide
savisfactory results. Additionally, if the
subsurfaces are not further subdivided (i.e. n=1 for
the subsurface), the AI method is faster thar LI or
MS.

VIEW FACTOR ADJUSTMENT

The convergence of the AI method to the exact
answer for problems with shadowing, Fig. 10, is not a
smooth function of the number of nodes used for sur-—
face subdivision. A better approximatien to the view
factor with a savings in computer time can be calcu-
lated by a least squares curve fit and sxtrapolation
to n=o of the function Fy; = Fy; (1/n).

A quadratic least squares curve fit and extra-
polation was tried using F values for n<l0, Com-
pletely erroneous results are obtained using F)3
values (Fig. 10) at n=4,5 and 6. Selecting only
monotonic Fy9 values, such as for n=4,6 and 7, a
view factor of F),=0.118429 (2.27% error) vas cal-
culated in 0.08 seconds.

At n>10, where F,, is approaching a linear
function in n, a linear least squares curve fit and
extrapolation gave satisfactory results, A value of
Fy»=0.113671 (1.692 error) was calculated for the
configuration of Fig. 10 using F); values at n=10,11
and 12. The three view factor calculations, curve
fit and extrapolation required 3.44 seconds of com-
puter time. 61.5 seconds af computer time with n=30
are required to calculate the view factor with the
same accuracy withour a curve fit and extrapolatiom.

CONCLUSIONS

The geometric surface fo surface black body
radiation view factor can be humerically calculated
by either area or line integration algorithms. The
area integration method is so inaccurate that it
should not be used when the two surfaces have an
unshadowed view of each other. Computer implemen-
tation of the line integration method proposad by
Sparrow (5) is vectorized bv the CRAY compiler. As a
result of vectorization, Sparrow's method having more
e~=ritions is faster then the line integration method
of Mitalas and Stephenson (4). However, the Mitalas
and Stephenson method having one of its line inte-
grals performed analvticailv is more accurate. Based
both on accuracv and computer time, Sparrow's method
is superior over the range of contour subdivisions
tvpicallv used.

The area integration method should be used when
partial self shadowing or third surface shadowing
exists. The convergence of the area integration
method to the exact answer is not a smooth function
of the number of nodes used for surface subdivision.
A linear least squares curve fit and extrapolation to
n=© of the function Frjy = Fyy (1/n) rernlts in
a better approximation fo the view factor with a
savings in computer time.
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