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PREFACE

Over the past decade, global climate change has been a subject of growing concern. The United States govern-
ment in general, and the U.S. Department of Energy (DOE) in particular, have increased their level of activity
in this area in recent years; since the 1970s, the DOE has sponsored scientific research programs in global climate
change. Coordinated by the Committee on Earth and Environmental Sciences, these programs have sought to
define the issues, reduce uncertainties, and quantify the interaction of global human and natural systems. Under-
standing the relationship between the production and use of energy and the accumulation of radiatively active
gases in the atmosphere, as well as the consequences of this relationship for global climate systems, has been of
particular interest, because constructive policy cannot be formulated without a firm scientific grasp of these issues.

Initial scientific concern about global climate change was transmitted to the larger policymaking community
and the general public through a series of non-governmental conferences beginning in 1985 in Villach, Austria.
In 1983, the Intergovernmental Panel on Climate Change (IPCC) was established to assess the state of scientific
research into global climate change, the potential impacts of such change, and the possible response strategies.
In 1990, the panel produced an initial report indicating that there is considerable uncertainty in our knowledge
of the underlying processes and the physical and socioeconomic impacts of climate change, as well as of the effec-

tiveness and costs of many of the proposed options for reducing greenhouse gas emissions and mitigating the
effects of climate change.

The National Energy Strategy (NES) was developed to address all of the nation’s energy concerns, taking into
account related environmental issues such as global climate change. Actions included in the National Energy
Strategy are projected to hold U.S. energy-related emissions of greenhouse important gases, weighted by IPCC-
estimated global warming potential (GWP) coefficients, at or below 1990 levels through the year 2030. In the
same economic and energy price scenario, GWP-weighted energy-related emissions of greenhouse gases are
projected to rise by as much as 50% in the same period without the National Energy Strategy.

In 1988, in a Senate Report (S. Rep 100-381) accompanying the Energy and Water Appropriations Act, 1989
(P.L.100-371), the Congress of the United States requested that the DOE produce four studies on climate change:

1. Alternative Energy Research and Development: To assess the state and direction of federal research and
development of alternative energy sources, including conservation.

2. Greenhouse Gas Data Collection: 'To assess how greenhouse gas emissions and climate trends data are coordi-
nated, archived, and made available to scientists, both within and outside of government.

3. Options to Mobilize the Private Sector: 'To assess policy options for encouraging the private sector to cooperate
in mitigating, adapting to, and preventing global climate change.

4. Carbon Dioxide Inventory and Policy: 'To provide an inventory of emissions sources and to analyze policies to
achieve a 20% reduction in carbon dioxide emissions in 5 to 10 years and a 50% reduction in 15 to 20 years.
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This report, Limiting Net Greenhouse Gas Emissions in the United States, presents the results of the fourth
study. The study was conducted by the Office of Environmental Analysis, Office of Policy, Planning and Analysis,
Department of Energy, with assistance from staff throughout the Department of Energy and from other agencies
and organizations. It is presented in two volumes:

Volume I: Energy Technologies
Volume 11: Energy Responses

This document is Volume 1.



EXECUTIVE SUMMARY

OBJECTIVES AND STRATEGY FOR THE
REPORT

The Congress of the United States requested
that the Secretary of Energy:

Prepare a report for the Congress that compre-
hensively inventories the sources of carbon di-
oxide (CO,) in the United States and analyzes
the policy options to be formulated in coopera-
tion with the Environmental Protection Agency
(including, but not limited to, energy pricing,
energy efficiency requirements, alternative fuels,
alternative end use, and supply technology)
which would lead to a 20-percent reduction in
domestic CO, emissions in the short run (5 to
10 years) and a 50-percent emissions reduction
in the long run (15 to 20 years).

Limiting Net Greenhouse Gas Emissions in the
United States responds to the congressional request.
It also builds on the first National Energy Strategy
(NES) of the U.S. Department of Energy (DOE)
(DOE 1991). Energy and environmental tech-
nology data were analyzed using computational
analysis models. This information was then evalu-
ated, drawing on current scientific understanding of
global climate change, the possible consequences of
anthropogenic climate change (change caused by
human activity), and the relationship between
energy production and use and the emission of radi-
atively important gases.

Limiting Net Greenhouse Gas Emissions in the
United States evaluates policy options for reducing
U.S. emissions of carbon dioxide and other green-
house gases. The analysis undertaken to implement
this strategy is reported in the two volumes:

* Volume I: Energy Technologies: The principal
performance and cost characteristics for energy
and environmental technologies that were ex-
pected to play a role during the period of time
studied were identified and described. Some

technologies expected to be capable of pene-
trating the market shortly after 2030 (the end of
the study’s time frame) were also included be-
cause of the importance of understanding the
effects of technology beyond the study’s
horizons.

* Volume II: Energy Responses: A national-level
policy analysis was conducted to determine the
effectiveness and costs of various federal policy
instruments in reducing projected U.S. emis-
sions. This analysis combined much of the tech-
nology data from Volume I with computer
models to project energy use, emissions, and
economic variables.

SCOPE OF THE REPORT

This study covers the principal greenhouse-
related gases with significant anthropogenic emis-
sions sources. These are the same gases addressed
in the National Energy Strategy (DOE 1991): car-
bon dioxide, carbon monoxide, methane, nitrous
oxide, chloroﬂuorocarbons,("’) CCl,, CH;CCl,, hy-
drogenated chlorofluorocarbons,(® hydrogenated
fluorocarbons,(® and Halon-1301. Nitrogen oxides
and volatile organic compounds were excluded
from the analysis because they are not themselves
important radiatively active gases and because the
measure of their indirect effects is subject to even
greater uncertainty than is that of the gases studied.

To make possible a direct comparison between
the emissions of various greenhouse gases, we have
used the IPCC global warming potential (GWP) co-
efficients (100-year integration period). The use of
these coefficients allows the computation of carbon
dioxide equivalent emissions for all gases. The

(a) CFC-11, CFC-12, CFC-113, CFC-114, and CFC-115.
(b) HCFC-123, HCFC-124, HCFC-141b, and HCFC-142b.
(c) HFC-125, HFC-134a, HFC-143a, and HFC-152a.



present study inventories the sources of emissions
for these gases and investigates the feasibility and
economic costs of emissions reductions beyond
those achieved by the NES Actions. The develop-
ment of GWP coefficients has made it possible to
broaden the analysis requested by Congress from an
assessment of carbon dioxide only to a full assess-
ment of the carbon dioxide equivalent emissions of
all energy-related radiatively important gases.
While we still report analysis results for carbon di-
oxide explicitly, we are now able to look at total
GWP-weighted emissions in terms of carbon di-
oxide equivalence. (Note, however, that the GWP
coefficients for the gases studied are subject to sig-
nificant uncertainty and are being reevaluated
through the IPCC process, which could result in
substantial changes in reported values.)

The use of GWP coefficients is important, as it
allows a generalization to be made from the origi-
nal congressional charge. Whereas the original
congressional charge was to examine carbon emis-
sions from fossil fuels, we can now examine carbon
equivalent or carbon dioxide equivalent emissions
from all energy related greenhouse gas emissions.
When we examine fossil fuel carbon emissions, we
will measure those emissions in units of carbon
emissions, for example metric tonnes of carbon per
year (mtC/yr). When we use the comprehensive ap-
proach to examining energy-related greenhouse gas
emissions, we will use units of carbon equivalent
emissions, for example metric tonnes of carbon
equivalent emissions per year (mtC.yr) or metric
tonnes of carbon dioxide equivalent per year
(mtCO,efyr). Carbon equivalent or carbon dioxide
equivalent emissions express the emissions of all
emitted gases in terms of the amount of carbon or
carbon dioxide that would have to be emitted to
achieve the same greenhouse effect as the bundle of
gases actually emitted.

This study focuses on energy-related emissions
of radiatively important gases. No attempt has
been made to forecast agriculture-related emis-
sions. Emissions from rice production, ruminant
livestock, and nitrogen fertilizers, and emissions
due to land-use changes have not been assessed

vi

over the period 1990 to 2030. The one exception is
the analysis of emissions carbon sequestration po-
tential that would result from increasing the density
and extent of forests (reforestation). This analysis
is based on work by the U.S. Forest Service, which
we consider to be the best available analysis at pres-
ent. [t is important to stress that work in this area
is just beginning and that further improvements in
our present understanding of reforestation poten-
tial and the implications of large-scale efforts to tap
it are needed.

Finally, it is important to note that this study
does not attempt to assess the benefits of emissions
reductions or sink enhancement due to policies that
go beyond the NES Actions. An assessment of such
benefits, which would depend directly on the effec-
tiveness of policies in changing global emissions
and, consequently, the magnitude and timing of any
climate change attribution of those emissions, was
beyond the scope of this report.

OVERALL CONTEXT OF RESULTS

In reviewing the results, one must bear in mind
that significant uncertainties surround every aspect
of this analysis: the rate and timing of global cli-
mate change, the linkage between human activities
and global change, and the consequences of climate
change for human and natural systems. These un-
certainties manifest themselves in numerous areas,
including the values of GWP coefficients used to
compare greenhouse-related emissions and the size
and nature of the anticipated economic and envi-
ronmental "benefits" and/or "damage” that might be
expected to accompany a given array of future global
greenhouse gas emissions. For this study, the GWP
coefficients used are the IPCC estimates of the 1990
Scientific Assessment (IPCC 1990). The IPCC is
continuing its research on GWP coefficients in
order to refine its estimates of these values.

In addition to the uncertainties noted above, sig-
nificant uncertainties also surround the forecasting
of future greenhouse gas emissions from the United
States and from other members of the world



community. The uncertainties associated with pre-
diction are compounded the further into the future
one attempts to look. For this reason, we have
adopted the NES analysis as a point of departure.
While any effort that makes projections as far into
the future as 2030 will certainly be wrong in ways
that we cannot yet foresee, examining possible fu-
ture energy system trajectories within the context of
an aggregate analysis structure can yield numerous
useful insights, help point the way toward promis-
ing options, and help identify potentia! problems.
For this and any other future-oriented analysis, it is
not the forecast, per se, but rather, the qualitative
analytical results that matter. The computation of
cost is similarly fraught with difficulties, particularly
insofar as explicit computations are involved.

In addition to its research and monitoring pro-
grams, the U.S. has developed a strategy for ad-
dressing the greenhouse issue that simultaneously
reduces projected future emissions and meets other
national needs. This approach is sometimes refer-
red to as a "No Regrets” strategy. The NES, which
serves as the basis of the analysis reported here,
meets the "No Regrets" test.

The NES is projected to hold the energy-related
GWP-weighted emissions of greenhouse-related
gases at or below their 1990 values through the year
2030. The cost of further reductions may be great;
the total annual cost to achieve the carbon emis-
sions reductions specified by Congress, using only a
carbon tax, was estimated to be $95 billion in the
year 2000 and would require a tax rate of 3500 per
metric tonne of carbon (mtC), or $136 per metric
tonne of carbon dioxide equivalent (mtCO,e). (A
tonne of carbon dioxide can be converted to an
equivalent carbon value by multiplying mass by the
ratio 12/44.) A carbon tax rate of $100/mtC would
add $55 (240%) to the cost of a short ton of coal at
the minemouth and $0.26 (27%) to the cost of a
gallon of gasoline. The 20% and 50% reductions in
emissions were achieved (with a tax of $500 per
metric tonne of carbon) when emissions were ex-
pressed in terms of GWP-weighted emissions; no
carbon tax, regardless of the amount, was able to re-
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duce carbon emissions by 50% in the year 2010, the
target set by Congress, or even in the year 2030.

It is important to recognize that any projection
spanning a 40-year horizon is necessarily quite
speculative. The baseline trajectory and the impact
of particular actions to change it could differ sig-
nificantly from those outlined in this report, which
is based on a specific set of assumptions. For this
reason, it is critical to recognize that, because the
NES Actions Case is itself a policy scenario, the ac-
tual jumping-off point from which the additional
policy options studied here have their effect cannot
be known with certainty in advance. Therefore,
even if we knew the actual effectiveness of individu-
al policies studied here, attainment of an absolute
emissions or energy-use target through a specified
set of policies cannot be guaranteed. For this rea-
son, commitment to any such targets implies a level
of precision that is not captured in the analysis of
scenarios in this report.

The results of this study and others lead to the
conclusion that not enough is known to be able to
achieve the dramatic reductions in carbon emis-
sions proposed in the congressional request with-
out an extremely detrimental effect on the U.S.
economy.

REPORT FINDINGS - VOLUME I

Greenhouse gas emissions arise from many
sources, including both natural and human. Activ-
ities related to the production and use of energy are
the major contributors of anthropogenic carbon
emissions, which most often take the form of
carbon dioxide. Changes in the way energy is used
in the U.S. economy, along with changes in land
use, can significantly affect the growth rate of net
U.S. emissions. Development and use of low-
emission energy and environmental technologies
are essential to provide the mechanisms for such
changes. The purpose of Volume I of Limiting Net
Greenhouse Gas Emissions in the United States is
to characterize energy and environmental



technologies that show promise for reducing
emissions from greenhouse gases. The volume does
not address the potential of these technologies 10
penetrate energy markets; such an evaluation would
include the issues of whether consumers will accept
the technologies, what patterns of technology in-
vestments are likely, and how technologies compete
to attract these investments.

A wide range of currently available, emerging,
and long-term technologies was reviewed for this
study to illustrate the variety of technical options
that could help reduce greenhouse gas emissions
during the next 20 to 30 years. An overview of the
major technologies and their roles in emissions re-
duction strategies is provided in Chapter 1 of Vol-
ume I. Technical performance and cost character-
istics for these technologies are presented in the
remaining chapters. Some of these data were used
in the Volume II analysis of major public policy in-
struments that are candidates for promoting devel-
opment and use of new technologies.

As a result of the numerous contributions by a
variety of authors and a substantial literature re-
view conducted for this volume, four general find-
ings can be noted:

1. Although most greenhouse gas emissions occur
from combustion of fossil fuels to produce
energy, multiple stages of the energy pro-
duction-use cycle may have important emission
contributions.® For instance, coal-fired com-
bustion for electric power generation produces
carbon dioxide emissions, but methane is also
released during the coal mining stage. New
technology can achieve potentially significant
emission reductions in each stage of the energy
cycle. Emissions can be reduced either directly
(e.g., by converting to nuclear energy) or in-
directly (e.g., by conserving secondary energy
forms such as electricity).

(a) The energy cycle includes primary fuel extraction and
preparation, conversion and processing to intermediate energy
forms, transmission and distribution, and final end uses.
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2. Advanced technologies are essential for the four
main strategies available to cut energy-related
emissions:

- fuel substitution (substituting low-carbon for
high-carbon fuels)

- carbon removal (extracting carbon from fuel
or waste streams either before or after fossil
fuel combustion)

- energy efficiency improvement (increasing the
efficiency of energy supply, conversion and
use)

- energy service demand modifications (a shift in
the level or type of end-use energy service
demand, resulting in use of lower-emission

energy).

However, the role of advanced technologies is
affected substantially by behavioral and struc-
tural changes in the economy that are not cur-
rently well understood. A high degree of inter-
dependence exists between the strategies, and
efforts to implement one strategy will often have
secondary impacts on others.

3. Many advanced technologies with the potential
to have major impacts on energy use and carbon
emissions are available now or are under devel-
opment, although the time periods needed to
achieve results vary. For many technologies,
substantial research and development efforts
will still be necessary before advanced systems
will be ready for the marketplace. Even tech-
nologies available today may require a signifi-
cant period of time to achieve any appreciable
emissions reductions. The factors influencing
the degree to which these technologies will even-
tually be used include stage of technological de-
velopment, the rate of capital stock turnover, the
availability and competitiveness of alternatives,
and public acceptance.

4. Important uncertainties remain regarding tech-

nical performance and costs for technologies
that have not achieved commercial use. The
knowledge base is weakest for certain carbon re-
moval and demand modification technologies, as



well as for long-range technologies such as nuclear
fusion and hydrogen. Moreover, interactions be-
tween technology options in practice make the
overall impacts of any one technology difficult to
predict. Comprehensive evaluation of emission-
reduction technologies requires a full energy cycle
analysis, including provisions for handling both the
uncertainty in technology performance and costs
and the behavioral and structural factors affecting
technology use.

REPORT FINDINGS - VOLUME I

The results of the substantial research effort
undertaken for this report appear to support eight
major conclusions:

1. Taking a comprehensive approach to the analy-
sis of U.S. contributions to global warming po-
tential seems preferable to focusing on either a
single greenhouse gas, such as carbon dioxide, or
a single human activity, such as energy produc-
tion and use. Global warming potential (GWP)
coefficients (IPCC 1990) were used to provide a
measure of the relative importance of various
radiatively significant emissions.

2. The National Energy Strategy (NES) Actions
are projected to hold GWP-weighted energy-
related emissions of greenhouse gases at or
below 1990 levels throughout the period to 2030.
This represents a reduction of more than 40%
by the year 2030, relative to the Current Policies
Case. Because the NES Actions are a compre-
hensive package of measures designed to meet
the full array of national energy concerns, these
emissions reductions were obtained in the con-
text of an overall policy whose benefits exceeded
costs. All policy instruments examined that
went beyond the NES Actions achieved further
projected reductions in emissions, but did so at
a cost.

3. The goals of reducing future greenhouse gas
emissions 20% by the year 2000 and 50% by the
year 2010 are technically feasible, but have high

costs and require actions that go beyond those of
the NES. Such reductions are also subject to
diminishing marginal returns; that is, while the
first reductions in emissions can be obtained at
lower cost, costs rise steeply with increasingly
stringent reductions, relative to a reference case
that includes the NES Actions. The costs of
achieving emissions reductions are also subject
to uncertainty.

. The most effective combination of strategies

(lowest cost) for meeting the congressional
emissions objectives encompassed a wide array
of actions, including NES Actions such as emis-
sions reductions of chlorofluorocarbons and
hydrogenated chlorofluorocarbons, the planting
of large areas of new forests, and a broad energy-
related emissions reduction program. It is im-
portant to emphasize the critical role NES Ac-
tions, particularly those that increase energy
efficiency and energy production from nuclear
and renewable sources that produce no direct
greenhouse gas emissions, play in minimizing
costs.

. Starting from the NES Actions policy scenario,

achieving a 20% reduction in GWP-weighted
emissions, relative to 1990, by the year 2000
using a comprehensive approach of GWP-
weighted taxes on energy-related emissions with
credits for reforestation would require a tax rate
of between $30/mtC, and $40/mtC, and would
cost between 36 billion and $13 billion per year
in the year 2000. A 50% reduction in GWP-
weighted emissions, relative to 1990 emissions,
achieved by the year 2010 using a comprehensive
approach would require a tax rate of between
$150/mtC, and $500/mtC, and would cost be-
tween $55 billion and $205 billion per year in
2010. Achieving a 20% reduction in carbon
emissions from fossil fuels alone, relative to
1990 levels, in the year 2000 required a tax of al-
most $500/mtC,, at a total cost of approximately
395 billion per year in the year 2000. Taxes of
up to $750/mtC, were insufficient to reduce car-
bon emissions from fossil fuels alone by 50%,
relative to 1990 levels, in the year 2010.



6. To explicitly address the fact that the NES Ac-
tions represent a policy scenario subject to un-
certainty, a sensitivity analysis case was con-
structed, using the NES Actions Case without its
nuclear power component as an alternative
starting point. This sensitivity analysis projects
little difference in the marginal costs required
and total costs incurred in meeting emissions re-
ductions targets through the year 2010. How-
ever, this alternative starting point has a major
impact in the later years of the study period.
For example, the projected total cost in 2030 of
maintaining a 50% reduction in GWP-weighted
emissions with a comprehensive approach in-
creases by almost $25 billion per year in the
sensitivity case, as compared with the NES Ac-
tions Case.

7. The energy system required time to fully imple-
ment long-term adjustments in low emissions
cases. There was a general tendency in all cases
examined- for the cost of achieving any specific
emissions reduction objective relative to 1990
levels to rise between the years 2000 and 2015
and to fall thereafter. The tendency for costs to
rise was driven by the long-term rate of popula-
tion and economic growth, which led to expand-
ing demands for energy services. Energy con-
servation and fossil fuel substitution were
important tools in keeping the near-term costs
of achieving emissions reduction objectives low.
In the long-term, costs rose until new energy
supply technologies such as renewable and nu-
clear sources were able to make a significant
contribution to total energy service demands.

8. The United States acting alone cannot hold glo-
bal greenhouse gas or carbon emissions con-
stant. Even the most extraordinary efforts of the
entire OECD acting alone could not hold global
fossil fuel carbon emissions constant beyond the
year 2020. By the year 2020, non-OECD fossil
fuel carbon emissions are expected to exceed
present global emissions.

A Greenhouse Gas Inventory

In the last few years, the terms "greenhouse ef-
fect” and "greenhouse gases™ have moved from scien-
tific research literature to the general con-
sciousness. The greenhouse gases are a suite of
gases, including water vapor (H,O), carbon dioxide
(CO,), methane (CH,), nitrous oxide (N,O), and
ozone (O3), that are essentially transparent to in-
coming solar radiation, but that absorb and reradi-
ate energy in the infrared spectrum. The presence
in the atmosphere of these radiatively important
gases, which originate primarily from natural
sources, is responsible for raising the mean global
surface temperature of the Earth from an uninhabi-
table temperature of -19°C to the relatively com-
fortable temperature of +15°C that we observe
today.

While researching this report, we reviewed
natural science data regarding global climate
change (Chapter 1), surveyed the knowledge base
on potential consequences of climate change
(Chapter 2), and evaluated the present state of
understanding of naturally occurring and anthro-
pogenic emissions of gases that can affect the
Earth’s energy balance and climate (Chapter 3).

We have observed, as have others, that the con-
centrations of some radiatively active (greenhouse)
gases have been increasing throughout the industri-
al era (Chapter 1). Greenhouse gases whose con-
centrations have been observed to be increasing in-
clude those occurring naturally, such as CO,, CH,,
and N, O, as well as anthropogenic compounds such
as the chloroftuorocarbons (CFCs), hydrogenated
chlorofluorocarbons (HCFCs), and hydrogenated
fluorocarbons (HFCs). The latter gases also tend
to warm the Earth’s surface in the absence of feed-
back effects. Abundance in the atmosphere, rates
of increase, and the relative role human activities
play in gas cycles vary substantially among various
gas species. The links between the emissions of
radiatively important trace gases and their concen-
trations in the atmosphere are complex and not yet
fully understood (Chapter 1).



A significant band of uncertainty surrounds the
best current understanding of the implications of
the "doubling” of the preindustrial concentration of
CO,, which was approximately 275 parts per mil-
lion volume in the atmosphere in the year 1720.
Estimates of the increase in mean global surface
temperature that would result from an equivalent
doubling of atmospheric CO, concentrations range
from 1.0°C to 5.0°C, with more recent research
results tending toward the lower end of the
range.®) The link between equilibrium climate
response and transient response has not been
defined well yet, making it difficult to assess
whether the observed changes in global climate
variables are the result of changes in atmospheric
composition or simply part of a "noisy” natural
record. The best available climate models are cur-
rently unable to predict reliably whether a region
will become wetter or drier, despite a general con-
sensus that an overall increase in precipitation will
occur globally.

Most of the radiatively important trace gases,
such as H,0, CO,, CH,, N,O, and O, have natural
sources in addition to releases attributable to
human activities (Chapter 3); others, such as CFCs,
HCFCs, and HFCs, are of strictly human origin.
Human activities release greenhouse gases into the
atmosphere in quantities that are known to be sig-
nificant relative to the global system. While the
qualitative relationship between emissions of
greenhouse gases [and gases that influence concen-
trations of greenhouse gases, such as carbon mon-
oxide (CO) and nitrogen oxides (NO, )] and concen-
trations of greenhouse gases in the atmosphere is
well-known, significant work remains to be done
before precise relationships between potential
future emissions and atmospheric concentrations
can be established.

Because the global climate system depends on
the composition of the atmosphere, all emissions
matter in determining the overall effect on atmos-
phere and climate, as do changes in factors such as
albedo, solar radiation, clouds, and other changes in

(a) The IPCC (1990) gives its best guess as 2.5°C.
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the climate system. The relative contribution of the
United States to global anthropogenic emissions
varies from gas to gas (Chapter 3). It is lowest for
methane (CH,), approximately 12% of the global
total, but higher for fossil fuel CO,, approximately
23%. Emissions of greenhouse gases by individual
states also vary greatly and are principally depen-
dent on population, agricultural activities, and rates
of industrial production. For example, carbon
emissions associated with the states of Texas, Cali-
fornia, Pennsylvania, Ohio, and New York were sig-
nificantly greater than those associated with New
Hampshire, Idaho, South Dakota, Rhode Island,
and Vermont.

For the purposes of policy formulation, it is use-
ful to compare the warming effect of the various
gases, which differ in their direct and indirect con-
tributions to radiative forcing. These effects
include the temperature change that would be ex-
pected if there were no feedback effects such as in-
creased evaporation, changes in albedo from de-
creased ice and snow cover, and changes in the time
profiles of atmospheric removal processes, as well
as the direct influence on atmospheric composition.
A set of weighting coefficients was developed by the
IPCC (1990) to make such comparisons. These are
referred to as global warming potential (GWP) co-
efficients. GWPs are defined as the change in radi-
ative forcing for the release of a kilogram of a gas,
relative to the release of a kilogram of CO,, sum-
med over a specific period of time (20, 100, or 500
years). The GWP of a gas is expressed in kilograms
of CO, equivalent (kgCO,e). Use of GWP coeffi-
cients makes possible direct comparisons between
different policy instruments that affect both the
magnitude and timing of all greenhouse gas emis-
sions (Chapter 3).

Throughout this analysis, we have computed
energy-related emissions of CO,, CO, CH,, and
N,0, as well as those of CFCs, HCFCs and HFCs.
These emissions have been weighted by GWP co-
efficients (using the 100-year integration period
values developed through the IPCC in 1990) to cal-
culate a total impact of all U.S. emissions on poten-
tial radiative forcing. The use of GWP weights



makes possible the analysis of the cumulative
impact of all greenhouse gas emissions and is refer-
red to as being within the "comprehensive
approach” for addressing potential climate change.
Throughout our analysis, we have adopted a com-
prehensive approach in which we consider energy-
related greenhouse gas emissions as well as carbon
sinks from reforestation. It is important to note
that, while the IPCC GWP coefficients embody the
best current information regarding the relative
impacts of a one-kilogram release of various
greenhouse gases, this information base is un-
certain. The exact values of these coefficients are
likely to change over time, both as the result of con-
tinued scientific research and because the atmos-
pheric composition against which these values are
developed will change. Research scientists support-
ing the DOE are presently refining these values.

We have noted that developing an understand-
ing of the consequences of climate change is im-
portant in the formation of a fully informed public
policy (Chapter 2). However, while the numerous
studies examined in this report provide consider-
able knowledge about the impacts of global climate
change, the comprehensive models and data re-
quired to assess such changes in terms of the full
consequences to society do not yet exist.(® This
problem is compounded by the fact that critical
issues still exist in predicting and assessing the
nature and timing of global climate change on local
and regional scales, as well as at the global level.
However, even if the general circulation models of
climate were capable of accurately forecasting fu-
ture patterns of local and regibnal climate change
for alternative emissions scenarios, we would still
be faced with problems in predicting and depicting
local and regional physical and human impacts and
responses. These problems include lack of appro-
priate data and problems in describing the linkages

(a) Several recent efforts have attempted to bring together
information 1o create preliminary measures of the net cost and
benefits of atmosphere/climate change. These are sometimes
referred to as "damage functions." These include Nordhaus
(1990), Peck and Teisberg (1991), and Cline (1991). Such
efforts are seminal, but remain preliminary and subject to
substantial revision as future research proceeds.

Xii

between regions. Furthermore, climate change can
result in regional and sectoral benefits as well as
damages: for example, the CO, fertilization effect
enhances plant productivity and water use efficiency
for a wide range of crop species. Thus, while it is
possible to describe the type of effects that can be
expected from global climate change and, in some
cases, to provide preliminary estimates of the scale
of those effects, any comprehensive net impact
assessments remain a goal for the future. Whatever
the impacts of possible climate change might be,
the benefit of policies to slow the emission of
greenhouse gases is directly dependent on the
effectiveness of such policies in changing global
emissions. In this regard, it is important to recog-
nize that without global cooperation, the effect of
policies discussed in this report on the global rate
of greenhouse gas emissions will be relatively small.

Approach

One contribution of this report will be to im-
prove the present understanding of the cost and ef-
fectiveness of potential policy instruments that
could go beyond the NES Actions. To explore the
consequences of such instruments, we have used
several models of the relationship between energy
and the economy (Chapter 4).

The principal model used to examine the
relationship between energy and the U.S. economy
is Fossil2. This model was also used in the analysis
underpinning the development of the NES. Fossil2
is a dynamic simulation model of U.S. energy sup-
ply and demand designed to project long-term (30-
or 40-year) behavior. The analytical framework of
Fossil2 was used to incorporate the set of tech-
nology and policy assumptions generated for the
NES. These assumptions combined to establish the
projection of U.S. energy supply, demand, and
prices to the year 2030. Fossil2 estimates energy
supply for oil and gas production, coal production,
and renewable energy production. The Fossil2
energy demand sectors estimate residential, com-
mercial, industrial, and transportation energy
demand.




It is worth noting that the Fossil2 Model may
tend to underestimate the responsiveness of the
energy system in extreme cases. This is because the
model has no mechanism for prematurely retiring
existing capital stocks, even when they are no
longer economically viable. The model simply con-
tinues to operate them throughout their useful life-
times. This behavior is reasonable when, for
example, carbon taxes are low, but when carbon
taxes rise above $100/mtC, this behavior may not
reflect the full extent of economic response and
may therefore tend to underestimate the impact of
the modeled policies. The assumption that only
fossil fuel carbon emissions are taxed is also limit-
ing. A more general analysis would consider taxa-
tion of carbon from other potential net sources in-
cluding, for example, cement manufacture and
forest practices, as well as the effect of taxes on
other activities that produce greenhouse gas
emissions.

The output from Fossil2 provided inputs to two
other modeling systems used for analyzing the im-
pacts of policies to mitigate greenhouse gas emis-
sions. The first of these models is the Edmonds-
Reilly Model of long-term, global energy-economy
interactions. This model is an energy market equi-
librium model, with supply and demand equated
only for the energy sector. The Edmonds-Reilly
Model calculates base Gross National Product
(GNP) directly as a product of labor force and labor
productivity. This model was used to assess the
global energy and greenhouse gas emission implica-
tions of U.S. actions that go beyond those imple-
mented by the NES (Chapter 10).

The Data Resources, Inc. (DRI) Quarterly
Macroeconomic Model was used to estimate the
impact of greenhouse gas emission mitigation
policies on investment, GNP growth, and other
aspects of the U.S. economy. Two examples of
policy instruments were selected for detailed exami-
nation (Chapter 9). The DRI Model uses energy
demand as an input to generate estimates of eco-
nomic growth. When the DRI Model is used in this
study, the energy component is represented by esti-
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mates of total demand at full employment, obtained
through Fossil2 simulations.

In the analysis of costs, we have sought to calcu-
late estimates of reductions in the dollar value of
new, final goods and services produced in a given
year (GNP). We have used the tools of economic
analysis to construct these estimates. Reductions
relative to the NES Actions Case are reported in
the year in which they occur. There are obvious dif-
ferences in the burden of costs incurred in the pres-
ent and in the future. The discount rate is a 100l
frequently used to enable a comparison between
costs incurred at different points in time. But great
uncertainty exists as to the proper rate of compari-
son. Problems in determining the correct rate
occur for a variety of reasons, including the fact that
the beneficiaries of possible changes in the rate of
emissions of greenhouse gases will be, to a large
extent, future generations, while costs may be incur-
red to a greater extent by those currently alive (see,
for example, NAS 1991). Rather than attempt to
deal with uncertainties associated with comparing
costs across time, we have chosen to report costs in
the year in which they occur only. We provide per-
spective by comparing these costs to the then-
current GNP. In addition, we have made no at-
tempt to assess the demographic, geographic, or
sectoral distribution of the costs of emissions
reductions policies. While important, these issues
are beyond the scope of the present study and
remain to be addressed in future research.

Analysis of Current Policies

Three sets of policies were examined with regard
to their impact on greenhouse gas emissions: Cur-
rent Policies, NES Actions, and Policy Instruments
Beyond the NES Actions.

The first set consists of the Current Policies
Base Case. This is also the reference case used in
the NES analysis. It is examined in Chapter 5.
Three general assumptions guide the development
of this case, modeled in Fossil2: that there are no
major changes in current laws and energy policies



after September 1990, that there are no major
changes in the structure of the U.S. economy and
world energy markets, and that new technologies
currently under research or development are al-
lowed to penetrate the market based on current
technology and cost estimates (Volume I). This
case is thought of as a "continuation of current
trends” case.

In the Current Policies Case, energy prices are
driven by the world oil price. The world oil price
increases about 160% during the simulation period,
1987 through 2030. The wellhead price of natural
gas peaks in 2030 at 360% above its 1987 level. The
minemouth price of coal remains relatively stable
over the entire period, rising slightly more than
50% between 1990 and 2030. The path of electrici-
ty prices over time is even more stable than that of
coal, increasing 16% between 1990 and 2030.

Energy consumption rises 80% between the
years 1987 and 2030. Domestic oil consumption in-
creases slowly over the entire simulation period, by
about 60%. Natural gas consumption peaks and
falls, with a net increase of 37% by 2030. Coal con-
sumption increases 206%, due primarily to its use
in electric power generation.

U.S. GWP-weighted greenhouse gas emissions
increase approximately 50% between 1987 and
2030, due to an increase in fossil fuel emissions and
to growth in electricity demand. Carbon dioxide
emissions almost double between 1987 and 2030.
There is little change in either the CO,-to-fossil-
fuel ratio or the fossil-fuel-to-energy ratio. The
only factor in the Current Policies Base Case acting
to reduce the emission of carbon per dollar of GNP
is an assumed overall decrease of about 30% in the
energy intensiveness of the economy. This is coun-
terbalanced by reductions in GWP-weighted emis-
sions associated with the phaseout of CFCs under
the 1990 London Agreement, as implemented in
the Clean Air Act Amendments of 1990.
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Impacts of NES Actions

The second set of policies examined was the
NES Actions Case, as defined in DOE (1991) and
discussed in Chapter 5. The NES Actions Case
combines a wide variety of policies to address the
broad array of energy issues associated with the
short-term and long-term provision of adequate
supplies of energy at reasonable cost in an environ-
mentally safe manner. It therefore meets the Presi-
dential Directive of July 1989.

The implementation of the NES has a profound
effect on future projections of U.S. greenhouse gas
emissions. GWP-weighted emissions decrease 5%
from 1990 to 2030 and never rise above 1990 levels.
This is about 33% lower than the terminal level of
GWP-weighted emissions anticipated under the
Current Policies Case. While GWP-weighted emis-
sions through 2030 never rise above 1990 levels,
they are not constant. They decline between the
years 1990 and 2000 in response to near-term NES
Actions, but rise between 2000 and 2015 because
economic growth spurs increased demands for
energy services and because most of the benefits of
phasing out CFCs have been captured. After 2015,
GWP-weighted emissions decline again as the ef-
fects of long-term NES Actions, which, for example,
encourage the introduction of nuclear and renew-
able energy technologies, reach the scale necessary
to more than compensate for continued economic
expansion.

Carbon emissions from fossil fuel combustion
increase by 33% over the period between 1990 and
2030, compared to the roughly 100% growth pro-
jected for the Current Policies Base Case over the
same time period. Of this reduction, 31% is due to
reduced emissions associated with oil, and 69% is
due to reductions associated with coal. Most of the
difference between the two scenarios in 2030 is due
to decreases in CO, emissions. The highest level of
fossil fuel carbon emissions occurs in the years 2020
and 2025, but these emissions levels are lower in
the year 2030.



The importance of various policy instruments
within the NES Actions package in reducing poten-
tial future U.S. GWP-weighted emissions varies
with time. Over the course of the next decade, inte-
grated resource planning, coupled with changes
such as energy efficiency actions that reduce elec-
tricity demand, greater use of alternative-fueled
vehicles, natural gas reforms, and the expanded use
of waste-to-energy technology are important. By
the year 2030, increased transportation fuel effi-
ciency and expanded use of alternative fuels and
alternative vehicles, expanded use of nuclear
energy, energy efficiency and integrated resource
planning efforts, and industrial energy efficiency
improvements become more important. (With the
NES Actions implemented, the Clean Air Act
Amendments of 1990 are projected to have only a
minor incremental impact on greenhouse gas emis-
sions, although this legislation is important in that
it implements the United States’ participation in
the Montreal Protocol and the subsequent London
Agreement.)

The most dramatic change in energy production
and use in the Current Policies Case as compared
to the NES Actions Case is in coal production and
use. In the NES Actions Case, coal consumption
still increases, but the rate of growth over the entire
simulation period falls from about 200% to 80%.
Total primary energy consumption grows only 55%
in the NES Actions Case, as opposed to 80% in the
Current Policies Base Case. Oil consumption in-
creases 9% by 2030, as opposed to a 50% increase
in the Current Policies Case. Natural gas follows a
peaking pattern similar to that of the Current Poli-
cies Case, decreasing in 2030 by 17% from the 1987
level. Renewable energy usé rises approximately
150% by 2030 in the NES, and nuclear power gene-
ration increases from 0.4 quads in 2030 under cur-
rent policies to 12.5 quads under NES actions.

Policy Options Beyond the NES

Additional policy options that go beyond the
NES Actions Case in reducing energy-related
greenhouse gas emissions were analyzed using the
Fossil2 Model of U.S. energy-economy interactions.

There were three basic kinds of policies: fiscal
(taxes) (Chapter 6), regulatory intervention (Chap-
ter 7), and a combination of fiscal and regulatory
strategies (Chapter 8).

Individual policy instruments examined in this
volume were selected from a much larger list devel-
oped in DOE (1989). Five broad strategy group-
ings are identified in DOE (1989): fiscal incentives;
regulation; information; research, development and
demonstration; and combined strategies. These in-
struments provide specific policy tools capable of
inducing all sectors of the economy to alter be-
havior. Information and research, development and
demonstration policy instruments are included
within the set of NES Actions. This volume focuses
on fiscal incentives, regulation, and combined
strategies that go beyond the NES Actions. Within
the latter three policy categories, a limited set of
policy instruments was chosen, instruments which
were representative of these classes of actions and
which, on theoretical and empirical grounds,
appeared to hold promise of effectiveness in reduc-
ing greenhouse gas emissions.

In evaluating the results, it is important to
recognize that any projection spanning a 40-year
horizon is necessarily quite speculative. The base-
line trajectory, and the impact of particular actions
to change it, could differ significantly from those
outlined in this report, which is based on a specific
set of assumptions. ‘It must be recognized that the
actual jumping-off point from which policies have
their effect cannot be known with certainty in
advance. Therefore, even if we knew the actual ef-
fectiveness of individual policies, attainment of an
absolute emissions or energy-use targets with a
specified set of policies cannot be guaranteed. For
this reason, commitment to such targets implies an
inherently open-ended exposure that is not cap-
tured in the analysis of scenarios in this report.

To emphasize that the NES Actions Case is it-
self a policy scenario and thus subject to uncer-
tainty, we have conducted a limited sensitivity
analysis on the costs of policies under a modified
baseline. In the sensitivity cases, we use the results



$100/mtC or less. These losses rise to .more than
1% at ‘a tax rate of $500/mtC and escalate rapidly
thereafter. As defined here, however, these total
costs do not reflect transfers or adjustment costs.

Carbon and GWP taxes also raise a great deal of
tax revenue. At the rate of $100/mtC, more than
$130 billion/yr is raised. Such high rates of tax
revenue generation would necessitate a reappraisal
of overall national tax strategies.

A sensitivity analysis was conducted on the car-
bon and GWP taxes against the NES Actions sce-
nario results with the assumption that no new or
life-extended nuclear capacity comes into opera-
tion. The results differ little from those of the tax
cases with the full NES Actions until after the year
2010. The results diverge after this point, as the
growth in nuclear power assumed in the NES
Actions Case has its impact. With the NES Actions
Case results as the baseline, the carbon tax required
for a 20% reduction in carbon emissions, relative to
1990, in the year 2030 is approximately $300/mtC
and results in a total cost in 2030 of $97 billion. In
the case without new nuclear power, however, a car-
bon tax of about $430/mtC is required to maintain
this 20% reduction and results in a total cost in
2030 of $172 billion.

It is important to point out that, other than the
use of forests to sequester carbon, no technologies
that capture and dispose of carbon have been exam-
ined in this report. Such technologies exist, but
have never been deployed on a wide scale. (See
Volume I of this report.) Significant uncertainties
about disposal exist for those technologies that cap-
ture carbon either before or after fuel combustion
in the form of CO,. Abandoned gas wells, salt
domes, and deep ocean have been suggested as
repositories for captured CO,. The implementa-
tion of technologies that use coal as a carbon feed-
stock for the production of hydrogen also produce
carbon in solid form as a byproduct; disposal is
therefore not an issue with such technologies. They
would, however, require the development of an
infrastructure to transport and use the hydrogen.
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The successful development of such technologies
could radically alter the role of fossil fuels, coal in
particular, in future reduced emissions cases.

Regulatory Instruments, Chapter 7
Four individual policies were examined:

1. Reforestation: New trees are planted to an
extent sufficient to sequester carbon equivalent
to the amount released by new utility power-
plants over the lifetime of their operations.

Powerplant Energy Efficiency Standards: An
energy efficiency standard for new electricity
generating capacity is created based on the most
energy-efficient generating technology available.
New capacity installed by utilities must meet this
standard or the utilities will be penalized based
on the degree to which the efficiency of actual
new capacity falls short of the standard.

Buildings Energy Efficiency Standards: A wide
range of standards is established for buildings
and their energy-using devices. Standards are
set so that the additional cost of a kilogram of
carbon emissions reductions is equal in all appli-
cations.

Transportation Energy Efficiency Standards:
Energy efficiency standards are set for new
gasoline-powered passenger vehicles.

Two of the four regulatory policy instruments
studied were directed at electricity-generating facili-
ties. The first policy, Reforestation, mandated the
planting of trees to offset the incremental lifetime
carbon emissions of all newly constructed and life-
extended fossil fuel-fired power plants. The Re-
forestation policy reduces carbon emissions in two
ways: first, it encourages non-fossil electricity-
generating technologies, more efficient (clean)
fossil generating technologies, and electricity con-
servation; and second, the trees planted for the new
fossil fuel plants sequester the emitted carbon. Re-
forestation provided the greatest GWP-weighted



emissions reduction of any single regulatory policy
instrument examined, and it did so at economic
costs only slightly greater than those observed for a
combined strategy of carbon taxes and a reforesta-
tion rebate.

Because reforestation appears to be the most
powerful and cost-effective option among the regu-
latory strategies considered, we have also analyzed
this option under the NES Actions Case without
new and life-extended nuclear power assumptions.
The results here are similar to those for sensitivity
analysis of the carbon and GWP tax cases; that is,
the effect of the nuclear power assumptions is small
over the first half of the study period, but raises the
costs of emissions reductions in the years 2015
through 2030. In 2030, the total cost of the Refor-
estation Case with the sensitivity analysis assump-
tions is $51 billion, compared to $33 billion when
the full NES Actions Case results are used as the
baseline.

There are several unaddressed issues and un-
certainties associated with implementation and
maintenance of the Reforestation Policy. One
major issue is the institutional mechanism for
monitoring and enforcing such a policy. New insti-
tutions likely would be required and could have
implications for all land use in the United States.

A further problem is the long-term disposition
of the trees. The carbon uptake of the trees will not
continue indefinitely. Beyond the year 2030, the
"new" trees planted in this case eventually mature
and cease their carbon uptake. If the trees are left
in place, they continue to occupy land resources. In
the analysis presented in Chapter 7, slightly less
than 340 million acres of the United States, includ-
ing marginal crop lands, is involved in the program,
sequestering at a maximum rate of between
350 TgC/yr and 700 TgC/yr by the year 2030, based
on an average sequestration rate measured over a
40-year lifetime and depending upon the sensitivity
chosen. The program would increase total forest
lands by up to half again their present size and
would account for up to one-fifth of all agriculture-
related lands, potentially requiring as much as haif
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of those lands currently used as croplands. If the
trees were used as a biomass fuel, they would
release carbon back into the atmosphere with an
emission coefficient approximately the same as that
of coal. If the trees were harvested and used in
wood products that do not oxidize for long periods,
they would have no net carbon release to the at-
mosphere, but could substantially affect the market
for forest products. Expectations of such effects
could in turn reduce reforestation activities within
the traditional foresting sector, lessening the net
effect of the program.

In light of the uncertainties associated with a
major reforestation program, our approach was to
study specific scenarios assuming an unspecified
mechanism that induced reforestation with carbon
sequestration potential equivalent to new plant
emissions without addressing any of the problems
discussed in the preceding paragraphs. Two sce-
narios were studied. The first scenario takes the
carbon sequestration supply schedule given by
Moulton and Richards (1990). The second uses the
arbitrary assumption that only half of the carbon se-
questration will be available at any cost, and its
associated cost schedule is derived on the assump-
tion that land prices will be three times greater than
at present. We do not specify whether the reduced
availability of land comes from the fact that produc-
tivity is lower than anticipated by Moulton and
Richards or that there is less land to be had; either
is possible. To the extent that land is less available,
the price of land is implicitly more than three times
greater than at present. These scenarios were con-
structed to serve as sensitivities indicating that the
potential effectiveness of reforestation is uncertain.

The second policy aimed at electricity generat-
ing plants was the Powerplant Efficiency Standards.
These standards were designed as cost penalties for
the construction of new fossil fuel plants that did
not employ the most efficient generating technol-
ogy available. These standards were not as effective
as Reforestation in reducing GWP-weighted emis-
sions, both because they did not take advantage of
the carbon sequestration potential of reforestation
and because they allowed some types of fossil fuel



powerplants, although only the most efficient, to
come into operation and emit carbon without suf-
fering any penalties.

The two remaining regulatory instruments
studied were standards imposed on energy end-use
sectors. The first set of end-use standards was the
Buildings Standards. These standards produced
relatively small reductions in greenhouse gas emis-
sions beyond the levels achieved in the NES
Actions Case, when compared to the fiscal and util-
ity regulation policies examined in this study. This
does not mean that there are few opportunities for
energy conservation in the buildings sector; the
potential for cost-effective energy conservation in
this sector is great. Rather, this result is indicative
of the success the NES Actions will have in affect-
ing energy conservation. In general, there are only
marginal additional gains to be obtained beyond
NES Actions unless measures can be found that
have the effect of reducing the apparent internal
rate of return of end-use energy consumers.

The second set of end-use standards was the
Transportation Energy Efficiency Standards on
gasoline-powered passenger vehicle fuel efficiency.
The Tranmsportation Energy Efficiency Standards
had only a marginal effect on greenhouse gas emis-
sions, relative to the NES Actions Case, due in part
to the low share of vehicle miles accounted for by
gasoline-powered passenger vehicles in the NES
Actions Case and the correspondingly high market
share of non-conventional vehicles. In 1990, the
share of non-conventionally-fueled passenger vehi-
cles in the NES Actions Case is zero. By 2010, this
share has grown to 30%, and by the year 2030, just
over 56% of total passenger vehicles in service are
non-gasoline-driven. Indeed, in 2030, methanol-
powered vehicles constitute exactly the same per-
centage of the total as do gasoline-powered vehi-
cles, about 43%.

In general, end-use energy efficiency standards
that go beyond the NES Actions appear to be rela-
tively expensive as strategies for reducing potential
future greenhouse gas emissions. Their high re-
ported cost is due both to the fact that NES Actions

induce the introduction of many energy conserva-
tion and efficiency technologies and to the fact that
the analysis in this report explicitly accounts for
"take back"® costs. Other benefits and costs of the
regulatory approach, which include the possible
benefits or costs of substituting expert engincering
judgment for private choice made by individual
consumers, are not explicitly calculated. For ex-
ample, both information costs and the availability
of products suited to a particular taste or appli-
cation will be reduced by regulation. However, an
analysis of the cost reductions associated with a
reduction of the apparent consumer discount rate is
provided to define an extreme upper bound on the
overall potential benefit from regulations, stan-
dards, and institutional change. Narrowing this
range further remains a research task for the future.

In addition, we conducted an analysis to explore
an upper bound on the maximum potential of
energy-efficient technologies in the residential,
commercial, and industrial sectors of the economy
to further reduce the cost of greenhouse gas emis-
sions reductions. The analysis is similar in
approach to a "bottom-up" technology analysis, but
incorporates economic feedback effects. These esti-
mates indicate that, in the year 2000, the total cost
of achieving the 20% reduction in GWP-weighted
emissions relative to 1990 levels could be substan-
tially reduced if all energy efficiency technologies
having a positive present value using a 5% discount
rate were installed when new investments were
made, and if an aggressive tree planting program
were implemented in addition to a carbon tax and
the continued phase out of CFCs. The cost of
achieving a 50% reduction in GWP-weighted emis-
sions relative to 1990 levels would also be signifi-
cantly reduced.

(a) This term refers to the fact that, when standards mandate the
introduction of more efficient technologies than would be
purchased by consumers, the cost of the energy service provided
by the technology falls. Consumers respond to the lower cost of
energy services by increasing their use of the service. The
observed reduction in demands for fuels is therefore less than
might be expected because consumers "take back" some of the
energy demand reductions in the form of increased use of the
energy service.



This sensitivity provides an upper bound on the
maximum market potential of currently available
technology. In this regard, three caveats are es-
pecially important. First, market potential may be
overstated (and costs understated) because con-
sumer decisions regarding the technologies may ac-
tually reflect heterogeneity in applications or in
other product attributes that are not incorporated
in the modeling framework, rather than failures in
capital markets. Second, there may not be any poli-
cies that can capture the technological potential.
Finally, even if policies are available, they may pre-
sent other problems, by failing to account for het-
erogeneity or other attributes or by diverting invest-
ment resources from alternative opportunities that
offer internal rates of return higher than 5%.

Combined Strategies, Chapter 8

Three sets of combined strategies were con-
sidered. The first strategies are either carbon taxes
or GWP taxes on energy combustion gases applied
in combination with a tax refund for the seques-
tration of carbon through the planting of trees. The
second pairing of policies was to combine reforesta-
tion with efficient building standards equivalent to
a $250/mtC carbon tax level. The final combination
strategy was to impose a series of carbon or GWP
caps with tradeable permits,

The combination of carbon or GWP taxes with a
refund for reforestation showed the greatest reduc-
tions for a given cost. Due to the uncertainty of the
cost of such a large tree planting program, the
analysis was bounded through the inclusion of three
alternative sensitivity cases for the supply schedule
of carbon sequestration. The energy impacts are
the same as those derived in the fiscal policies,
given the same level and type of tax. This is a result
of the assumption that the energy and forest sectors
are independent. However, the impact on net U.S.
GWP-weighted greenhouse gas emissions is im-
proved by the addition of a sink enhancement
(trees) for the sequestration of carbon. The result
is that while GWP-weighted energy-related emis-
sions are reduced 20% in the year 2000 (as com-
pared with 1990) with approximately $150/mtC,

GWP tax, the addition of a reforestation program
could reduce the tax rate to between $15 and
$30/mtC,, depending on whether low- or high-cost
trees more truly reflect the cost of the reforestation
program and achieve this same level of reduction.
The total cost of this reduction would likewise fall
from about $17 billion per year in the year 2000 (no
reforestation program beyond the President’s tree
initiative) to between $4 billion and $6 billion per
year for low- and high-cost trees, respectively.(a)

Looking at the combined strategies, the results
of a sensitivity analysis using as the baseline the
NES Actions without new and life-extended nuclear
power are similar to those for the tax cases and the
Reforestation Case in the previous chapters. The
growth in nuclear power expected to occur in the
NES Actions Case has little effect on the cost of re-
ducing carbon and greenhouse gas emissions in the
short term, but has a larger impact on costs after
the year 2010. In the sensitivity case with the modi-
fied nuclear power results, the total cost of reducing
GWP-weighted emissions by 50% of 1990 levels in
2030, with the comprehensive approach of GWP
taxes and reforestation with high-cost trees is
363 billion in 2030, compared to $40 billion under
the full NES Actjons Case assumptions.

It appears that, without a very large reforesta-
tion program,(® a 50% reduction in GWP-weighted
emissions is not achievable in 2010, and although

(a) The terms "high-cost trees," and "low-cost trees" refer to two
separate carbon sequestration cost schedules. Low-cost trees
employ the "best guess” cost schedule in Moulton and Richards
(1990). High-cost trees employ a sensitivity to the low-cost trees
case in which the land costs were assumed to be triple those in
the "best guess” case. The same cautions and uncertainties raised
with regard to the forestry component of the Reforestation Case
apply equally to the GWP Taxes with a Refund for Reforestation
Case. These include the issue of long-term disposition of the
trees and land-use policy, as well as uncertainties associated with
cost.

(b) As with the Reforestation Case examined in Chapter 7, a
program with maximum potential to sequester 725 TgC/Ar and
using 340,000,000 acres of land is assessed. The maximum
program could increase forested lands by 50% and account for
one-fifth of total agriculture-related land area, or 15% of total
U.S. land, and require as much as half of all lands currently used
as croplands.



such a reduction can be achieved by 2030, it
requires a $710/mtC, GWP tax. However, even in
the High-Cost Trees Case, an approximately 50%
reduction could be achieved in 2010 at a GWP tax
rate of approximately $150/mtC, and at a total cost
of about $56 billion in that year. With low-cost
trees, a reduction of this magnitude would require a
similar GWP tax, but the total cost would fall to
about $32 billion in 2010, due to the differing costs
of the reforestation program.

The pairing of a reforestation program with
building standards has little impact on overall
energy consumption or GWP-weighted emissions
beyond what was achieved with the reforestation
program alone. The costs and removal results of
the carbon and GWP caps analyses are nearly iden-
tical to those for the carbon and GWP taxes, if an
interpolation is made for those levels of caps.

We must recognize here, as we did in discussing
the Reforestation Case developed in Chapter 7, the
special issues associated with using tree planting as
a net sink for carbon. Trees typically absorb carbon
at a relatively constant rate for a limited period of
time. This period of time depends on the particular
tree species under consideration. For the species
considered in this analysis, at least 40 years of car-
bon uptake appears typical. After that, a tree
reaches its mature state, and annual carbon uptake
decreases steadily. Because the period of analysis
that we have chosen is 40 years, the use of trees
appears to be a relatively cheap method for control-
ling carbon emissions. It is important not to be
misled by the boundary conditions of the study.
Beginning in the year 2030, the uptake of trees
planted in the year 1990 diminishes. This results in
a problem: the carbon sink begins to fill. At this
point, several options appear. The trees could be
left in their present locations as a standing stock of
carbon, but with a diminishing carbon uptake.
Alternatively, they could be cut down and trans-
ported to some storage site where their carbon
would not be released to the atmosphere; the sites
would then be replanted. No obvious way exists to
continue to obtain a constant rate of uptake of car-
bon by trees in the long term. Trees are therefore
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an option that can only be used for a relatively
limited time to reduce net carbon emissions to the
atmosphere.

Because of these uncertainties, a sensitivity
analysis has also been conducted for the GWP Tax
with Refund Case, in which it is assumed that the
potential carbon sequestration from reforestation is
reduced to 50% of the original estimate. Under
this Reduced Sequestration Case, the total cost of
achieving a 20% reduction in GWP-weighted emis-
sions levels in 2000 was $13 billion per year, while
the total cost of achieving a 50% reduction in 2010
rose to $204 billion per year.

It is also important to note that crucial institu-
tional questions arise if a major program to use
"new" trees to sequester carbon is contemplated.
The definition of "new trees” and development of a
set of accounts for these trees are non-trivial
problems.

Comparison of Relative Costs

Overall, the combined policy of GWP taxes on
energy combustion gases with credit for reforesta-
tion using low-cost trees yields the greatest reduc-
tion in GWP-weighted emissions at lowest total
cost for all years. This is shown in Figures ES.1
through ES.9, which plot the total, marginal, and
average costs of implementing greenhouse gas
emissions control strategies beyond the NES Ac-
tions for the years 2000, 2010, and 2030.%) For in-
stance, at a 20% reduction level in the year 2000,
the combined strategy of GWP taxes and trees
would cost between $3 billion and $9 billion per
year in that year, depending on assumed reforesta-
tion potential and costs; achieving this same level of
reduction through a program of GWP taxes without
trees would cost well over $17 billion per year in
the year 2000. Point estimates are provided for the
other control strategies, none of which is more

(a) We note here the duality between a GWP-weighted energy-
related emissions cap with a tradeable permit and credit for
reforestation and the tax case above.



effective than the GWP taxes and trees. In con-
sidering any of the results involving reforestation,
the difficulty in identifying a specific regulatory
mechanism that could implement the modeled sce-
nario, as outlined in the discussion of Chapter 7,
should be kept in mind. The reforestation option
alone showed substantial emissions reductions at
costs close to the combined GWP taxes and trees.
It should be noted that, at lower levels of reduction
(around 10%), the cost of the alternative strategies
is relatively close. Also, costs and emissions reduc-
tions associated with the two sets of Transportation
Energy Efficiency Standards are so close as to be in-
distinguishable from each other in the year 2000.

As with total costs, the marginal cost curves for
the GWP taxes with low-cost trees are farthest to
the right; that is, for the same level of marginal
cost, this policy produces the greatest reduction in
GWP-weighted energy-related emissions. This is
shown in Figures ES.4 through ES.6, which plot the
marginal costs ($/mtC.) of reducing GWP-weighted
energy-related emissions.

The average costs of GWP-weighted emissions
reductions are universally lower than the marginal
costs. In many cases, average costs are significantly
lower than marginal costs. This fact is the direct
result of the modeling approach used, which always
chooses lowest cost emissions reduction options
first. We report both marginal and average costs to
avoid the great potential for confusion associated
with these two reporting modes. Figures ES.7
through ES.9 show the average cost in dollars per
tonne of carbon dioxide equivalent ($/mtCO,¢) of
reductions from all nine scenarios that go beyond
the NES Actions. (Note the change in units of
measure from mtC, to mtCOze. Recall that a
tonne of carbon dioxide can be converted to an
equivalent carbon value by multiplying mass by the
ratio 12/44.) As with total and marginal costs, the
average costs of reductions are lowest with the
GWP taxes and low-cost trees.

There is a general tendency at any given emis-
sions level for costs to increase between the years
2000 and 2015 and then decrease thereafter. This is
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due to the time required to bring new energy supply
options on-line, particularly new renewable energy
technologies and a second generation of nuclear
facilities. The first new reactors, for example, will
be coming on line in the year 2015. The effect of
this additional electric power generating technology
is important; it allows utilities to expand electric
power without directly producing greenhouse gas
emissions.

Macroeconomic Impacts, Chapter 9

A policy’s indirect macroeconomic effects can
propagate through the many markets and sectors of
the economy. Most potential greenhouse gas con-
trol policies would increase expenditures on end-
use energy consumption and/or energy conserva-
tion. : Other policies such as reforestation would
also require added expenditures, but those would
not be primarily related to the energy sector.

The levels of tax revenue generated by either the
carbon tax or the GWP-weighted taxes needed to
stabilize or reduce carbon emissions or achieve sub-
stantial reductions in GWP-weighted emissions
relative to 1990 levels are so large compared to the
scale of the economy that they would cause a
general reassessment of national tax policy.

A $100/mtC carbon tax generates over $130 bil-
lion per year. If such a tax were enacted and reve-
nues were used to reduce the federal deficit, overall
output would be depressed relative to the baseline
forecast for a decade or longer. The models studied
suggest that the imposition of a $100 carbon tax
would create a loss of GNP in 2000 ranging be-
tween 1% and 3% of the GNP without the tax.
Over the longer term, such a tax could actually
cause GNP to be greater than under the no-tax
NES Actions Case. This result occurs because,
when the tax is used to retire debt, it acts as an
increase in national savings, which makes more
funds available for private investment, leading to
more rapid accumulation of capital in the economy
and eventually to greater GNP. It is important to
note, however, that while GNP may be significantly
higher in the year 2030 than it would have been



without a carbon tax, our analysis shows that per-
sonal consumption is lower in all years than it
would have been without a carbon tax. Use of the
carbon tax to reduce the deficit also acts as a
mechanism to force national savings.

Two additional points are worth noting. First,
these are model results and not forecasts. It is also
possible that even when taxes are used to retire
debt there may be long-term reductions in GNP.
Second, the ability of the government to raise taxes
and, indirectly, national savings does not depend on
revenue from greenhouse-related taxes.  The
government always has this fiscal policy option.

If the revenues from the tax were returned to
individuals by the government in some fashion, the
pattern of effects would be quite different. In the
short run, up to 3 years, the rebating of tax revenues
by reducing either the personal income tax or the
payroll tax rate would lead to a short-term expan-
sion in economic activity. By 1993, GNP is esti-
mated to be from 1% to 4% higher than it would be
otherwise. The high end of this range would give
pause to policymakers seeking to avoid inflationary
pressures. After this immediate boost, however, the
models all show long-term detrimental effects on
economic growth from this policy. By the year
2000, real GNP might be reduced by 1% to 2%,
with further reductions in subsequent years.

The estimated macroeconomic impacts from the
combined reforestation/building standards policy
are considerably less than those from the tax. By
2000, the range of GNP losses is from 0.2% to
1.0%. In the long term, there is more uncertainty
about the direction and magnitude, as the results in
this study are sensitive to choice of assumptions and
selection of model.

The principal point to be made regarding the
results of Chapter 9 is that the revenues generated
by carbon taxes of a magnitude considered in this
study are so great that if actually raised, they would
necessitate a national fiscal policy reassessment.

\
\
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International Implications, Chapter 10

The United States produces only part of the
global total emissions of greenhouse gases. For
example, it accounts for approximately 23% of
present fossil fuel carbon emissions to the atmos-
phere, a fraction that has declined steadily from ap-
proximately 40% in 1950. This share is expected to
continue to decline throughout the remainder of
this century and into the next (IPCC 1989). It is
clear that the United States acting alone cannot
control the composition of the Earth’s atmosphere;
the expected increase in carbon emissions from
nations other than the United States over the next
twenty years exceeds total U.S. emissions in 1990.
Similarly, the OECD as a whole could not stabilize
emissions at present levels beyond the year 2020.
Here, too, expected growth in non-OECD emis-
sions exceeds present total OECD emissions.

The imposition of policies to directly control
greenhouse gas emissions must be crafted with
some care in an open economy. For example, the
imposition of carbon taxes at the point of emission
results only in a significant decrease in the direct
emission of carbon to the atmosphere by the
United States. However, there is great incentive for
energy-producing industries to expand exports of
fossil fuels to the rest of the world. Greenhouse gas
emissions reduction policies reduce net imports of
oil, but their effect on greenhouse gas emissions is
far greater than their effect on oil imports. A car-
bon tax applied as a severance tax on the produc-
tion of fossil fuels (without a concurrent tariff on
carbon-based fuel imports) has the result of extin-
guishing domestic oil and gas production and radi-
cally curtailing coal production, while only reducing
net United States emissions marginally.

Comparison to Other Studies, Chapter 11

A preat deal of confusion appears in the
literature on greenhouse gas emissions reduction
strategies, due to the way in which results are
reported. Some carbon emissions are reported in



short tons, while others use metric tonnes (1 metric
tonne = 1.102 short tons). Some emissions are re-
ported in terms of carbon weight emissions, while
others assume complete oxidation of the carbon
content of the fuel and report emissions as CO,
emissions (1 kilogram carbon = 12/44 kilograms
CO,). Some studies report only fossil fuel carbon
emissions, while other studies consider GWP-
weighted emissions from all sources. Some studies
report the tax rate or marginal cost of achieving a
fixed level of emissions reduction, while others use
the average cost (average cost is always less than
marginal cost). Some studies report total cost of
emissions for a particular year, while others report
the discounted sum of total costs over varying
lengths of time. A significant increase in the level
of agreement between studies might be achieved if
reporting results were standardized.

Some of the differences in findings between
studies with regard to the cost of potential green-
house gas emissions reductions can be reconciled by
simply standardizing the form in which results are
reported, but other differences are more funda-
mental. One body of literature that has emerged is
frequently referred to as the "bottom-up” approach,
as it attempts to build energy-economic scenarios
from a technology basis. This literature frequently
finds that significant reductions in potential future
greenhouse gas emissions could be obtained if tech-
nologies that are either currently available or
expected to be available in the near future were
widely deployed. Such a deployment is generally
found to result in both reduced potential future
greenhouse gas emissions and reduced energy costs.
These studies usually recommend a policy of energy
efficiency standards to accomplish this deployment.

o~

~

This result contrasts sharply with the traditional
economic approach, sometimes referred to as the
"top-down" approach, which assumes, as a first ap-
proximation, that a market economy operates effi-
ciently and that deviations from the market equi-
librium have economic costs.

The approach to cost employed in this volume is
economic in nature and assumes that correctable
market imperfections that remain after the imple-
mentation of the NES Actions are relatively minor.
While we feel that this volume makes some pro-
gress in identifying the issues necessary to reconcile
the bottom-up and top-down approaches, we have
not attempted such a reconciliation; we have simply
recognized the results of the bottom-up literature.
We have not reconciled the two approaches in part
because we have not developed a full set of tools for
doing so.

A review of the rapidly expanding literature on
the cost and effectiveness of measures to reduce
potential future greenhouse gas emissions reveals
that the cost of emissions reductions obtained by
this study is well within the range of estimates
obtained elsewhere, when results are reported in
common format. We note that the range of refer-
ence case energy-related carbon emissions devel-
oped by various studies encompasses both the Cur-
rent Policies and NES Actions Cases. While there
is a large and growing literature on the topic of
greenhouse gas emissions reductions, this study is
one of the few that examines the costs of strategies
beyond the NES for reducing the combined effects
of multiple energy-related greenhouse gases. To do
this, we have employed the comprehensive
approach discussed earlier.
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ABWR
AC
ACH
AFBC
AFUE
ALMR
ALWR
APWR
ATES
atm
bbl

bsf

Btu
BWR

CAES
CAFB
CAFE
CAPP
CCE
CFCs
CH,
CNG
Cco
CO,
CO,e
COP
CPCM
CPH
CRI
CSOM
CvT
DC
DISC
DOE
DOHC
DOT
DRI
EAF
E/GNP
ECPA
EPA
EOR
EPRI

LIST OF ACRONYMS

advanced boiling water reactor
alternating current

air changes per hour

atmospheric fluidized-bed combustion
annual fuel utilization efficiency
advanced liquid metal reactor
advanced light water reactor
advanced pressurized water reactor
aquifer thermal energy storage
atmosphere

barrel

billion square feet

British thermal unit

boiling water reactor

degrees Celsius

compressed air energy storage
circulating atmospheric fluidized-bed
corporate average fuel economy

cost of avoided peak power

cost of conserved energy
chlorofluorocarbons

methane

compressed natural gas

carbon monoxide

carbon dioxide

carbon dioxide equivalent

coefficient of performance
composite phase-change materials
conventional pumped hydroelectric
color rendering index

customer side of the meter
continuously variable transmission
direct current

direct-injection stratified-charge

U.S. Department of Energy

double overhead camshaft
Department of Transportation

Data Resources, Inc.

electric arc furnace

total energy use divided by gross national product
Electric Consumers Protection Act of 1986
U.S. Environmental Protection Agency
enhanced oil recovery

Electric Power Research Institute



ERM
ETBE
°F
FERC
FGD

GBR
GJ
GNP
GtC
GW
GWe
GWP
GWt
HFCs
HTGR
HTS
HVAC
ICCT
IFR
IGCC
IPCC
ISTIG
kBtu
kWh
LHR
LMFBR
LNG
LPG
LWR
Maglev
mbd
MBOE
mcf
MCFC
MHD
MHTGR
MMBtu
mpg
MRS
MTBE
mtC
MWe
MWh
MWt
NAPAP
NAS

Edmonds-Reilly Model

ethyl tertiary butyl ether

degrees Fahrenheit

Federal Energy Regulatory Commission
flue gas desulfurization

fiscal year

gas-cooled breeder reactor

gigajoule

gross national product

gigatons of carbon

gigawatt

gigawatt-electric

global warming potential
gigawatt-thermal

hydrogenated fluorocarbons
high-temperature gas reactors
high-temperature superconductor
heating, ventilating, and air-conditioning
Innovative Clean Coal Technology
Integral Fast Reactor

integrated gasification combined cycle
International Panel on Climate Change
intercooled steam-injected gas turbine
thousand Btu '
kilowatt-hour

low heat rejection

liquid metal fast breeder reactor
liquefied natural gas

liquefied petroleum gas

light water reactor

magnetically levitated

million barrels per day

million barrels of oil equivalent
thousand cubic feet

molten carbonated fuel cell
magnetohydrodynamic

modular high-temperature gas-cooled reactor
million Btu

miles per gallon

monitored retrievable storage

methyl tertiary butyl ether

metric tonnes of carbon
megawatt-electric

megawatt hour

megawatt-thermal

National Acid Precipitation Assessment Program
National Academy of Sciences

Xvi



NEA
NES
NGCC
NO
NPR
NRC
N,0
NWPA

Oo&M
OECD
PAFC
PCF
PCM
PEAR
PEM
PFBC
PIUS
ppm
PRISM
psi
PURPA
PWR
quad
R&D
RD&D
RDF
RRY
SAFR
SBWR
SCR
SMES
SNG
SOFC
SO,
STES
STIG
T&D
TAHP
tef

TMP
TVA
UPH

National Energy Accounts

National Energy Strategy

natural gas combined cycle

nitrogen oxides

New Production Reactor

U.S. Nuclear Regulatory Commission
nitrous oxide

Nuclear Waste Policy Act of 1982

ozone

operation and maintenance

Organization for Economic Cooperation and Development
phosphoric acid fuel cell
pulverized-coal-fired

phase-change material

Program for Energy Analysis of Residences
proton exchange membrane

pressurized fluidized-bed combustion/combustor
process-inherent ultimately-safe (reactor)
parts per million

power reactor inherently safe module
pounds per square inch

Public Utilities Regulatory Policies Act of 1978
pressurized water reactor

quadrillion (10.15) Btu

research and development

research, development, and demonstration
refuse-derived fuel

reference reactor year

sodium advanced fast reactor

simplified boiling water reactor

selective catalytic reduction
superconducting magnetic energy storage
synthetic natural gas

solid oxide fuel cell

sulfur dioxide

seasonal thermal energy storage
steam-injected gas turbine

transmission and distribution

thermally activated heat pump

trillion cubic feet

thermal energy storage

thermomechanical pulping

Tennessee Valley Authority

underground pumped hydroelectric
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ENERGY AND EMISSION CONVERSION FACTORS

1Btu 1054.8 joules

2.93x10%kWh

1 barrel of petroleum 5.8x 10° Btu

1 metric ton petroleum 42x 10%Btu

1 metric ton petroleum 73 barrels of petroleum

1 cubic foot of natural gas 1030 Btu

1 ton coal 22x10%Bu

(U.S. average)

1 metric ton of coal 27.8x 10° Btu
(U.N. standard coal equivalent)

1 kilogram 103 grams

1 teragram 1x 1012 Btu

1 million metric tonnes

1 petagram 1x 10'° grams

1 billion metric tonnes

1 quad 10'° Btu

1 quad 1.055 x 10'® joules = 1.055 EJ (exajoule)

1quad 0.47 million barrels oil per day

CO? emissions

as 10° metric
tons of carbon

1 quad of oil 0.02 GtC (gigatons of carbon)
1 quad of coal 0.025 GtC
1 quad of natural gas 0.015 GtC
1 exajoule 10'8 joules
1.055 * 10" B

1.055 quads
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1.0 ENERGY AND ENVIRONMENTAL TECHNOLOGY TO REDUCE
GREENHOUSE GAS EMISSIONS

A wide range of human activities--including
agriculture, land development; industrial materials
production and energy use--is responsible for large
quantities of greenhouse gas emissions to the
atmosphere. Because of their high magnitude,
energy-related emissions are the most significant
anthropogenic source of these releases and are of
fundamental importance in efforts to reduce total
emission growth.

Volume 1 of Limiting Net Greenhouse Gas Emis-
sions in the United States examines emissions from
energy-related sources and the role of technology in
both producing and mitigating the release of green-
house gases. An essential component of actions to
reduce these emissions is fundamental changes in
the way energy is used in the U.S. economy and,
therefore, introduction of new energy and environ-
mental technologies into the marketplace. The
purpose of the volume is to describe the main tech-
nological opportunities that hold the potential for
cost-effective emissions reductions within the next
20 to 30 years.(®

1.1 INTRODUCTION TO YOLUME I

The material presented in Volume I characteri-
zes the current and projected state of the art for
most energy technologies that can reduce green-
house gas emissions and provides some quantitative
estimates to supplement the policy analysis
presented in Volume II. The technology character-
izations in this volume emphasize technical per-
formance, cost and development status; a separate
analysis of the potential for selected technologies to
penetrate energy markets and reduce emissions
under various policy scenarios is contained in
Volume II. In addition, Volume I discusses the

(a) For purposes of this discussion, "technology” is defined to
include equipment, processes, design, information systems, and
management and control systems.

1.1

important area of modifications to energy demand,
which provides sizable potential to restructure
energy use and cut emissions.

Chapter 1 provides an overview of the energy
and environmental technologies addressed in the
remainder of the volume. The key features of
major technologies are summarized here. The ma-
terial contained in the overview is discussed in
greater detail in later chapters, as shown below:

Chapter 2 Fossil Energy Technology

Chapter 3  Nuclear Energy Technology

Chapter 4  Renewable Energy Technology

Chapter 5  Energy Storage, Transmission, and
Distribution Technology

Chapter 6  Transportation Technology

Chapter 7  Industrial Technology

Chapter 8 Residential and Commercial
Buildings Technology

Chapter 9 Greenhouse Gas Removal
Technology

Chapter 10  Approaches to Restructuring the

Demand for Energy.

Not all of the energy technologies relevant to
greenhouse gas emissions reductions are included
in this chapter or the volume; the principal
technologies currently anticipated to have impor-
tant emissions reduction potential in the study time
frame are discussed. In addition, some advanced
technologies now projected to be available beyond
this study’s horizon are mentioned because of their
high potential importance to future emission reduc-
tion and their prominent role in current research
and development programs.

1.2 ENERGY-RELATED SOURCES OF GREEN-
HOUSE GAS EMISSIONS

Energy-related greenhouse gas emissions arise
principally from use of fossil fuels throughout the



full cycle from primary fuel production to end use. the power generation and principal end-use sectors.
The levels of U.S. energy use and corresponding About 86 quads of energy was consumed and
CO, emissions in 1990 are shown in Table 1.1 for 1299 TgC of carbon dioxide (in carbon weight) was

Table 1.1. U.S. Energy Use and Carbon Emissions, 1990®)

Fuel Use (quadrillion Btu)

Residential Commercial
Utilities Transportation Industry Buildings Buildings Total®

oil 1.7 21.6 8.7 16 1.0 34.6
Coal 16.50 - 2.8 0.1 0.1 19.5
Gas 2.7 0.7 82 49 2.8 193
Nuclear 59 - -- - -- 5.9
Renewable® 3.9 01 18 09 0.1 _68
Total 30.7 22.4 215 1.5 4.0 86.1

Carbon Emissions (Teragrams of Carbon) (/&)

Residential Commercial

Utilities ~ Transportation®  Industry® _Buildings Buildings Total®®
oil 36 373 89 31 19 548
Coal 400© - 72 2 2 a7
Gas 61 10 100 65 37 274
Renewable®® 2 - - - - _2
Total 499 383 261 98 58 1299

(a) The values given are based on DOE estimates and are consistent with those used for both the
National Energy Strategy analysis and the second volume of this study. For more recently updated 1990
values see, National Energy Strategy: Technical Annex 2. Integrated Analysis Supporting the National
Energy Strategy Methodology, Assumptions, and Results.

(b) Totals may not sum due to independent rounding.

(¢©) Value includes about 0.1 quad of coal that was converted to synthetic gas, with corresponding
emissions of about 4 TgC.

(d) Renewable energy includes hydroelectric power, biomass-derived fuels, solar energy, and
geothermal energy.

(¢) Carbon emissions have been computed with standard carbon-to-fuel ratios for each fossil fuel.
Average coefficients are as follows: Coal - 25.42 TgC/quad; oil - 20.98 TgC/quad; gas - 14.55 TgC/quad.
One teragram is equal to one million metric tonnes.

(f) No net carbon emissions are assumed for biomass fuels.

(g) Carbon emissions, as reported in this study, refer to carbon dioxide and carbon monoxide emissions
stated by weight of carbon.

(h) A smaller carbon emissions coefficient of 14.7 TgC/quad is used for motor gasoline.

(i) Industrial fuel use totals include non-energy and feedstock consumption, for which no carbon
emissions are generated.

(j) Renewable emissions are for geothermal electricity production.
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produced. These data also indicate key differences
among the sectors with regard to direct fuel emis-
sion sources. (Of course, if electricity emissions
were allocated to end-use sectors, the fuel contri-
butions for each sector in the table would change.)
As shown, coal is responsible for most electric
utilityCO, emissions (80%); oil is the primary
source of transportation emissions (97%); and gas
is the largest non-electricity source for industry
(38%), residential buildings (66%), and commercial
buildings (63%). A more detailed inventory of
emission sources for all greenhouse gases appears
in Volume II (Chapter 3) of this study.

To describe how new technologies can be used
to alter current emission levels, this chapter uses a
broad reference energy-cycle framework, both for
identifying emission sources and describing the role
of emissions-related technology. This perspective is
adopted because the stages of the energy cycle are
linked in important ways. When a significant action
is taken to reduce emissions in one stage, impacts
of that choice will frequently surface in other stages
of the energy cycle as well.

The reference energy cycle is shown in Fig-
ure 1.1. The energy cycle represents the life history
of energy as it is transformed from one form to
another and ultimately used. The stages of the
energy cycle include primary fuel extraction and

preparation, conversion and processing to other
forms, transmission and distribution, and final end-
use. Several different pathways for energy flows
among the four stages are illustrated to show that
many sequences of intermediate steps between pri-
mary extraction and end use are possible consider-
ing the wide range of fuel/energy service combina-
tions. This chapter uses this framework to
summarize the technologies discussed in the
remaining chapters.

As shown in Figure 1.1, fossil-fuel-related emis-
sions can occur in all stages of the energy cycle.
Changes in the use of a fuel can have repercussions
throughout the cycle--for example, reducing coal
use reduces greenhouse gas emissions that arise
both from coal combustion and from coal mining.
If another fuel is substituted for coal, the net emis-
sions may increase or decrease depending on the
characteristics of the substitute fuel. Table 1.2 indi-
cates how emissions arise in each stage of the
energy cycle. The stages and their associated emis-
sions are described below.

1.2.1 Primary Fuel Extraction and Processing

Three types of naturally occurring fuels are
available for energy applications: fossil fuels (coal,
oil, natural gas), uranium, and renewable fuels.
Renewable fuels include municipal wastes and

Sources of | ® Combustion
Greenhouse | ® Mining/Drilling
Gas Emissions | ® Gas Leaks

e Combustion

o Combustion

eGas Leaks e Combustion

-
wastes

Primary

Fuel

Resources

Delivered
Energy
Services

energy |
service
demand_|

Figure 1.1. Reference Energy Cycle



Table 1.2. Direct Anthropogenic Sources of Greenhouse Gas Emissions(®

Energy (Fuel Cycle) Sources

Non-Energy Sources

Primary Secondary Energy
Gas Production Conversjon Transfers
CO, combustion  boiler/engine  combustion

combustion
CH, coal mines -- gas transfer
gas wells

CO -- -- -
N,O - -- --
CFCs - - --

End-Use Consumption
boiler/engine/furnace

combustion

incomplete combustion
(auto, wood)

incomplete combustion
(auto, wood)

combustion®

mobile refrigeration(®)
A/C foams (insulation)

Activity or
Material
deforestation,
cement manufacturing

landfills, animals, rice,
slash & burn agriculture

deforestation, agriculture
soil cultivation, fertilizer
production, slash & burn

agriculture

aerosols, foams, solvents

(a) Direct emissions sources are those that burn fuels or emit gases directly; indirect sources are those that affect
loads on direct sources or otherwise cause them to emit (e.g., indirect source: electrical equipment; direct sources:

fossil-fueled electricity generation plant).

(b) Because of the discovery that N,O forms as an artifact of the measurement process, N,O emissions from
combustion are highly uncertain (Muzio and Kramlich 1987).
(c) While chlorofluorocarbons (CFCs) are emitted from the refrigeration working fluid itself, rather than as a
result of using energy to circulate the fluid, refrigeration is often classified as an energy-related emission source.

This convention is followed here.

biomass, as well as energy carriers such as sunlight
and wind. Most primary fuels must be extracted
from their original locations and processed for
subsequent use. Activities in this stage of the
energy cycle include all fuel preparation and proc-
essing operations that do not change the fuel form.

Some greenhouse gases are emitted during ex-
traction operations. These emissions are primarily
methane from coal mining and from oil and gas
drilling. The level of fugitive methane emissions
from a deep coal mine can be up to 1% of the coal
weight, depending on factors such as coal

volatility and mine depth and age; Fisher(® esti-
mates the emissions from coal mines to range from
0 to 0.82 million tonnes/quad of coal mined, with a
mid-range estimate of 0.14 million tonnes/quad.
Drilling emissions may result from well blowouts
and from seal and valve leakage. Because natural
gas is primarily methane, the most significant fugi-
tive methane emissions are associated with gas dril-
ling. Other sources of greenhouse gas emissions in

(a) Fisher, D.
Greenhouse Gas Emissions.
Institute, Stockholm, Sweden.

1990. Draft report. Options for Reducing
The Stockholm Environment



the extraction process are small; they include com-
bustion engines, compressors, and pumps.

Fuel processing operations also result in green-
house gas emissions. Inventory data from the
National Acid Precipitation Assessment Program
(NAPAP) suggest that fugitive methane emissions
from oil refining are greater than those from any
other fuel production technology (see Chapter 2).
These emissions result primarily from leaks in seals
and valves. Fugitive methane emissions can also
occur at gas processing plants, and carbon dioxide is
released during production of shale oil from shale
rock.

1.2.2 Secondary Fuel Conversion and Processing

In the end-use stage, primary fuels are converted
into intermediate fuels and energy carriers (e.g.,
hydrogen, synfuels, and electricity). Some fuels,
such as oil and natural gas, may be transferred
directly from primary extraction and processing to
end uses in applications, such as home furnaces and
industrial boilers.

The secondary fuel conversion processes are
some 2f the most significant sources of greenhouse
gas emissions in the energy cycle, and fossil fuel
combustion is the principal emission source. Fossil
fuel combustion results in significant carbon di-
oxide emissions, as well as emissions of trace gases
such as nitrous oxide. For the current U.S. fuel mix
to generate electricity, approximately 2.2 pounds of
carbon dioxide are released per net kWh of fossil
electric generation, on average.

1.2.3 Energy Transmission, Distribution, and
Storage

This stage includes all transmission, distri-
bution, and storage activities necessary to transfer
electricity or fuels from production to their points
of end use and to store them at those locations.
Emission sources at this stage include fugitive me-
thane emissions from the transport and handling of
petroleum products and from the large number of
pipeline connections and valves used in
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transporting natural gas. One gas utility study
estimated natural gas leakage from a new, well-
maintained transmission and distribution system at
0.14% of throughput.(a) Losses from older systems
could be much higher. The gas industry’s current
best estimate overall is that 1.2% of gas produced in
the United States escapes from the gas transmission
and distribution system (Burklin et al. 1991). Also,
electricity transmission losses are an important in-
direct source of emissions in that they require that
more energy be used to satisfy a given level of de-
mand. Overall, emissions in this stage are generally
low relative to those in other stages, but are not in-
significant. Improvements in transfer efficiency can
reduce energy use and energy-related emissions.

1.2.4 Energy End Use

Delivery of the services that energy carriers pro-
vide, such as heat for buildings and work from
motors, occurs at an end-use point of application.
End uses include combustion of gasoline to power
automobiles, combustion of oil or gas to fuel build-
ing heating systems or industrial machinery, and use
of electricity to run appliances or industrial proces-
ses. End users are generally divided into three sec-
tors: buildings (residential, commercial, and in-
dustrial structures), industry, and transportation.
These sectors provide a convenient way to organize
and describe energy technologies, fuel use, and
emissions.

In the end-use stage, most of the direct emis-
sions are associated with the combustion of fossil
fuels in engines, furnaces, and boilers. Some activi-
ties that are considered end uses are conducted in
other stages of the energy cycle--for example, emis-
sions from combustion to run mining equipment or
pumped storage systems, or to power the trucks
used to transport gasoline, would be considered
end-use emissions. End uses also include indirect
emission sources from consumption of secondary
energy carriers such as electricity. These activities

(a) Fisher, D. 1990. Draft report. Options for Reducing
Greenhouse Gas Emissions. The Stockholm Environment
Institute, Stockholm, Sweden.



do not cause emissions directly, but are important
as drivers of emissions from secondary conversion
processes.

1.2.5 Delivered Energy Services

Figure 1.1 includes a final stage labeled "de-
livered energy services." Most energy demand is a
"derived demand" in that it arises from consumer
demands for goods and services requiring energy to
produce. For example, final demand for goods in
the economy creates the need for energy services
(such as steam, process heat, or shaft power) as a
factor of industrial production; these energy service
demands in turn result in demand for electricity and
combustion to drive machinery or create steam.
Similarly, in the household sector, demands for
warmth, comfort, or travel create the need for
energy services in the form of space heating, space
cooling, and mobility, which are served by elec-
tricity and stationary or mobile fuel combustion.

The concept of energy service demand provides
a useful way to think about how particular energy
demands affect emissions. When the demand for
products changes, the type and levels of energy
services (heat or work) also change. As a result, the
corresponding energy consumption will change, and
these energy demand adjustments will affect the
type and level of greenhouse gas emissions.

1.3 STRATEGIES FOR REDUCING GREEN-
HOUSE GAS EMISSIONS

The technologies described in Section 1.1 com-
prise the major energy-related sources of green-
house gas emissions. As noted, the technologies
may be direct emitters or may be indirectly re-
sponsible for emissions through factors associated
with their use.  Direct-emitting technologies
include devices, such as combustion engines and
furnaces, that burn fuel directly. Technologies that
affect emissions indirectly include electricity-using
equipment, which may be powered by electricity
produced at a central fossil-fired power plant;
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electricity transmission and distribution equipment,
which causes energy losses that must be made up by
additional power generation; and factors such as
automobile aerodynamics and weight that affect the
load on an emitting source.

To understand the potential for reducing direct
and indirect emissions, it is convenient to separate
greenhouse gas releases into their more basic com-
ponents. In broad terms, four factors determine the
level of emissions resulting from use of a direct-
emitting technology:(®
Emissions Level = (emissions/unit energy)  (1L.1)
x (1 - emissions removal
efficiency)

x (unit energy/unit service
demand)

x (service demand level)

This equation expresses the energy-related emis-
sions produced from a particular activity or service
demand in terms of factors that relate directly to
the technologies used. These factors are the carbon
content of the primary fuel (emissions/unit energy),
the combination of technologies used to capture
emissions before their release to the environment
(1 - emissions removal efficiency), the efficiency of
the processes for delivering energy to the point of
use and conversion into the service demanded (unit
energy/unit service demand), and the total level of
service demanded (service demand level). Assum-
ing these efficiencies and quantities are accurately
known, the emission level for any energy-related ac-
tivity can be calculated from Equation 1.1 above.

The terms in Equation 1.1 also indicate the basic
strategies available for reducing the energy-related
emissions. Referring to each term of the equation,
the associated strategy for reducing its value is sum-
marized below:

(2) The equation can also be used to calculate emissions from
indirect emitters, although the values of the various factors
actually represent the corresponding direct emitters used in
supplying the energy needed.



* Fuel Substitution (reduce emissions/unit energy)
- Non-fossil energy resources generally do not
release carbon dioxide to the atmosphere, and
even among fossil fuels, emission rates vary.
This suggests lowering the "carbon-intensity” of
fuels used to meet energy demands by substitut-
ing non-fossil or low-emission fossil fuels for
high-emission fossil fuels where possible.

* Direct Carbon Removal (increase emissions
removal efficiency) - Carbon can be extracted
directly from the energy cycle to preclude its
release to the atmosphere. Direct carbon
removal is possible either by removing it from
fuels prior to combustion or by "scrubbing” the
emissions stream following combustion to cap-
ture carbon dioxide.

* Energy Efficiency Improvements (reduce unit
energy/unit service demand) - The amount of
primary energy required to provide a unit of
end-use energy service can be reduced through
use of more efficient energy conversion, transfer,
and end-use technologies, thereby cutting total
emission levels. This strategy, which is one com-
ponent of "energy conservation,” has potential
value in both energy supply and demand
applications.

* End-Use Energy Service Demand Modification
(shift the level or type of energy service
demanded) - Different mixes of demand for the
final goods and services produced and consumed
in-the economy can lead to very different levels
of energy-related greenhouse gas emissions.
Changing the amount or composition of this
final product demand, for example by structural
shifts in economic activity from manufacturing
to services, can significantly affect both the
energy intensity of the economy and total green-
house gas emissions.

The factors in Equation 1.1 (and therefore, the
strategies above) are not completely independent of
one another. Employing a strategy to reduce one of
the factors can have either positive or negative
effects on other factors. For instance, using a high-
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efficiency furnace to cut household energy use and
emissions may also result in a higher energy service
demand for household energy from consumers who
turn up the thermostat, thereby reducing the gains
from the efficiency improvement alone. Obviously,
preferred options for implementing the strategies
are those that produce a net reduction in emissions
when all impacts are considered.

Although behavioral and institutional factors
are also vitally important, each of these strategies
can benefit greatly from use of both existing and ad-
vanced technologies. The types of actions poten-
tially affecting each of the terms in Equation 1.1 are
illustrated in Figure 1.2, which serves as a useful
model for describing the technology options to
implement each emission reduction strategy. The
figure shows each strategy (Fuel Substitution,
Carbon Removal, Energy Efficiency Improvement,
and Demand Modification) along with the major
categories of technology that can achieve emission
reductions, The strategies and their accompanying
technology categories generally apply to more than
one stage of the energy-cycle framework shown in
Figure 1.1. The potential for these strategies in
various roles in the energy system is summarized
below.

1.3.1 Fuel Substitution

The magnitude of the first term in Equation 1.1
depends on the type of primary fuel consumed in
producing the energy demanded. The different fuel
substitution technologies are listed in Figure 1.2:
renewables, fission, low-carbon fossil and nuclear
fusion. For example, consumption of a high-carbon
fuel like coal tends to increase the value of this
term, while use of a lower-carbon fuel like natural
gas (or a renewable like hydropower) tends to
reduce (or eliminate) it. Thus, for many applica-
tions, implementing this strategy is conceptually
straightforward, although high cost and uncertain
technical performance can still be obstacles. For
instance, a significant number of industrial plants
can substitute natural gas for oil or coal in dual-fuel
boilers. This switching to a lower-unit-emission
fuel could lead to important emissions reduction.
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Figure 1.2. Strategies for Reducing Energy-Related Greenhouse Gas Emissions

Vehicles powered by electric batteries produce
no direct emissions; rather, emissions are produced
at the power-generating plant that produces the
electricity to charge the battery. If electricity is
generated by nuclear energy or renewables, carbon
emissions are eliminated almost entirely (the first
term of the equation would be near zero). An ad-
vantage in emission reduction may be obtained
even for electricity generated by fossil fuel by shift-
ing emissions from a multitude of small point
sources (e.g., gasoline-powered autos) to a central-
ized large point source (e.g., electric power plants)
because economies of scale can make fuel treat-
ment and emission-capture technologies more
economical.

1.3.2 Carbon Removal

The second term in the equation represents the
cumulative emissions to the atmosphere escaping
the various technologies employed to capture emis-
sions before they are released. This factor
approaches zero as the aggregate effectiveness of
carbon removal processes increases. Carbon can be
removed through two approaches: pre-combustion
carbon extraction from carbonaceous fuels and
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post-combustion scrubbing of stack gases. Both
approaches also require disposal of the captured
carbon.

Most investigations of technology to remove
carbon from either fuel or emissions apply to the
utility sector where the needed economies of scale
can be achieved. Numerous studies have been
undertaken to estimate the cost and performance of
a variety of carbon dioxide removal technologies for
electric utility applications, with most results indi-
cating very high cost. For instance, Steinberg
(1983) estimates that collection and disposal of
power-plant carbon dioxide emissions would at
least double the cost of coal-fired electric power.
Other estimates further indicate that removing 50%
of the carbon dioxide in flue gases would reduce
power plant efficiency to less than 27%, and remov-
ing 90% of the carbon dioxide would reduce power
plant efficiency to less than 14% (see Chapter9).
However, some recent work indicates a more favor-
able potential for carbon removal in some cases. In
a proprietary study for Tokyo Electric Power
Company, for instance, Battelle-Northwest investi-
gated the economic and technical effectiveness of
several technologies for carbon dioxide collection,



transport, and disposal for gas-, oil-, and coal-fired
power plants. The cost and performance results in
this study were more favorable than the above-
mentioned estimates. Specific technology options
currently being examined are discussed in Sec-
tion 1.4.

1.3.3 Energy Efficiency Improvement

The third factor in the equation denotes the
overall energy efficiency of the processes used to
provide the level of service demanded by the con-
sumer from fuel extraction to final energy end use.
Thus, approaches to implement this factor include
reducing losses in energy production, conversion
and transfer, in addition to reducing the energy re-
quired by any equipment to satisfy a given level of
final service demand. Efficiency gains can be ob-
tained through a wide range of technologies. Some
are unique to a specific energy supply or demand
sector (e.g., secondary energy conversion, buildings,
industry, and transportation), while others repre-
sent broad classes of improvements applying to
more than one sector (e.g., efficient electric
motors).

Figure 1.2 shows four measures that contribute
to reducing energy used per unit service demand:
capital equipment upgrades, improved operating
practices, more favorable load factors, and funda-
mental process changes.

Equipment upgrades refer to use of advanced
technology that, because of conversion improve-
ments, requires less input energy to meet a given
output level. Automobiles with high fuel economy,
high-efficiency gas furnaces in industry, high-COP
(coefficient of performance) building heat pumps,
and high-efficiency fluidized-bed combustors for
utilities all fall under this category.

Improved operations include practices such as
better equipment maintenance and improved sche-
duling of equipment use, for example, to improve
the ratio of operating to idling time.
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Load factor increases refer to increasing capacity
utilization, which can improve overall system effi-
ciency. Examples occur in transportation (e.g., in-
creasing the use of mass transit and the number of
persons per light-duty vehicle or increasing freight
loading) and in buildings (e.g., more people per
building or multi-family buildings instead of single
residences). Such load factor increases reduce the
energy required "per person-mile traveled” or "per
person-cubic meter heated.”

Finally, fundamental process changes through
new technology provide a long-term, but potentially
very important approach to reducing emissions.
Process changes (including process materials substi-
tutions) encompass many options for achieving
energy efficiency gains. Substituting a mechanical
separation process for a thermal separation proc-
ess, superconducting materials for conventional
conductors, or lighter-weight materials for steel in
automobiles illustrate the breadth of different op-
tions under this category. Many future efficiency
gains will involve a substitution of this type.

1.3.4 Energy Service Demand Modification

The fourth and final factor in Equation 1.1
refers to the level of activity or amount of energy
service demanded by households or businesses.
Different patterns of demand for final goods and
services in the economy can lead to different levels
of energy use and emissions. Although the re-
lationships between changes in final product de-
mand and shifts in energy service demand, energy
use, and greenhouse gas emissions are complex and
not well understood, it is clear that the scale and
mix of final demand in the economy are basic driv-
ers for the level and type of energy used and the re-
lated emissions. This means that some types of
modification to final demand have the potential to
serve as an emission reduction strategy because
they ultimately help to restructure the demand for
energy services. Two broad factors make up this
strategy: short-term changes and structural changes.



Short-term changes refer to consumer choices to
accept lower levels of service in response to higher
prices (e.g., lower home heating levels or less tra-
vel). Short-term changes can also include elimina-
ting wasteful practices (e.g., turning off non-
essential lighting or heating in unused building
space). These changes can be easily reversed under
new economic conditions.

In economic terms, structural change occurs over
the long term and refers to fundamental consumer
preference change, technological change, or demo-
graphic change. Preference changes include substan-
tive changes in how the tastes or values of con-
sumers or firms show up as purchases in the
market. For example, people in households or
businesses have different options to stay warm in
winter--such as by wearing more clothing or turning
up thermostats--and each option creates different
energy service demands. Technological change
refers to changes in how consumers or firms com-
bine inputs like materials, labor, or capital to satisfy
their needs. Technological change includes substi-
tution, which refers to replacing an energy-intensive
service with a less energy-intensive one (e.g., substi-
tuting telecommunications for travel or electronic
databases for paper records). Another component
of technological change is low-intensity system
design, which refers to creating systems with low
emissions as a design criterion (e.g., designs to cut
the total material content of a manufactured good).

Finally, demographic change denotes items such
as shifts in population growth rates, population
aging, or migration of populations to more temper-
ate climates. Also, shifts in the percentage of the
population living in urban versus rural areas would
have impacts on energy use and emissions.

1.4 AN OVERVIEW OF TECHNOLOGIES TO
REDUCE GREENHOUSE GAS EMISSIONS

The physical means of implementing the strate-
gies for reducing energy-related emissions generally
exist in alternative technology options. Switching
to a new fuel usually requires use of a different
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technology, for example, or at least use of a tech-
nology that has been adapted to multiple fuels.
Some representative technologies that offer means
of implementing each of the strategies covered in
the previous section are now discussed. More
detailed discussions of these and other technologies
are included in the appropriate chapters in the
remainder of this volume. As previously noted,
some reduction strategies can apply to more than
one stage of the energy cycle in Figure 1.1.

1.4.1 Extraction/Production Technology

Emissions from extraction and production of
fossil fuels generally arise from methane leakage
around gas pipelines, valves, pumps, and from coal
mines. The principal technologies for reducing
emissions in this first stage of the energy cycle
include

* improved pipelines and connectors

* anti-corrosion technologies for metal
fittings/components

e pumping technologies to remove gases from
mines.

Recovery of these gases to mitigate losses is
generally motivated by safety concerns and
economics.

1.4.2 Secondary Fuel Conversion and Processing
Technologies

Recent estimates suggest that about 400 GW of
new or replacement electric generating capacity
must come on line by 2010 to meet demand in-
creases reliably and to replace existing capacity that
will retire. Of the total required, only 65 GW will
replace retired plants; the remaining 335 GW will
be necessary to satisfy expected growth in electricity
demands.

Along with oil use in transportation, fossil-fired
electricity generation represents one of the most
significant sources of energy-related carbon



emissions. Therefore, electric generation tech-
nologies that reduce fossil combustion emissions,
that use carbon-free fuels or that use fuels from
which carbon has been removed are of great in-
terest.  Technologies that remove carbon from
fossil combustion exhaust gases may also be of
interest in the long term.

Fossil Electric Technology (Chapter 2)

Several emerging fossil-based technologies offer
prospects for electric power generation with re-
duced emission levels. Some of these technologies
are now in limited use in utility generating stations;
others are under development with the possibility
of commercial readiness before 2030.

Steam-Injected Gas Turbines. Compared with a
simple-cycle gas turbine, the steam-injected gas
turbine (STIG) produces considerably more power
and has a higher electrical efficiency. The injection
of steam directly into the combustion airflow adds
high-temperature mass to drive the turbine and re-
quires only minor modifications. Johansson et al.
(1989) note a study showing that a 3.5-MW Allison
turbine operating at 24% efficiency could produce
6 MW at 34% efficiency with full steam injection.
Adding an intercooler between turbine compressor
stages reduces compressor power consumption and
allows cool air from the compressor to be routed to
the turbine blades. The added blade cooling capa-
city permits higher turbine inlet temperatures for
even greater power and efficiency than the standard
STIG. Johansson et al. (1989) note a General Elec-
tric intercooled steam-injected gas turbine (ISTIG)
system that operates at an inlet temperature of
1370°C and produces about 114 MW at an average
efficiency of 48.5%.

Natural Gas Combined Cycle Systems. Com-
bined cycle technology refers to the combined use
of hot-combustion-gas turbines and steam turbines
to generate electricity. The combined cycle tech-
nology significantly raises the overall thermal effi-
ciency of power plants beyond that typical of con-
ventional fossil-fueled plants using either type of

turbine alone. Low carbon emissions are the result
of a low-carbon fuel and a high system efficiency.

Atmospheric Fluidized-Bed Combustors. In a
fluidized-bed design, coal and limestone are fed
into a bed of hot particles (1400-1600°F) fluidized
by upflowing air. The relatively low combustion
temperature limits NO, formation, reduces ash
fusion problems, and optimizes sulfur capture by
the limestone.

Pressurized Fluidized-Bed Combustors. Pres-
surized fluidized-bed combustion typically operates
in a combined cycle mode where gases from the
combustor drive a gas turbine generator, then are
discharged to the stack. Water-filled coils within
the bed generate steam that is used in a convention-
al steam turbine cycle to produce additional power.
A combined cycle system permits the combustion of
a wide range of coals, including high-sulfur coals. It
can be used to repower oil- and gas-fired boiler
units, while switching them to high-sulfur coal; to
repower coal-fired power plants; and for new units.
Pressurized fluidized-bed technology is estimated to
have a capacity increment of as much as 40% in re-
powering applications.

Integrated Coal-Gasification Combined Cycle.
Integrated gasification combined cycle (IGCC) is an
alternative to conventional coal-fired electric power
generation with post-combustion emission controls.
The four major processes in an IGCC facility are
1) converting coal (via partial oxidation and gasifi-
cation) into a fuel gas, 2) cleaning the fuel gas,
3) using the clean fuel gas to fire a gas turbine
generator and using the hot turbine exhaust to
make steam to drive a steam turbine generator, and
4) treating waste streams generated. Using ad-
vanced ISTIG turbines, overall efficiencies of 42%
have been estimated for IGCC plants (Johansson
et al. 1989).

Nuclear Fission Electric Technologies
(Chapter 3)

Nuclear power currently provides over 20% of
U.S. baseload electric generation without emitting



greenhouse gases during operation. Future use of
nuclear power both worldwide and in the United
States will depend upon many factors, only one of
which is the global warming issue. Some of the
other factors are the economics of nuclear power
relative to alternative generation technologies in
various countries; national energy security con-
siderations; the need to address other environ-
mental emissions (sulfur dioxide, nitrogen oxide,
other air toxics); economic and technological
development of third world countries; progress in
dealing with nuclear waste disposal; and continued
safe operation of existing nuclear plants.

Nuclear reactors with simplified and standard-
ized designs and passive safety features are being
developed in the United States and elsewhere.
These designs promise to revitalize the nuclear
power industry by allowing the licensing process to
be simplified and, thus, reducing the costs and
financial risks associated with building nuclear
facilities. Three types of advanced reactor designs
are being developed: advanced light water reactors,
advanced liquid metal reactors, and modular high-
temperature gas-cooled reactors. The designs are
in various stages of development. By the mid-
1990s, utilities should be able to place commercial
orders for advanced light water reactors, choosing
among several designs. Some of these plants could
be operating commercially by the year 2000.

Renewable Electric Technology (Chapter 4)

Primary renewable energy resources are abun-
dant throughout both the United States and the
world. They can be used to provide energy produc-
tion or end-use services in many forms: as elec-
tricity, as gas or liquid fuels, and as direct heat. Re-
newable energy resources are diffuse; their cost of
use often depends on collection techniques as much
as on conversion processes.

Hydropower. Conventional and pumped storage
hydropower facilities generate electricity by exploit-
ing the kinetic energy in flowing and falling water.
Conventional plants operate on water flow from
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storage reservoirs or free-flowing waterways.
Pumped storage plants operate in a similar fashion
except that the water source is pumped, usually
through a reversible turbine, from a lower reservoir
10 an upper reservoir.

Biomass and Municipal Solid Waste. Biomass
resources used for electricity generation consist of
woody and fibrous primary and secondary waste
materials from wood and agricultural operations, as
well as municipal solid wastes from businesses and
communities. Biomass is an attractive resource
because of its potentially neutral contribution to
carbon dioxide emissions. Although not emission-
neutral, municipal solid waste is an attractive
resource because 1) it is continuously generated;
2) handling is a necessary public service; and
3) using it to generate energy reduces the need for
waste disposal, which is an increasing environ-
mental problem. Landfilling of municipal solid
waste creates methane as the waste materials
decompose anaerobically.

Geothermal.  Geothermal energy originates
from the deep interior of the earth and the decay of
radioactive materials in the earth’s crust. Use of
geothermal sources for energy purposes usually
entails drilling water or steam wells for recovery.
Energy uses include electricity generation and
direct heat applications, such as district heating sys-
tems, industrial process heat, and crop drying.

Windpower. Wind flows are converted to useful
energy through the use of wind turbines, which have
been deployed in sizes ranging from 1 kW to 4 MW.
Most early units have been small stand-alone appli-
cations to meet needs such as water pumping and
farm power. Over the last several years, wind tur-
bines have primarily been deployed in "wind farm"
clusters.

Solar Thermal Electric. Highly concentrated
radiant energy from sunlight can be used economi-
cally to produce thermal energy for electricity
generation in conventional steam turbine conver-
sion systems. The economic size range of solar



thermal electric plants is 20 to 200 MW, making
this technology appropriate for bulk power genera-
tion or large off-grid applications.

Photovoltaics. Photovoltaics, or solar cells, con-
vert sunlight directly into electricity. A primary ad-
vantage of photovoltaics technology is that it is
modular, i.e., it can be deployed on any scale, and
thus can serve loads ranging from watts to mega-
watts. The technology is potentially applicable in
all electricity-consuming sectors. In addition,
photovoltaic cells can operate with diffuse sunlight,
making them applicable in many geographical
areas.

Integrated or Fuel-Flexible Energy Supply
Technology (Chapters 2 and 5)

There are a number of attractive opportunities
for combining separate energy supply technologies
into integrated systems to provide multiple energy
services at higher overall performance than stand-
alone versions. Such approaches provide advan-
tages such as fuel flexibility/independence, reduced
cost, increased energy efficiency, and reduced emis-
sions. Examples of integrated technology strategies
include cogeneration, fuel cells, integrated building
appliances, and integrated energy storage networks.
Recovering and reusing waste heat or balancing
peak and off-peak electrical or thermal loads are
often key features of integrated energy systems.

Cogeneration. Cogeneration is the simultane-
ous production of electrical or mechanical energy
and thermal energy (usually steam) from an input
fuel. This sequential use of input energy for two
separate output forms results in high overall energy
conversion efficiencies (usually in the 60% to 80%
range, annually). Careful system design permits use
of cogeneration in commercial, industrial, and even
residential applications. A system may supply elec-
tric power requirements as well as thermal energy
for space heating, hot water, district heating, and
industrial process heating. Cogeneration systems
can also be designed for space cooling and refriger-
ation, as well as some mechanical drive needs.
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Fuel Cells. A fuel cell is an energy-conversion
device that converts the chemical energy of a fuel
directly into electric power via an electrochemical
reaction between hydrogen and oxygen. It differs
from storage batteries in that battery chemical
energy is stored within the cell; whereas, the fuel
and oxidant are normally external to the fuel cell.
Fuel cells have a long list of advantages for convert-
ing hydrocarbon fuels into electricity, possibly in-
cluding simultaneous production of useful thermal
energy for process heating or space conditioning
needs. [Electrical conversion efficiency from the
raw fuel to electric power in fuel cells is high--36%
to 40% for smaller units and 40% to 44% for the
larger ones. Because fuel constituents are chemi-
cally separated into free hydrogen and other com-
ponents while in the fuel-cell system, fuel cells may
eventually prove to have further advantages regard-
ing ease of carbon capture.

Hydrogen can be supplied by a hydrogen-rich
fossil fuel or by a pure hydrogen stream. Most
near-term facilities are expected to employ air for
oxygen and natural gas as the hydrogen source;
future technology should enable the use of syn-
thetic fuels--especially methanol from coal or
biomass.

Advanced Energy Supply and Conversion
Systems (Chapter 2)

Longer-range advanced technologies have the
potential to reduce emissions sometime beyond the
year 2010. These technologies include advanced
power cycles like the Kalina and thermoelectric
conversion, but two of the most important ad-
vanced supply technologies are magnetohydro-
dynamic power and fusion power.

Magnetohydrodynamic Power. Magnetohydro-
dynamic (MHD) power generation is a method for
converting thermal energy directly to electric
power. The technology is based on the concept of
using flowing ionized gases of liquid metals, heated
by chemical or nuclear fuel, as the moving conduc-
tor in an electric generator. By using the working



fluid directly, the MHD generator removes the
intermediate steps of generating steam and turning
a turbine. The MHD generator can use working
fluids at higher temperatures than can conventional
power plants, a capability which leads to increased
conversion efficiencies.

Current MHD research efforts are directed
toward base load (both stand-alone and retrofit)
coal-fired power plant applications. MHD may also
find application in industries that use significant
amounts of electrical energy.

Nuclear Fusion. Nuclear fusion takes advantage
of the fact that large amounts of energy are released
when the nuclei of light elements (such as hydro-
gen) fuse to form heavier elements. The fusion re-
action of great interest for energy (electricity) pro-
duction is between two isotopes of hydrogen--
deuterium and tritium. Fusion has two advantages
over fission reactors: it uses plentiful and secure
raw materials (deuterium and tritium can be
obtained from seawater), and it does not produce
large quantities of radioactive waste. Fusion tech-
nology is still in the early stages of development,
and significant technical and economic obstacles
must be overcome before commercial applications
are possible. Nuclear fusion is considered a clean
energy source; however, routine effluents from
fusion power plants will include waste heat, chemi-
cals, tritium, radioactive wastes, and activation
products.

Fusion reactor designs of up to 4,000 MW have
been proposed. Current projections indicate that
commercial feasibility of fusion power plants will be
demonstrated by about 2025 and that a significant
contribution to the energy supply could be expected
by mid-century.

Carbon Removal Technologies (Chapter 9)

Direct removal of carbon can occur before or
after combustion of carbonaceous fuels. Once car-
bon has been captured as a gas, solid, or liquid, it
must be transported and disposed of.
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Pre-Combustion Carbon Removal. The notion
of removing carbon before combustion has been
advanced as a long-term option for reducing emis-
sions (Steinberg and Cheng 1987). This approach
results in a hydrogen-rich fuel for combustion pro-
cesses. The advantage of pre-combustion versus
post-combustion carbon removal is the relative ease
of storing solid carbon compared with storing car-
bon dioxide. The difficulty of disposing of carbon
after its removal and storage is a problem with
either approach.

In pre-combustion removal, chemical processes
break the carbon-hydrogen bonds in the fossil fuel,
allowing selective combustion of hydrogen without
formation of carbon dioxide. One potential
approach, the HYDROCARB process, involves
two steps. The fossil fuel is first hydrogenated to
produce methane, which is then thermally decom-
posed to pure carbon and hydrogen. The carbon
and hydrogen are then separated; the carbon is
stored and the hydrogen is used for combustion.
Net recoverable energy for this process ranges from
56% for natural gas to 24% for coal (Steinberg and
Cheng 1987). With one version of the
HYDROCARB process, a hydrogen economy
could be efficiently based on coal because carbon
dioxide emissions are cut in half. Pre-combustion
carbon removal technologies are in their infancy.
Many years of research and testing would be
required before practical applications could be put
into operation.

Post-Combustion Carbon Scrubbing. Carbon
dioxide and other greenhouse gases can be collected
from the exhaust gases of boilers, cement plants,
landfills, natural gas pipelines, and coal mines
before the gases are released to the atmosphere.
Several physical and chemical separation processes
have been used in the natural gas industry to sep-
arate hydrogen sulfide and carbon dioxide from
natural gas. The most important of these processes
are described here briefly.



Chemical Separation - the reaction of acid gases
with a solvent. Two common chemical separation
processes are the alkanol amine processes and the
carbonate processes, both of which have been used
in the natural gas processing industry.

Physical Separation - the physical absorption (or
dissolution) of acid gases into a solvent. The
carbon-rich solvent is then heated in a regeneration
column to drive off the acid gases. Examples of
physical separation processes are Rectisol and
Selexol.

Membrane Processes - selective transport of fluids
across a membrane under some driving force (e.g.,
pressure, concentration, electromagnetic field).
This process has been used economically to purify
gases at high pressure--principally hydrogen to
date. The membrane permits specific components
(solutes, solvents, or gases) to permeate, while in-
hibiting transport of other components.

Cryogenic Processes - refrigeration and distilla-
tion of a feed gas at high pressures (600 psig) and
low temperatures (-120°F) to separate the con-
stituents according to their different boiling points.
Cryogenic processes are not commonly used to sepa-
rate carbon dioxide from hydrocarbon streams
unless liquefied natural gas is the desired fuel
product. If the product is a gas (instead of a re-
frigerated liquid), one of the other processes (i.c.,
chemical, physical, or membrane) is more
economical.

At the present time, chemical separation proces-
ses appear to be the most technically and economi-
cally feasible option for removing carbon dioxide
from boiler flue gas or from cement kiln flue gas.
Carbon dioxide can also be removed from the at-
mosphere by a variety of generally expensive means.
Removing atmospheric carbon dioxide using chemi-
cal absorption processes has been estimated to
require 1.5 to 2 times the energy required to re-
move it from power plant flue gases; the cost range
depends upon the percentage of carbon dioxide re-
moved from the flue gas.
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Carbon Dioxide Disposal. A viable carbon di-
oxide removal system must also have provisions for
transporting and storing the carbon dioxide after it
is captured. There are a number of approaches;
however, they have not been well characterized to
date, and most of them are expensive. Moreover,
uncertainty regarding the effects of permanent or
long-term sequestering of carbon in land or deep
ocean formations still persists.

Various transport possibilities have been pro-
posed. Gaseous carbon dioxide could conceivably
be transported via pip&line or in an appropriate
container on truck or rail. Other possibilities in-
clude compressing the carbon dioxide to a liquid
and then transporting it via pipeline, truck, tanker,
or rail. Transport via barge or rail is feasible when
the carbon dioxide is in a solid phase.

At least four methods exist for carbon dioxide
disposal: storage in depleted gas wells, ocean dis-
posal, use in enhanced oil recovery, and storage in
excavated salt domes. Disposal of the carbon di-
oxide into the ocean as either a gas or a liquid re-
quires about the same amount of energy, while dis-
posal as a solid requires about twice the energy.
Site availability will obviously be a key issue for
each of these options, since the distance of a power
plant from a disposal site would account for a large
portion of the transportation cost. Disposal of car-
bon dioxide in the ocean could create significant
problems in the global carbon cycle.

1.4.3 Energy Storage, Transmission, and Distri-
bution Technolegies (Chapter 5)

Most energy storage and transmission systems
do not produce greenhouse gas emissions directly;
however, their use as components in an energy con-
version and transfer process contribute to overall
system performance and can help lower emissions.

Energy Storage

Storage systems provide the ability to decouple
energy supply from end-use demand, which is



important for flexibility in the choice of fuels and
primary energy sources. Energy storage systems are
compatible with a variety of energy conversion
processes, including many advanced energy conver-
sion and use systems which have low or no emis-
sions. Energy storage systems are particularly ad-
vantageous when used with renewable resources,
most of which have operating characteristics that
depend on the weather or time of day. In general,
energy storage offers the potential to reduce emis-
sions by reducing the need for additional energy
conversion to meet a service demand. Known
forms of storage fall into five major groups:
electrical, thermal, mechanical, chemical, and
magnetic. Their principal applications include
electric vehicles, customer-side storage, building
thermal, and utility 1oad leveling.

Hydrogen

Hydrogen is attractive as a low-emission energy
carrier and storage medium because, unlike the elec-
tricity generated by any energy source, hydrogen
produced by such sources can be readily stored. It
can thus take advantage of off-peak hydroelectric
power as well as excess solar and wind energy. How-
ever, cost-effective, safe methods of storing hydro-
gen are needed, as current storage systems are
expensive, unwieldy, and perceived to be risky.

Hydrogen can be used in fuel cells to generate
electricity. In end-use applications, it can be used
for heating (space heating, cooking, hot water) and
transportation, including aircraft.

Hydrogen can be produced by steam reforming
of methane, partial oxidation of oil, gasification of
coal, or electrolysis of water. If hydrogen is pro-
duced from fossil fuels such as natural gas or oil,
carbon dioxide emissions can result. The lowest
emissions of radiatively important gases would be
associated with non-fossil means of producing the
hydrogen.
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Energy Transmission and Distribution

The transmission and distribution network used
to deliver electricity to end-use destinations repre-
sents a major part of any electrical utility system.
Primary technology components of the network in-
clude transmission lines and transformers of vari-
ous types and voltages, all of which lose some of the
transmitted electricity as heat. Transformers also
lose some additional power, depending on charac-
teristics of the transformer core. These losses can
be significant, particularly as transmission distance
increases. Reduction of such losses with advanced
transformers and transmission cables will help
reduce potential power generation emissions.

Superconductivity

Several functional electricity-based power sys-
tems have been developed with low-temperature
superconductors. Research to develop generators,
transformers, transmission lines, motors, levitated
trains, magnetic separators, and energy storage sys-
tems has demonstrated technically viable appli-
cations. Many of these superconductor applica-
tions exhibit large economic savings, even for the
liquid-helium-cooled versions; and several have
been developed through the prototype stage. Esti-
mates of commercial availability for high-tempera-
ture superconductors capable of bulk power appli-
cations range from 5 to 20 years, with unknown
probabilities of success.

1.4.4 Energy End-Use Technologies (Chapters 6, 7,
and 8)

The basic approaches for reducing emissions in
end-use applications are efficiency improvements
and fuel substitution. However, describing the
potential gains for each end-use application is diffi-
cult. Unlike most supply technologies, where a few
relatively distinct system technologies predominate,
a vast number of end-use technologies exist for



both improving efficiency and fuel switching. Sev-
eral recent studies (e.g., Carlsmith et al. 1990) pro-
ject that average savings from end-use efficiency im-
provements could be 10% of expected year 2010
energy consumption, assuming aggressive conserva-
tion efforts using currently cost-effective technol-
ogy. Such gains could have important implications
for reducing greenhouse gas emissions. Moreover,
as indicated below, even more savings from ad-
vanced technology are possible.

End-use technologies are discussed either as
generic technologies, which can apply to more than
one end-use sector, or as sector-specific systems.
Since the demand modification strategy applies
most directly to end-uses, the role of technology to
implement these approaches is also presented here.

Generic Technologies

Several generic technologies represent a large
potential for energy efficiency gains because of their
widespread use in end-use sectors and, in some
cases, as part of the energy supply system.

Motors. Electric motors are used extensively
throughout the industrial and building sectors.
Much of the energy use typically associated with
other types of equipment actually can be traced to
an internal motor. The electricity consumed in re-
frigeration equipment, for example, is the electricity
fed to the motor that drives a compressor. While
improved compressor design can reduce the load on
the motor, final energy consumption remains with
the motor.

Even for state-of-the-art motors, as many as 37
opportunities to improve efficiency have been iden-
tified by the Rocky Mountain Institute (Shepard
etal. 1990). Improvements in motor technology
typically involve using efficient materials or motor
components that minimize electrical losses. For
example, one developing technology that may help
reduce motor electricity consumption is supercon-
ducting materials for motor components. Such im-
provements are generally transferable to all motors
of similar design. Even though the percentage of

1.17

improvement is small for an individual motor
(perhaps improving efficiency from 98% to 99%,
for example), the large potential impact stems from
the number of motors that could be improved.

Internal Combustion (Piston) Engines. Piston-
driven engines are most commonly used in motive
power applications (e.g., in transportation vehicles)
and in situations where a self-contained, portable
power supply is needed (for industry or utility
needs). A lesser but not insignificant application is
shaft power in industry, particularly where cogen-
eration of power and steam can be used.

Engine efficiency improvements (power out/fuel
energy in) are possible in many forms. Several im-
provements in automotive applications have al-
lowed tremendous gains in the ratio of power out-
put to combustion chamber capacity during recent
years.

Improved engines having greater energy effi-
ciency within anticipated emissions constraints are
now being developed. The fuel-efficient DISC
(direct-injection stratified-charge) engine is likely
to have difficulty meeting future NO, standards.
Some other designs offering relatively near-term
impact on fuel efficiency include diesel and two-
stroke engines.

Compared with gasoline engines, diesel engines
have relatively high fuel efficiency and operate on
lower-grade fuels. 'To overcome projected prob-
lems with future emission standards, especially NO,
and particulates, techniques to lower emissions are
being investigated. The low-heat-rejection (or adia-
batic) diesel is attractive for replacing engines with
conventional liquid cooling systems.

Two-stroke engines promise lower fuel con-
sumption because of charge dilution, reduced
pumping loss, and less engine friction. Two-stroke
engines also contain high power-to-weight ratios, so
that a much lighter engine can be used in a given
situation (primarily of value in motive power
applications).



Lighting. Lighting has extensive application in
the commercial, residential, and industrial sectors.
Most lights in residences are standard, low-
efficiency (15 to 17 lumen/watt) incandescents. Sig-
nificant electricity and cost savings can occur if
high-efficiency light sources are substituted for
higher wattage bulbs. Fluorescent bulbs, for ex-
ample, have performance of 40 to 60 lumen/watt.
Compact fluorescent bulbs typically cost 10 times
more than incandescents but last 10 times longer
and use 25% of the electricity. Lighting in
commercial and industrial applications is generally
of higher efficiency than residential lighting,
although much improvement is still possible in
these sectors. Further upgrades to high-pressure
sodium or mercury vapor lighting can offer even
greater savings than fluorescents.

Lighting controls reduce energy consumption by
providing the minimum amount of artificial light
necessary to perform a given task. With lighting
systems, artificial lights can be dimmed in response
to daylight; lights can be turned off when occupants
are absent; and lighting in individual areas can be
fine tuned. Four types of energy-saving lighting
control measures are important in the near term:
occupancy scheduling, lumen maintenance, fine
tuning, and load shedding.

Advanced approaches to lighting include
energy-efficient core ballasts, electronic (solid-
state) ballasts, improved compact fluorescent bulbs,
and improved task lighting concepts.

Boilers. A boiler consists of a pressurized
system that generates heat to vaporize water and
produce steam. Heat is typically generated using
some conventional fuel (including nuclear fuels);
however waste-heat and renewable-energy-powered
boilers are becoming more common. Although
other fluids are sometimes vaporized in the boiler,
water is by far the most common fluid used because
of its favorable thermodynamic, environmental, and
economic characteristics.

Commercial boilers produce from a few hundred
pounds of steam per hour to more than 6 million
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pounds per hour, and pressures range from 0.5
pounds per square inch (psi) to 5000 psi for power
generation boilers. Superheated temperatures in
the latter pressure ranges can be as high as 1100°F
Most boilers have efficiency curves that rise with
increasing steam flow to a maximum near their full
rated load, then drop off. A typical new boiler
would range in efficiency from about 82% to 92%
depending on load (Turner 1982). Efficiencies also
change with deposition of soot and scale and with
excess air in the combustion feedstream.

Energy Management/Controls. A number of
energy management systems are commercially
available today for use in buildings, industry, and
transportation equipment. New concepts being
developed will vastly upgrade existing capabilities
and expand potential applications. Current systems
are directed at automatic control of one or more
individual pieces of equipment. In residential build-
ings, for example, the heating system can be pro-
grammed to lower temperatures when no one is
home or to run the dishwasher at night.

Three general tiers of control automation are
known: smart products, intelligent sub-systems,
and integrated total automation systems. Full
automation technology is exemplified by buildings
applications in which integrated control of all
major devices and systems in the structure is pro-
vided according to the schedules and use patterns of
the occupants, over a cycle of weeks and months,
even of seasons. The intelligent home is adaptive,
accounting for changing conditions (e.g., weather or
patterns of appliance use). If the windows are re-
peatedly opened, the heating system responds and
automatically resets itself to a lower temperature.
The integrated communication channels that make
these advances possible can also enhance the effi-
ciency and economy of load management in both
supply and demand sectors.

Transportation Energy End-Use Technology
(Chapter 6)

The transportation sector dominates petroleum
use in the United States and is an almost exclusive



user of petroleum over other fuels, a situation
which is expected to continue for most of the near
and mid term. Virtually all types of transportation
emissions can be cut by increasing energy efficiency
and by fuel substitution. Energy efficiency is in-
creased by the following:

» improving vehicle fuel economy
* increasing load factors (e.g., more mass transit)

* improving the operation of transportation sys-
tems and upgrading traffic management
practices.

Fuel substitution implies use of alternative fuels,
including advanced liquids, gases, and electricity.
Numerous improved vehicle technologies are attrac-
tive for use in light and heavy cars and trucks, as
well as aircraft applications to reduce greenhouse
gas emissions. Many are considered cost-effective
for near-term use (Carlsmith et al. 1990).

Alternative Fuels for Transportation. In the
mid and long term, alternative fuels will probably
become strong contenders for significant use in the
transportation sector, primarily for low-occupancy
vehicles. The principal candidates are reformulated
gasoline; diesel fuel; alcohols (M85 - 85%
methanol/15% gasoline, M100 - neat methanol, and
ethanol); liquefied petroleum gases or LPG (mostly
propane); compressed natural gas (90+% meth-
ane); and electricity.

Alcohol fuels, including ethanol or methanol
from biomass, are technically feasible now, but have
no supporting fuel supply and vehicle infrastruc-
ture. Some technical problems, including environ-
mental questions, also remain.

Current electric vehicles have only limited range
and are, thus, attractive only in niche markets. Elec-
tric vehicles will not be widely used without signifi-
cant improvements in battery technology. Three
near-term battery technologies capable of 100- to
150-mile range are lead-acid, nickel-iron, and
sodium-sulfur. Each has its own technical hurdles.
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Hybrid vehicles, which use both a battery-electric
system and a small engine for charging, are another
option.

In the long term, hydrogen is also a possible
transportation fuel; it has been burned in spark-
ignition engines. Storage is, however, a major
problem. Gaseous, liquid, or solid storage forms
have not yet provided the needed technical
performance.

Vehicle Fuel Efficiency Increases. Raising total
(powered and unpowered fuel rates) vehicle fuel
economy depends on three main factors: 1) a num-
ber of key vehicle characteristics (vehicle mass, tire
rolling-resistance coefficient, and aerodynamic
drag), 2) powertrain efficiency (average brake ther-
mal efficiency of the engine plus average efficiency
of the drivetrain), and 3) the nature of the average
driving cycle (e.g., how much is power-mode versus
unpowered idling).

A number of technological options available in
the new vehicle market promise future fuel effi-
ciency gains. Engine technologies are a major tar-
get for efficiency gains (previously discussed in this
chapter under "Generic Technologies™). In addition
to piston-driven engine designs, gas turbine engines
are receiving attention for their potential applica-
tion to vehicles. Other approaches to improving
vehicle fuel efficiency include electronic transmis-
sion control, front-wheel drive, better aerodyna-
mics, materials substitution for lower weight, and
improved accessory designs.

Increased Transportation Load Factors. By in-
creasing the load factor (passenger-miles per
vehicle), mass transit systems offer significant
potential for energy savings. Although many cur-
rent surface mass transit systems and vehicles are
now operational, future introduction of high-speed,
magnetically levitated (Maglev) vehicles may make
mass transit even more attractive in the mid to long
term. Although its competitiveness in the market is
not yet known, such a system could replace some
highway traffic and commercial aircraft flying short



routes, particularly in highly congested areas.
However, technical obstacles will probably preclude
significant Maglev for more than a decade. Availa-
bility of cost-effective high-temperature super-
conducting materials will undoubtedly increase the
attractiveness of both Maglev vehicles and magneti-
cally propelled ships.

Improved Transportation Operations. Many
possibilities exist for better traffic management and
reduced fuel consumption and emissions. Ex-
amples include high-occupancy-vehicle lanes and
computerized traffic control systems. In addition,
fully automated highways have also been proposed,
although many technical, financial, and behavioral
obstacles must be overcome before such options
will be realistic.

Buildings Energy End-Use Technology
{Chapter 8)

Electricity is the dominant fuel in both the resi-
dential and commercial buildings sectors. In terms
of end-use services, space heating, water heating,
and refrigeration account for almost 70% of resi-
dential end-use energy. In the commercial sector,
space heating, lighting, and air conditioning are the
largest energy end uses. Though not insignificant,
building energy use is generally a smaller percent-
age of the overall consumption in the industrial
sector. General improvements in site and shell
technologies and other relatively generic systems
(e.g., HVAC) have potential impacts for buildings
in all sectors.

Fuel Substitution in Buildings. Fuel substitu-
tion in buildings encompasses the following actions:

» substituting low-carbon for high-carbon fossil
fuels (natural gas for coal)

» substituting cleanly produced electricity for
fossil fuels

» substituting biomass fuels (or other non-fossil
primary energy) for fossil fuels

1.20

* increasing use of cogeneration in buildings.

Building Efficiency Gains. Efficiency gains for
buildings can occur in both the building shell
(building design, windows, and insulation) and the
conversion equipment within the building. The
main technologies for these components are listed
below.

Refrigerator-Freezers. Almost 100% of all U.S.
households have refrigerators. The baseline model
for the energy and cost analysis is a top-mount
auto-defrost refrigerator with an 18-cubic-foot ca-
pacity and an average energy use of 947 kWh per
year. Compressors (including the electric motor)
account for approximately 75% of refrigerator
energy use. Compressor energy use can be reduced
by 1) installing more efficient compressor designs
or 2) reducing demand for compression by improv-
ing the insulation.

Space Heating. Natural gas is the dominant
space heating fuel in all regions of the country (al-
most 55% of heated commercial floor space is heat-
ed by natural gas, 23% by electricity, and 12% by
fuel oil). Gas-fired warm-air furnaces are the most
common type of residential space heating (heat
pumps for electrically heated houses are discussed
below under residential air conditioning). The
energy efficiency options for gas furnaces include
intermittent ignition devices, two-stage burners, in-
duced draft, and a condensing heat exchanger.
Condensing furnaces, which have entered the resi-
dential space heating market in large numbers re-
cently, are the most efficient with an annual fuel
utilization efficiency (AFUE) rating of up to 97%.

Air Conditioning and Heat Pumps. Residential
air conditioning is accomplished with room air con-
ditioners, central air units, or heat pumps. Almost
60% of all U.S. residences have air conditioning,
and half of those residences have central units. Re-
versible heat pumps have slightly lower efficiencies
than comparable central units because both coils
must be able to operate as evaporators and conden-
sers. Air conditioner efficiency can be increased by



improving the heat transfer of the heat exchangers,
improving fan and compressor efficiencies, switch-
ing to electronic expansion valves, and using mul-
tiple or variable speed compressors.

About 80% of commercial floor space is air con-
ditioned; 91% of cooled commercial floor space
uses electricity for air conditioning and 6% uses
natural gas (i.e., gas absorption chillers). Small
cooling loads (under 135 kBtu/hr) are met using
electrically driven air conditioners. The main large
load technologies are electrically-driven chillers
(conventional refrigeration cycle), gas-fired absorp-
tion chillers (heat-operated refrigeration equip-
ment) and evaporative cooling (temperature reduc-
tion of an air stream by evaporating water). Econ-
omizer cycles can be used to reduce space cooling
loads, but they do not allow precise humidity
control.

Efficient Building Design. Demand for energy use
in buildings can be reduced through intelligent
building design. One form of intelligent design is
capitalizing on natural resources to minimize the
demands on conventional energy systems. Passive
solar designs can frequently eliminate the need for
heating during part of the heating season. Combin-
ing buildings of similar function, as in office build-
ings, shopping malls, and townhouses and apart-
ments, minimizes exposure to the external environ-
ment and allows sharing of thermal resources
(heating and cooling energy).

Windows. The basic types of residential windows
in use today are single-glazed, double-glazed, and
double-glazed with a low emissivity (low E) coating.
With low emissivity coatings reducing radiative
losses, conduction becomes the main heat loss
mechanism in a double-glazed window. Windows
can also be filled with heavier-than-air inert gases
(e.g., argon) to reduce the glass-to-glass thermal
conductivity. Future windows may use vacuums or
silica aerogel fills to reduce the thermal conduc-
tivity of the window.

Large commercial buildings have significant in-
ternal heat gains and low surface-area-to-volume
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ratios and therefore generally require more cooling
than heating. Lighting also adds a heat load in
commercial buildings. Daylighting can reduce both
lighting and cooling bills if the solar gain is con-
trolled.

Insulation. Standard insulating materials work
by trapping an air layer in a porous material. There
are two predominant types of insulation in build-
ings today: fiberglass and styrofoam.

Water Heating. Water heating is second to space
heating in terms of residential energy use. The pre-
dominant fuel types for residential water heating
are natural gas (54.4%) and electricity (35.3%).
Pulse combustion and flue gas condensation are fur-
nace technologies that could be applied to water
heaters, but are not yet commercially available.

Savings from design options depend heavily on
the use patterns. Water heating energy can be re-
duced by decreasing water use. Low-flow shower-
heads and more efficient clotheswashers and dish-
washers will cut water use.

Improving Building Operations. A variety of
automatic controls can be used to improve energy
using operations in buildings. Examples inclyde
lighting and room occupancy sensors, heating
equipment controls, and controls for time-of-day
appliance use. Improved maintenance of building
equipment will also minimize energy consumption.

Industrial Energy End-Use Technology
(Chapter 7)

The industrial sector includes manufacturing,
mining, agriculture, and construction. Manufactur-
ing is the largest energy consumer, constituting
roughly 29% of U.S. energy use. End-use energy
services for industry include steam, process heating,
machine drive, electrolytic processes, and feed-
stocks.

For a given level and mix of industrial energy
service demand, energy-generated carbon dioxide



emissions can be reduced by substituting low-
carbon for high-carbon fuel and by increasing in-
dustrial energy efficiency. [Energy efficiency is
improved through process equipment upgrades,
better operating practices, and fundamental process
changes. Process equipment change generally in-
volves capital investment and aims to improve mul-
tiple process features. Operating practice im-
provement includes better housekeeping and en-
ergy management. Although motivated primarily
by broader concerns about production efficiency
and cost, fundamental process change (e.g., direct
steel making) can also significantly increase energy
efficiency.

Industrial Fuel Substitution. Fuel source
changes include substituting

* natural gas for coal

* electricity for fossil fuels (nonfossil or natural-
gas-based)

* biomass fuels (or nonfossil primary energy) for
fossil fuels.

The potential for substituting natural gas for oil
or coal in industry is limited. Most oil-based com-
bustion, for example, is now at remote sites (e.g., in
forest products). At present, increased electricity
substitutions are attractive for carbon dioxide re-
ductions only in end uses where the relative effi-
ciency of electricity is about three (or more) times
higher than that of the fuel for which it substitutes
(Ross 1990).

Cogeneration, usually co-production of steam
and electricity, can enable substantially improved
efficiency in the joint production of heat and shaft
power. Economical application of cogeneration re-
quires fairly steady heat loads, such as the steam
loads in papermaking. One excellent example, now
in the development stage, is replacement of boilers
and steam-turbine generation at kraft pulp mills
(black-liquor recovery systems) with gas turbines,
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which will produce about three times more electri-
city without fossil fuel input (Fulkerson and Reister
1989).

Industrial Energy Efficiency Improvements. In-
dustrial energy efficiency gains occur in three basic
ways: upgrades of process equipment, improved
housekeeping, and fundamental changes in material
conversion processes.

Process equipment changes are sometimes made
directly to improve energy use, but usually result
from other productivity improvements and gener-
ally require significant capital investment. Some
recent energy upgrades include the steel (ladle
heaters), aluminum (efficient electrodes), chemical
(separations), pulp and paper (drying), and textile
(process automation) industries. These equipment
changes also have other benefits that improve over-
all productivity.

Although better housekeeping operations are of
great importance for industrial energy carriers such
as steam and compressed air, as well as for lighting
and HVAC, they can probably only contribute an-
other 5% to energy use reduction (Ross 1990). In-
stallation of automated energy management sys-
tems, typically requiring expensive rewiring in exist-
ing plants, is a prime example of new technology for
this approach.

Fundamental process change is a long-range phe-
nomenon of largely unknown potential since dra-
matic process changes tend to occur slowly. How-
ever, significant changes can revolutionize indus-
tries, as illustrated by the following four examples
of fundamental process change: float-glass process,
basic oxygen steelmaking, induction heating of
metals, and surface heating with electromagnetic
beams.

Some examples of fundamental process change
that may be achieved in the near future in the chem-
icals, paper, and food-processing industries are the
following (Ross 1990):



* improved separation processes based on mem-
branes, adsorbing surfaces, critical solvents,
freeze concentration, etc.

* new and improved catalysts for chemical
processing

* continued improvements in the processing and
forming of materials

* biological processing of organic chemicals
* dry papermaking

» ecthylene chemistry based on natural gas feed-
stocks and biomass feedstocks for organics.

Several near-term process changes possible in
the metals industry may help reduce emissions.
Examples include the following:

* near net shape casting

* surface treatment with electromagnetic beams
* direct and continuous steelmaking

* coal-based aluminum smelting.

Achievement of these changes will require sig-
nificant research, invention, development, and
major investments.

Integrated or Multi-Sector End-Use Technology

Considering end-use sectors separately has the
disadvantage of not accounting for cross-sectoral
efficiency opportunities. Considerable savings in
energy use and emissions can, for example, result
from community-level technologies that integrate
the functions or activities in multiple sectors. The
clearest example is district heating and cooling, al-
though some cogeneration or storage network ap-
plications are also important.

District heating and cooling is delivery of hot or
chilled water or steam from a central plant or a

thermal source through pipes to customers for
space heating and cooling use. District systems can
be an attractive alternative to the operation of
single-building heating and cooling. The tech-
nology offers an established way to conserve scarce
fuels, improve air quality, and increase the fuel effi-
ciency of power plants. Effective heating and cool-
ing systems can be developed to use remewable
fuels, thus reducing the consumption of oil and gas
in space conditioning applications.

Despite an important role in Scandinavia and
other European countries, district thermal applica-
tions have not enjoyed widespread use in the
United States, partially because of high initial capi-
tal costs. As the technology gains acceptance and
its cost declines, one of the major potential markets
for district services in the United States will be the
space cooling market.

1.4.5 Technology to Modify Energy Service
Demand (Chapter 10)

The advent of demand-side energy management
in utility planning strategies signifies a recognition
that cutting required energy services can be as effec-
tive as adding to supply in matching supply and
demand. Various demand-side opportunities typi-
cally involve efficient technologies that do not
directly change the demand for service, but rather
satisfy the same level of demand more efficiently
with less energy. Efficiency changes can aiter
demand, but the effects are difficult to estimate.(®

A somewhat different approach to demand-side
management involves actual reductions in demand,
that is, changes in the level of service demanded by
consumers (regardless of how efficiently or ineffi-
ciently that service is delivered). Demand reduc-
tion is commonly associated with energy conserva-
tion as the concept of "doing without.,” While doing

(a) A good example is the "conservation buy-back" phenomenon,
in which, for instance, cost or energy savings from a more
efficient residential furnace may lead consumers to turn up the
thermostat, thus demanding more heat and reducing possible
energy savings.



without is one possible approach to demand re-
duction, this concept is generally incongruous with
the goal of attaining a higher standard of living and
is easily reversed at the discretion of the consumer.

Other opportunities for demand-related effects
on emissions exist, including ones that do not nec-
essarily lead to reductions with undesirable impacts
to standard of living. They involve a more perma-
nent alteration or "modification” of energy-using
systems that change the energy demanded by virtue
of different final product (goods or services)
demand. These final demand changes often are as-
sociated with structural change in the economy (see
Chapter 10). In fact, technologies and concepts
that lead to energy service demand restructuring
may not even be normally thought of in terms of
energy use. The energy benefits may be secondary
and possibly even unknown to consumers. Some
example technologies that bring about restructuring
in demand include energy management and moni-
toring systems, recycling and waste minimization,
telecommunications, and design of efficient com-
munity systems.

Energy Management and Monitoring Systems

Energy management systems were described
under the "Generic Technologies” section earlier in
this chapter. Such systems can be deployed to mon-
itor use of facilities or equipment; for example, to
shut down unnecessary system operations. Motion
indicators that control facility functions (e.g.,
lighting, door access) and office equipment or home
appliances with idle or "power saver” modes are
examples of demand-reducing technologies that are
in widespread use.

Recycling and Waste Minimization

Reuse of previously processed materials reduces
the demand for new materials and supplants a signi-
ficant portion of the energy required to process
those materials from raw inputs. Materials wasted
in the production process (either by becoming scrap
or by being converted into waste requiring disposal)
increases demands for energy in the process. New
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technologies to recover valuable constituents of
waste streams from all sectors of the economy not
only save raw materials and disposal costs but also
save significant amounts of energy. Eliminating
procedures that generate wastes iS an even better
strategy because reprocessing costs are also
avoided. Waste minimization and recycling are
receiving international attention as important
approaches for addressing energy and environ-
mental concerns.

Telecommunications

The impacts of substituting electronic communi-
cations for travel in transportation energy con-
sumption will not be lost on the economy as the
utility of these substitutions increases. Already the
advent of facsimile machines is having a profound
effect on the number of mailings and other deliver-
ies required on a worldwide basis. ‘Teleconferenc-
ing allows staff at different locations to speak to-
gether-(and in some cases, see each other) for meet-
ings, avoiding travel altogether. Telecommuting, or
working at home via computer and modem com-
munications instead of traveling to a central office,
has significant potential for reducing future traffic
congestion and may substantially reduce consump-
tion of transportation fuel over the next several
decades.

Efficient Community Systems Design

Designing efficient community systems has the
potential for reducing energy demand over the mid
to long term. Strategic placement of shopping cen-
ters in a community, for example, minimizes the
distance residents of the community must travel.
Optimal planning of service routes (e.g., bus, gar-
bage collection, mail delivery) through communi-
ties saves time as well as energy. In these examples,
the efficiency of the vehicles making the trip is not
changed, but rather the length of the average trip
(or cumulative demand on the aggregate system) is
reduced. High-density building design, interspersed
with urban trees to cut heating and cooling loads,
can reduce energy use over comparable dispersed
land use patterns by significant margins.



Computer-aided design of community systems
could lead to many such improvements in the
future.

1.5 TECHNOLOGY COST AND PERFORMANCE
DATA

This section presents a summary of the technical
and cost characteristics of key technologies discus-
sed in this volume. Table 1.3 contains data for fos-
sil and nuclear electricity technologies; Table 1.4
contains characteristics for life-extension/
repowering technologies; and Table 1.5 contains
data for renewable electric technologies. In Appen-
dix A, end-use technologies are characterized using
cost curves. The data in Tables 1.3, 1.4, 1.5, and
Appendix A are the technology characteristics used
for the National Energy Strategy (NES) analysis
and for analysis in Volume II of this study.

In some cases, the data presented in these tables
differ from technology performance and costs pre-
sented in Volumel. These differences arise be-
cause considerable uncertainty exists regarding
technical and economic assumptions used for emer-
ging technologies that have not yet been commer-
cialized; moreover, this uncertainty increases as the
expected date of commercialization for a tech-
nology moves farther into the future. Although
different authors may have used slightly different
assumptions in producing technology estimates, in
all cases, the differences are within acceptable
ranges of uncertainty.

1.6 FACTORS THAT INFLUENCE THE IMPACT
OF TECHNOLOGY ON EMISSIONS
REDUCTIONS

At any given time, a combination of technologi-
cal, economic, institutional, informational, and be-
havioral factors will interact to determine energy
use and the related levels of greenhouse gas emis-
sions. Determining the role of these factors, let
alone simply projecting future levels of energy use,
is a very difficult matter. In fact, extensive analysis
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of even high-quality historical energy consumption
data has revealed great difficulty in clearly deter-
mining the role of any single causal factor (DOE
1989).

What is clear, however, is that achieving emis-
sions reductions will require taking advantage of
the natural turnover of existing energy capital
stock. As older, less efficient capital units are re-
tired from the stock, the opportunity exists to re-
place these units with state-of-the-art technologies
with lower emissions. If this opportunity is missed,
however, it may be missed for decades because
many types of energy capital last 40 years or longer.
A similar opportunity for "injecting" state-of-the-
science technology into the capital stock also arises
as population increases, economic growth, and
other pressures create a demand for expansion. If
new power plants, cars, and homes are to be built
and used to provide services for a larger and wealth-
ier population (for example), the opportunity to do
s0 in a relatively low emission manner is an impor-
tant policy consideration.

The turnover rate of the existing energy capital
stock and the expansion of that stock from addition
of new units depend on a number of factors, but the
average age of existing facilities and the typical ex-
pected lifetime of individual units are two basic
components. Table 1.6 provides a summary of the
average ages and the expected lifetimes for signifi-
cant energy-consuming classes of U.S. capital stock
by energy-using sector. This information was ob-
tained from a survey of the literature on capital
stock service lives and age frequency distribu-
tions.(®  Although this information is of varying
quality and reliability, the data indicate that some
end-use technologies (e.g., automobiles) tend to
turn over relatively rapidly, while others (e.g., build-
ings and electric power plants) may last half a cen-
tury or longer.

Tables 1.7 and 1.8 provide age distributions for
passenger cars and trucks and for coal- and natural-

(a) A K. Nicholls etal. 1991. "Energy-Using Capital Stock
Service Lives: A Survey of the Literature." Draft paper, Pacific
Northwest Laboratory, Richland, Washington.



Table 1.3. Fossil and Nuclear Electricity Technologies: Technology Costs and Characteristics

o&M
Capital Cost®> Cost©
(1989$/kW) (mills/ Commercial Heat Rate Load Capacity

Technology 2000 2010 2020 kWh) Year(® (Btu/kWh) Use Factor(®)
Coal Steam 1,355 1,355 1,355 43 - 11,000 Base/Int 0.65
Coal Steam w/flue gas 1,535 1,535 1,490 11.7 - 10,339 Base/Int 0.65
desulfurization
Oil Steam 960 960 960 53 - 9,800 Inter 0.30
Gas Steam 960 960 960 53 -- 9,800 Inter 0.30
Gas Combined Cycle 680 640 640 21 -- 7,570 Inter 0.30
Combustion Turbines 310 310 310 52 - 13,500 Peaking 0.10
Atmospheric Fluidized-

Bed Combustor 1,300 1,300 1,300 10.2 1,990 9,750 Base 0.70
Pressurized Fluidized-

Bed Combustor 1,440 1,200 1,200 13.0 1,996 8,400 Base/Int 0.70
Integrated Gasification

Combined Cycle 1,415 1,280 1,280 89 1,994 9,220 Base/Int 0.70
Steam Injected/

Intercooled Steam-

Injected Gas Turbine 600 600 600 21 1,990 7,260 Base/Int 0.70
Gasification Steam-

Injected Gas Turbine 1,455 1,240 1,025 64 2,005 8,530 Base/Int 0.70
Gas Fuel Cells 860 705 705 109 1,997 6,450 Inter 0.47
Coal Fuel Cells® 1,335 1,335 1,235 109 2,025 7,130 Base/Int 0.80
Light Water Reactor 1,785®  1,785® 1,785®  26.6M™ - 10,800 Base 0.65
Advanced Light

Water Reactor® 1,490 1,375 1,375 89 1,996 10,200 Base 0.75
2nd Gener. Nuclear® 1,775 1,480 1,480 13.0 2,000 10,300 Base 0.75

(a) Represents the overnight construction costs.

(b) New technologies are subject to a 15% learning curve; costs in table reflect this.

(¢) The fuel cost component varies with fuel prices and is therefore not given in this table; utility fuel prices are given in Table 5.21,
Volume II of this study.

(d) Coal and nuclear plants are assumed to have a lifetime of 40 years, fuel cells and oil and gas plants are assumed to have a lifetime of
30 years.

(e) Capacity factors given for intermediate load technologies are typical.

(f) The O&M costs and heat rates for this technology category are represented by several coal fuel cells and, therefore, change over time.
O&M costs are 10.4 m/kKWh in 2010 and 8.2 m/kWh in 2020. Heat rates are 7130 Btu/kWh in 2010, 6500 Btu/kWh in 2020, and
6000 Btu/kWh in 2030.

(g) Conventional nuclear is assumed to have a $77/kW decommissioning cost.

(h) Includes $65/kW or 10.5 m/kWh capital maintenance cost to reflect the historical cost of installing new capital equipment in response
to new or modified Nuclear Regulatory Commission requirements.

(i) New nuclear orders are assumed to require changes in policy and are therefore not included in the Current Policies Case; they are
included in the NES Actions Case. Cost excludes $170/kW decommissioning cost.

Source: DOE 1991, Table A-19, p. 92.
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Table 1.4. Life-Extension/Repowering Costs and Characteristics®

Capital
Cost® O&M Cost Commercial HeatRate  Construct Time
Technology (19888/kW)  (mills/kWh) Year (Btu/kWh) (vears)
Coal Steam 235 43 1,990 10,400 3
Qil/Gas Steam 155 5.0 1,990 9,500 3
Nuclear 580 11.2 1,990 10,200 3

(a) Full-life extension is assumed for all fossil plants in excess of 200-MW capability; life
extended capacity equals 340 GW by 2010.

(b) Costs do not include costs of compliance with new source performance standards.
Source: DOE 1991, Table A-20, p. 93.

Table 1.5. Renewable Electricity Technologies: Technology Costs and Characteristics

1990 2000 2019 2020 2030

Photovoltaics

Capital cost (19898/kW)(@ - 3620 2130 1385 1170
O&M cost (mills/kWh) 2 2 2 1
Capacity factor - 28% 28% 28% 28%
Solar Thermal '
Capital cost (1989$/kW)@ 2130 1600 1600 1830 1830
O&M cost (mills/kWh) 11 9 9 8 8
Capacity factor 37% 37% 37% 43% 43%
Wind Farms

Capital cost (19895/&kW)® 1100 1000 965 915 850
O&M cost (mills/kWh) 18 12 9 8 8
Capacity factor 20% 28% 29% 30% 31%
Geothermal

Capital cost (1989$kW)@ 2215 2110 2025 1915 1790
O&M cost (mills/kWh) 26 19 13 21 9
Capacity factor 81% 85% 90% 95% 95%

Biomass Electric
Capital cost (19898/kW)@ 1600 1600 1600 1600 1600

O&M cost (mills/kWh) 9 9 9 9 9
Capacity factor 0%  70% 70% 70% 70%
Heat rate (Btu/kWh) 13000 13000 13000 13000 13000

(a) Represents the overnight construction costs.

(b) Solar thermal costs reflect the penetration of new technologies after 2010.
(c) Geothermal and biomass €lectric are base-load technologies; others are
intermediate or peak load.

Source: DOE 1991, Table A-24, p. 94.

1.27



Table 1.6. Average Ages and Expected Lifetimes for Significant Energy-

Consuming Components of the U.S. Capital Stock

Capital Stock Component

Electric Utility Sector

Coal-Fired Electric Generating Plant
Gas-Fired Electric Generating Plant
Oil-Fired Electric Generating Plant

Transportation Sector
Passenger Cars

Trucks

Commercial Jets
Diesel Locomotives

Buildings Sector

Single-Family Homes

Multi-Family Homes (5 or more units)
Office Buildings

Health Care Buildings

Gas Furnace

Electric Forced-Air

Electric Heat Pump (heating application)
Electric Water Heater

Refrigerator

Industrial Sector

Integral Horsepower Motors
Generators

Gas Internal Combustion Engine
Diesel Internal Combustion Engine

Average Age of the Stock

(Years)

26.7
303
318

76
79
12.8
15.2

29.0
224
25.0
20.0

12.5
10.1
5.5
6.7
9.8

7.6
9.0
4.2
4.7

Expected Lifetime
(Years)

45
45
45

12
16
25
25

80
65
36-90
48-90

19-23
23
23
13
18

18
18
14
14

Source: A. K. Nicholls et al. 1991. "Energy-Using Capital Stock Service Lives: A Survey of

the Literature.” Draft paper, Pacific Northwest Laboratory, Richland, Washington.
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mobiles reveals that nearly 50% of all automobiles

Table 1.7. Age Frequency Distribution of the Stock are 5 years old or less. The implication is that in 7
of Automobiles and Trucks (as of 1989) to 12years, about half of the vehicles currently
under 5 years of age (coming to nearly 29 million)

Automobiles® Trucks® will be retired and presumably replaced. The con-

Vehicles  Percentof Vehicles  Percent of clusion to be drawn is that even with the newest

Age (years) (thousands) _ Total (thousands) _ Total

cars, there is substantial opportunity for technology

1or less 16,771 14 8,015 15 ) . >
replacement in the short to medium term. There is
2.5 40,825 33 17,016 32 slightly less opportunity with trucks. As with cars,
nearly 50% of all trucks are 5 years old or less. But
6-10 35,022 29 11,349 21 because trucks have median service lives that are
11-15 20299 16 9719 18 4 years longer than cars, it w111. take relatively
fonger for these trucks to be retired and, hence,
16 and older 9835 _8 7,098 13 replaced.
Total 122752 100 53,197 9 Table 1.8 indicates that about 30% of all coal-
m’ﬁble 3.9, Pages 3-18. fired power plants are_ 21 years or older, while
(b) ORNL 1991, Table 3.19, Pages 3-30. nearly 60% of all gas-fired plants are 21 years or

older. Because both types of plants have expected
service lifetimes of 45 years (in the absence of life

gas-fired electricity plants over 100 megawatts in extension), a relatively larger proportion of gas-
capacity. For automobiles, the median service life fired than coal-fired units iS nearing retirement.
is 12 years. That is, an automobile has a 50/50 This implies that there is a somewhat greater op-
chance of still being in circulation after 12 years. portunity for upgrading the efficiency of the gas-

stock, everything else equal.

Table 1.8. Age Frequency Distribution of the Stock of Coal- and Natural-Gas-Fired
Steam Electric Power Plants (Greater than 100 MW in Capacity)®

Coal Gas
Percent of Percent of
Age (years) Units Total Capacity Units Total Capacity
0-10 146 27 2 2
11-20 222 41 85 41
21-30 210 20 126 42
31 and Above 220 12 96 16
Total 798 100 309 101

Note: Percentage totals may not sum to 100 due to independent rounding.

(a) Calculated from data in DOE 1988.
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Tables 1.6 through 1.8 provide a starting point
for developing an estimate of the potential rate of
greenhouse gas reductions resulting from the intro-
duction of new technologies into the energy capital
stock. Obviously, a much more rigorous approach
is needed to assess the potential rate with sufficient
accuracy, including age frequency distributions for
all important types of capital, estimations of the po-
tential for life extension, and perhaps most impor-
tantly, sufficient understanding of the barriers to
technology adoption, by type of capital.

Information about the rate of technology turn-
over provides an idea of the potential for green-
house gas reduction from new technology, but the
near-term feasibility of new technology penetration
into the stock is largely a function of the various
barriers to new technology adoption. These bar-
riers may include economic considerations such as
first cost affordability and performance, as well as
institutional, legal and informational factors. For
example, while the stock of cars turns over at a rela-
tively rapid rate, this fact by itself does not address
the feasibility of actually replacing standard internal
combustion vehicles with, for example, electric
vehicles.

Clearly, a number of market factors will need to
be evaluated--performance, ability of the infrastruc-
ture to deliver the fuel, availability of information--
to determine the rate at which this new technology
might actually enter the vehicular stock. ‘Such mar-
ket assessments, along with information about capi-
tal turnover rates, will allow the most accurate
identification of the opportunities for emissions
reductions.

1.7 OUTLINE OF THE VOLUME

The remainder of this volume contains tech-
nology characterizations to provide more detailed
performance and cost data on the major classes of
technology discussed in this chapter. The volume
begins with energy supply and transfer technolo-
gies. Chapter 2 presents the fossil-fueled technolo-
gies, including both liquid and gaseous fuel
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production, as well as electricity generation. Syn-
thetic fuel production, such as coal-gasification or
liquefaction, is not covered. Chapter 3 discusses
nuclear fission technology used in electricity pro-
duction. Chapter 4 covers renewable technologies,
including electricity and biomass fuels production,
and direct heating. Chapter 5 discusses energy stor-
age, transmission, and distribution technologies,
primarily for electricity, although liquid and gas-
eous fuels are also treated.

Energy end-use conversion and use technologies
are covered in the next three chapters. Chapter 6
begins the end-use technology discussion with
transportation technologies. Chapter 7 presents
the industrial sector technologies. Chapter 8 covers
residential and commercial buildings.

The last chapters cover use of environmental
controls to remove carbon or carbon dioxide before
it is released into the atmosphere (Chapter 9) and
finally, technologies for restructuring end-use
energy demand (Chapter 10).

1.8 REFERENCES

Burklin, C. E., T R. Nelson, and B. Tilkicioglu.
1991. Evaluation of the Acceptability of Natural Gas
as a Mitigating Fuel for Utility Combustion Sources.
Radian Corporation and Pipeline Systems, Inc,
84th Annual Meeting of Air & Waste Management
Association, June 16, 1991, Vancouver, British
Columbia.

Carlsmith, R. G., W. U. Chandler, J. E. McMahon,
and D. J. Santini. January 1990. Energy Efficiency:
How Far Can We Go? ORNIL/TM-11441, Oak
Ridge National Laboratory, Oak Ridge, Tennessee.

DOE. (See U.S. Department of Energy.)

Energy Information Administration (ELA). 1990.
Assumptions for the Annual Energy Outlook, 1990.
DOE/EIA-0527(90), U.S. Department of Energy,
Washington, D.C.



Fulkerson, W,, and D. B. Reister. 1989. Energy
Technology R&D: What Could Make a Difference?
Vol 2, Partl: End-Use Technology. ORNL-
6541/V2/P1, Oak Ridge National Laboratory, Oak
Ridge, Tennessee.

Johansson, T. B., B. Bodilund, and R. H. Williams.
1989. Electricity: Efficient End-Use and New Gener-
ation Technologies, And Their Planning Implications.
Lund University Press, Lund, Sweden.

Muzio, L., and J. Kramlich. 1987. "An Artifact in
the Measurement of N,O from Combustion
Sources.” Geophysical Research Letters
15(12):1369-1372.

Oak Ridge National Laboratory. 1991.
portation Energy Data Book, Edition 11.
6649, Oak Ridge, Tennessee.

Trans-
ORNL-

Ross, M. 1990. "Modeling Energy Intensity and
Carbon Dioxide Emissions in U.S. Manufacturing.”
In Proceedings of Energy and Environment in the 21st
Century. Massachusetts Institute of Technology,
Cambridge, Massachusetts.

Shepard, M., et al. 1990. The State of the Art of Ap-
pliances. Rocky Mountain Institute COMPETITIK
Report. Snowmass, Colorado.

Steinberg, M. 1983. An Analysis of Concepts for
Controlling Atmospheric Carbon Dioxide.
DOE/CH/00016-1, U.S. Department of Energy,
Washington, D.C.

Steinberg, M., and H. C. Cheng. 1987. Advanced
Technologies for Reducing CO, Emissions. Docu-
ment No. 40730, Brookhaven National Laboratory,
Brookhaven, New York.

Turner, W. C. 1982. Energy Management Hand-
book. John Wiley and Sons, New York.

U.S. Department of Energy (DOE). 1988. Inven-
tory of Power Plants in the United States 1988.
DOE/EIA-0095, Energy Information Administra-
tion, Washington, D.C.

1.31

U.S. Department of Energy (DOE). September
1989. Energy Conservation Trends: Understanding
the Factors that Affect Conservation Gains in the
US. Economy. DOE/PE-0092, Office of Policy,
Planning & Analysis, Washington, D.C.

U.S. Department of Energy (DOE). 1991. Nation-
al Energy Strategy: Technical Annex 2 Integrated
Analysis Supporting the National Energy Strategy
Methodology, Assumptions, and Results.
DOE/S-0086P, U.S. Department of Energy,
Washington, D.C.

U.S. Department of Energy (DOE), Multi-
Laboratory Climate Change Committee. 1990
Energy and Climate Change. Lewis Publishers, Inc.,
Chelsea, Michigan.

1.9 BIBLIOGRAPHY

American Institute of Chemical Engineers. Pollu-
tion Prevention for the 1990s: A Chemical Engine-
ering Challenge. New York.

Amann, C. A. 1990. "Technical Options for Energy
Conservation and Controlling Environmental
Impact in Highway Vehicles." In Proceedings of
Energy and Environment in the 2lst Century.
Preprint Volume. Massachusetts Institute of
Technology, Cambridge, Massachusetts.

Callaway, J. W, and J. G. DeSteese. 1986. Custo-
mer System Efficiency Improvement Assessment:
Description and Examination of System Character-
ization Data. PNL-5955, Pacific Northwest Labora-
tory, Richland, Washington.

Carl, M. E, et al. September 1987. Energy Con-
servation Potential: A Review of Eight Studies.
Energetics, Inc., Columbia, Maryland.

Chandler, W. U. July 1988. Energy Efficiency: A
New Agenda. American Council for an
Energy-Efficient Economy, Washington, D.C.



Considine, D. M. 1977. Energy Technology Hand-
book. McGraw-Hill Book Company, New York.

DiFiglio, C., K. G. Duleep, and D. L. Green. 1990.
"Cost Effectiveness of Future Fuel Economy Im-
provements." The Energy Journal 11(1):65-86.

Edmonds, J., and J. Reilly. 1985. Global Energy:
Assessing the Future. Oxford University Press, New
York.

Edmonds, J. A.,, W. B. Ashton, H. C. Cheng, and
M. Steinberg. February 1989. A Preliminary Analy-
sis of U.S. CO2 Emissions Reduction Potential from
Energy Conservation and the Substitution of Natural
Gas for Coal in the Period to 2010.
DOE/NBB-0085, U.S. Department of Energy,
Washington, D.C.

Fulkerson, W,, S. I. Auerbach, A. T. Crane, D. E.
Kash, A. M. Perry, and D. B. Reister. 1989. Energy
Technology R&D: What Could Make a Difference?
Part 1, Synthesis Report. ORNL-6541/V1, Oak
Ridge National Laboratory, Oak Ridge, Tennessee.

Fulkerson, W,, and D. B. Reister. 1989. Energy
Technology R&D: What Could Make a Difference?
Vol 2, Part 2: Supply Technology.
ORNL-6541/V2/P2, Oak Ridge National Labora-
tory, Oak Ridge, Tennessee.

Goldemberg, J. 1988. Energy for a Sustainable
World. John Wiley & Sons, New York.

Harvey, L. D. D. October 1987. Hydrogen Fuel as a
Substitute for Fossil Fuels. Program of Cooperative
Research and Development, International Energy
Agency, Paris, France.

Hopp, W.J,, et al. December 1981. An Overview of
Energy Conservation Research Opportunities. PNL-
3944, Pacific Northwest Laboratory, Richland,
Washington.

1.32

International Energy Agency (IEA). 1988. Emis-
sion Control: In Electricity Generation and Industry.
International Energy Agency, Paris, France.

International Energy Agency (IEA). 1989. Energy
and the Environment: Policy Overview. Organiza-
tion for Economic Cooperation and Development,
Paris, France.

Marland, G. 1983. "Carbon Dioxide Emission
Rates for Conventional and Synthetic Fuels."
Energy 8(12):981-992.

National Academy of Sciences (NAS). 1991. Policy
Implications of Greenhouse Warming. National
Academy Press, Washington, D.C.

National Research Council. 1990. Confronting
Climate Change: Strategies for Energy Research and
Development. DOE/EH/89027P-H1, National
Academy Press, Washington, D.C.

Office of Technology Assessment (OTA). 1991
Changing by Degrees: Steps to Reduce Greenhouse
Gases. OTA-0-482, U.S. Congress, Washington,
D.C.

Office of Technology Assessment (OTA). 1985.
New Electric Power Technologies: Problems and
Prospects for the 1990s. OTA-E-246, U.S. Congress,
Office of Technology Assessment, Washington,
D.C.

Okken, P. A, R. J. Swart, and S. Zwervee. 1988.
Climate and Energy: The Feasibility of Controlling
CO, Emissions, Kluwer Academic Publishers,
Boston, Massachusetts.

Sant, R. W. 1979. The Least Cost Energy Strategy.
Carnegie-Mellon University Energy Productivity
Center, Arlington, Virginia.



Solar Energy Research Institute (SERI). 1981. 4
New Prosperity:  Building a Sustainable Energy
Future. Brick House Publishing, Andover,
Massachusetts.

US. Department of Energy (DOE). 1991
National Energy Strategy:  Powerful Ideas for
America.  US. Government Printing Office,
Washington, D.C.

U.S. Environmental Protection Agency (EPA).
1990. Stabilizing Global Climate. U.S. Government
Printing Office, Washington, D.C.

1.33



2.0 FOSSIL ENERGY PRODUCTION AND ELECTRICITY GENERATION
TECHNOLOGIES

This chapter focuses on oil, gas, and coal produc-
tion activities and electric utility consumption of
these fuels. Also discussed are associated emissions
of greenhouse gases and new power generation tech-
nologies that may help to reduce these emissions.
The related activities that may give rise to emissions
are described; the data sources from which emission
estimates might be obtained are reviewed; and pre-
liminary values for emission factors that might be
used in modeling efforts or long-term projection
studies are estimated. The chapter is organized in
three sections. Section 2.1 describes the outlook for
energy supplies from oil, gas, and coal; Section 2.2
describes sources of greenhouse gases related to oil,
natural gas, coal, and electric utilities; and Section 2.3
provides a summary of greenhouse gas emissions re-
sulting from these activities.

2.1 OUTLOOK FOR ENERGY SUPPLY

Studying the effects of greenhouse gas emissions
involves not only identifying the sources and the cur-
rent levels of emissions but also the projected use of
these sources well into the future. This section dis-
cusses the expected supply and use of oil, natural gas,
and coal fuels and the resulting greenhouse gas
emissions.

2.1.1 The U.S. Situation

In 1985, domestic oil, natural gas, and coal
production accounted for more than 65% of the pri-
mary energy supplied to (consumed by) the U.S.
economy. Energy imports, almost exclusively oil, ac-
counted for 10% of this supply. Figure 2.1 is a plot
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Figure 2.1. Outlook for Energy Supply Activity
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showing the total energy supplied to the economy
from 1960 and projected through 2010, assuming no
changes in current policies. The relative volumes of
oil, natural gas, coal, energy imports, and other en-
ergy sources are also shown. The "other energy
sources” category is composed of nuclear and renew-
able energy sources. The projections are from the
National Energy Policy Plan Projections prepared by
the Office of Technology Policy of the DOE.
Table 2.1 supplements this figure by showing the
amounts of energy supplied for each source in
quadrillion Btu (quads).

Energy consumption in the economy is expected
to increase by 36% between 1987 and 2010, from 78.9
to 107.6 quads. Projections indicate that the total en-
ergy supplied domestically will increase by 19% in
this same time period, from 67.7 to 80.7 quads. Be-
cause the total energy to be supplied domestically is
not expected to increase as fast as the total energy de-
mand, the percentage of total energy supplied by im-
ports will increase from 14.2% to 25.0% for this time
frame.

Over 90% of these imports are expected to be oil.
Oil production in the United States is expected to
drop steadily while oil imports are projected to dou-
ble. However, natural gas production in the United
States is projected to increase somewhat in the 1990s

and then return to its 1987 level by 2010. Coal pro-
duction is expected to increase by 67% over its 1987
level. The projections indicate that by 2010, domestic
oil and natural gas together will account for less than
26% of all energy consumed, while coal will make up
more than 31%. Estimated fossil energy reserves in
the United States are shown in Table 2.2. Their ex-
pected duration at current production rates is also
shown. Relative availability of these resources will be
a major criterion in selecting from among alternative
fossil energy technologies.

~ From an emissions standpoint, greenhouse gas
emissions from oil production in the United States
should decrease as reserves are depleted. However,
consumption of oil is expected to increase through
imports. Thus, the refined and transported volume
will increase, thereby increasing the potential for
greenhouse gas emissions from these sources. For
coal and natural gas, the expected increases in pro-
duction will increase the potential for the emission of
greenhouse gases, especially for coal if its production
level increases by 67% as is projected.

2.1.2 World Energy Situation
The world is currently dependent on fossil fuels to

supply over 88% of its total primary energy and to
generate over 60% of its electricity (DOE 1990a).

Table 2.1. Energy Supply and Demand Outlook

Total Domestic ~ Primary Energy
Year Oil. Gas Coal Nuclear  Renewable Supply Demand Imports®
1960 16.4 127 108 - 29 428 45.1 2.7
1970 22,9 21.7 14.6 0.2 4.1 63.5 67.9 58
1980 20.5 199 18.6 2.7 5.4 67.2 782 12.1
1985 21.2 16.9 193 42 6.3 679 76.8 7.7
1987 198 16.8 20.1 49 6.0 67.7 78.8 113
1990 185 177 20.5 5.9 6.1 68.9 84.0 152
1995 15.8 19.7 22.6 6.1 71 714 90.2 188
2000 139 194 255 6.2 84 734 95.1 21.7
2005 12,6 17.8 29.2 6.2 9.9 75.7 100.6 255
2010 114 17.1 33.7 6.2 123 80.7 105.7 269

(a) Imports may not exactly equal supply minus demand, adjustments from stock changes will make up the difference.
Source: National Energy Policy Plan Projections, preliminary data dated January 1989.
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Table 2.2. Fossil Fuel Resources in the United States

U.S. Reserves®  Estimated Production  Estimated Consumption
Fossil Fuel (Quads) Life (yr)® Life (yr)©
Coal 5758 255 302
Natural Gas 1411 78 73
Petroleum & Natural Gas Liquids 1080 61 32

(a) Includes estimates of future discoveries.
(b) At 1990 rates of production.

(c) At 1990 rates of U.S. consumption. Values assume 100% of U.S. demand is supplied by U.S. reserves and
there are no exports. Values are shown for purposes of comparison only.

Source: Derived from DOE 1990b, 1989, 1991.

Table 2.3 lists estimates of the world reserves of fossil
energy resources and estimated duration of these re-
sources based on current (constant) rates of produc-
tion. While new resources are likely to be discovered,
the increasing rate of fossil fuel use by both devel-
oped and (especially) developing countries will tend
to counteract the effect of additional reserves and
could reduce these estimated lifetimes significantly.
As fossil fuel reserves are depleted, advanced fossil
technologies with their higher operating efficiencies
will play an increasingly important role in the devel-
opment of lesser-developed countries.

Table 2.3. Fossil Fuel Resources in the World

World Reserves®) Estimated
Fossil Fuel (Quads) Life (yn®
Coal 22400 325
Natural Gas 13000 190
Petroleum 5750 40-50

(a) Includes estimates of future discoveries.
(b) Atcurrent rates of world production.
Source: Derived from DOE 1990c and WEC 1989.
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2.2 DESCRIPTION AND CHARACTERIZATION
OF ACTIVITIES

The following subsections contain descriptions of
activities related to the production of fossil fuels and
the use of these fuels to produce electricity. Detailed
discussion of end-use technologies (for direct use of
fossil fuels in the industrial, residential/commercial,
and transportation sectors) can be found in the ap-
propriate chapters elsewhere in this volume.

2.2.1 Oil

The fuel cycle of oil extends from the discovery of
crude oil thousands of feet below the surface of the
earth to the delivery of refined products to users. The
operations included aredrilling, production, refining,
storage, and transportation. Figure 2.2 is a diagram
involved in these operations result in the emission of
greenhouse gases, primarily methane and carbon di-
oxide, either fugitively or through combustion. The
following section discusses technologies involved in
oil operations and the potential for and magnitude of
greenhouse gas emissions.

Drilling

The first phase of oil operations is drilling for re-
serves. The greenhouse gas emissions of major
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concern in this phase are carbon dioxide and meth-
ane. There are several potential sources for emis-
sions during drilling. First,large combustion engines
are used to hoist and rotate pipes and to pump the
drilling fluid used to drill the well. Compared with
other industrial processes, however, the totalamount
of fuel consumed in drilling is small, resulting in mi-
nor gas emissions from combustion. The second po-
tential source of greenhouse gas emissions is the dril-
ling fluid system. Drilling fluid (known as "mud") is
circulated continuously through the drill pipe to the
bore cutting surface where it lubricates the drilling bit
and carries the drilling by-products to the surface.
The drilling fluid is typically exposed to the atmo-
sphere at the surface. This exposure allows hydrocar-
bon gases (predominantly methane) that enter the
well below the surface to escape into the atmosphere.
However, drilling systems are designed to minimize
the amount of hydrocarbon gases entering the system.
Otherwise, if a significant amount of hydrocarbons
did enter the well, control could be lost, and the well
could blow out, resulting in an uncontrolled release
of hydrocarbons to the atmosphere. A blowout is the
largest potential source of greenhouse gas emissions
in drilling, providing not only a threat of fugitive
methane emissions but also a major threat of fire.
Nevertheless, less than 0.05% of all wells drilled blow
out, and as technology continues to advance, the
number of blowouts is expected to decrease.

2.4

Producing and Treating

Afteranoilwell has been drilled and economicaily
exploitable reserves discovered, the well is completed
and production commences. The production process
involves lifting the fluid out of the ground and trans-
porting, treating, and storing the oil within the field.
Potential sources of greenhouse gases from oil
production include the use of combustion engines
and the fugitive emission of methane. Combustion’
engines are often employed to power the mechanical
pumps used to remove the fluid from the reservoir
and to inject water or other fluids as necessary for
improving recovery. Combustion engines emit
carbon dioxide and air pollutants. As for fugitive
methane emissions, natural gas and water typically
are produced to some degree with the oil. The
produced fluid is then treated in the field to remove
natural gas and water. Inefficiencies in this process
(i.e., valve and vessel leakage) provide opportunities
for methane to escape to the atmosphere.

Fuel Use and Emissions from QOil Production

Data on the magnitude of greenhouse gas emis-
sions for each one of the above oil production tech-
nologies are not available on an individual process
basis. However, data from the National Acid Precipi-
tation Assessment Program (NAPAP 1989)inventory




and the National Energy Accounts (NEA 1989) are
available for these activities. Preliminaryinformation
indicates that most of these emissions come from oil
production and treating and that very few come from
the drilling process. The NEA contain estimates of
the amount of fuel burned in the petroleum produc-
tion process. These estimates can be used to estimate
the amount of carbon dioxide emitted. Approx-
imately 172 trillion Btu of energy were used in pro-
ducing crude oil in the United States in 1985. Based
on carbon dioxide emission factors for the various
fuel types, estimated carbon dioxide emissions from
petroleum production in 1985 would have been
11.9 million tons.

Refining

From the field, oil is taken to the refinery where it
is processed into a variety of products. As in oil pro-

duction, the major greenhouse gases that are emitted
in refining are methane and carbon dioxide. Fugitive
methane emissions result mostly from leaks in seals
and valves; whereas, carbon dioxide emissions result
from combustion used in the many phases of refining.
The major stages in refining include distillation, sul-
fur removal, cracking, and reformation. Figure 2.3 is
a schematic of the refining process. The crude oil is
initially passed through a distillation tower where it
is heated, releasing various products at different
heights of the tower. Depending on their compo-
nents, these products may pass through desulfuriza-
tion, cracking, and reformation processes. The en-
ergy efficiency of the total refining process is
approximately 90% to 95%, varying with the age of
the refinery. Leaks in valves and seals at numerous
places in the refinery allow fugitive emissions of
methane, and the large amount of combustion that
takes place for heating and treating the various

Fuel Gas
o 7 Gas Liquefied Petroleum Gas (LPG)
ecovery —
Cmde OII P|ant
Purchased Butane Isomerization | Isobutane

Unit
Aviation
Light Straight Run Gasoline | Motor and Premium
™1, Aviation Regular

Naptha Catalytic | T Gas Recove r % Fuel Building —0
=1 Hydro- [~ Reforming Reformate ‘}
Distillation desulturizer Unit Fuel Alkylets
ue
Tower l Turbine Fuel
y No. 1 & 2 Heating Oil
Gas . Kerosine
Kerosine Catalytic |[-»{ Recovery |-p A""Js}tm [
> Hydro- [ Cracking Plant Distillate
desulfurizer Unit Blending
LPG
o A
Catalytic Gasoline Diesel Fuel
Catalytic Cycle Oil
Catalytic Heavy Cycle Oil No. 5 & 6 Fuel Oil
A
D"';ﬁ:;‘;l':n R:;ig:l:m Road Oils and Asphalts
Topped Unit desulfurizer
Crude

Figure 2.3. Schematic of the Refining Process

2.5



products emits carbon dioxide. Any measures that
reduce throughput correspondingly reduce the inci-
dence of these emissions. The largest source of car-
bon dioxide emissions is in the cracking process,
where the larger-molecule heavier oils are converted
(cracked) into those with smaller molecules (e.g., gas-
oline, diesel fuel, etc.). In this process, large amounts
of coke are formed and then burned as a catalyst in
the cracking process, resulting in large emissions of
carbon dioxide.

Because procedures for reporting emissions are
morestringentin the refining process than in the pro-
duction process, the estimates for carbon dioxide in-
ventory data indicate that fugitive methane emissions
from refining are greater than those from any other
technology discussed in this section. For 1985, an es-
timated 123,000 tons of methane escaped in the refin-
ing process; however, this number may also be in
error, and there is a need for further research to de-
termine a more reliable value. As for fuel use, NEA
data suggest that petroleum refining is by far the lar-
gest user of fuel of any primary energy technology
(i.e.,excludingelectricity generation) discussedin this
chapter--approximately 2,900 trillion Btu in 1985.
Considering that approximately 28,000 trillion Btu
were input, this yields an overall refining efficiency of
approximately 90% (about 10% of the input energy
was used for fuel). This number is consistent with the
average cfficiency of the refining process as reported
by industry experts. Using fuel-specific emission fac-

tors, this energy consumption resulted in roughly
221 million tons of carbon dioxide being emitted dur-
ing 1985. As is true of carbon dioxide, most methane
emissions from refining operations are a result of the
catalytic cracking process.

Transportation, Storage, and Transfer

Transportation, storage, and transfer activities are
covered in Chapter 5.

2.2.2 Natural Gas

The fuel cycles of natural gas and oil are somewhat
similar. Different production, treatment, and storage
activities, however, cause major differences in green-
house gas emissions. Figure 2.4 shows the steps in-
volved in developing the natural gas resource. The
low physical weight of natural gas reduces the need
for combustion processes at the productionstage, and
thesimpler molecularstructurereduces the complica-
tions of the treating process. The amount of combus-
tion needed is less than that required for treating oil;
thus, less carbon dioxide is emitted in this fuel cycle.
On the other hand, natural gas is harder to control
during storage, and it primarily consists of methane.
Therefore, fugitive methane emissions resulting from
natural gas operations are much larger than those
from oil production, treatment, and storage. The fol-
lowing sections discuss the technologies involved in
developing natural gas into a fuel source and the
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resulting greenhouse gas emissions. Figure 2.5 dia-
grams the natural gas fuel cycle and shows 1987 esti-
mated volumes of gas in the various phases.

Drilling

The basic drilling functions for gas wells are es-
sentially identical to those for oil. The blowout rate
of gas wells is somewhat higher than that of oil wells,
but is still less than 0.2% of all wells drilled.

Producing and Treating

The production process for natural gas is simpler
than that for oil because less mechanical energy is re-
quired and recovery efficiencies are higher, thereby
reducing the need for secondary and enhanced oil re-
covery techniques. (Enhanced oil recovery as a

means ofcarbon dioxidedisposalis described in Chap-
ter 9.) Natural gas is recovered by the energy of the
reservoir until this energy level is too low to push gas
to the surface. At this point, if the gas is dry, a com-
pressor is installed to aid in the production. Because
of the relatively infrequent use of mechanical energy,
combustion and its related carbon dioxide emissions
are not a major issue in natural gas production. The
major source of greenhouse gas emissions in natural
gas production is the fugitive emission of methane.
Emissions from natural gas before its treatment are
difficult to estimate, however, because of difficulty in
trying to obtain an accurate measure of what is being
produced from beneath the surface. Typically, some
amount of liquid (oil, liquid gas, or water) is
produced with natural gas. This multiphase fluid flow
makes it hard to accurately measure the amount of
natural gas produced.
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Without an accurate measurement, it is impossible to
know exactly how much natural gas has been lost
before it reaches the treatment facilities. Losses
before treatment are, however, thought to be low.

Once natural gas is brought to the surface, it is
passed through treatment facilities to remove the im-
purities. The gas is then transported by pipeline to a
processing plant, where the gas is further processed
into the final products, typically dry gas and liquid
hydrocarbons. The numerous pipe connections,
valves, and vessel seals provide places where methane
can escape. Fisher® quotes a gas utility study that
estimated natural gas leakage from a new, well-
maintained distribution system may be as much as
0.14% of throughput. One potential approach to re-
ducing gas leakage from pipelines is the use of anti-
corrosion technologies for metalfittings and compon-
ents that help to maintain the integrity of seals.
General maintenance and monitoring of existing dis-
tribution components aiso minimize methane emis-
sions. Technologies that perform or aid in these
duties thereby help to reduce emissions. Also, at the
gas processing plant, a large amount of combustion is
used to treat the gas, resulting in carbon dioxide

Surface
Mining and
-1 Reclamation
e Area
« Contour

emissions. Chapter S contains a more detailed dis-
cussion of technologies for reducing pipeline
emissions.

2.2.3 Coal

As with oil and natural gas, the fuel cycle of coal is
a multi-stage process with the potential for green-
house gas emissions at each stage. As is shown Fig-
ure 2.6, the development of coal as a fuel resource has
basically four stages: 1)exploration, 2) mining,
3) beneficiation (preparation), and 4) transporta-
tion. Emissions from all stages are minimal with the
exception of coal mining. The potential for emissions
and technologies involved in reducing emissions from
coal mining are discussed in this section. Again,
emissions of methane and carbon dioxide are the
predominant concerns.

Mining

There are two basic types of coal mining: surface
and underground. In the past, underground mining
accounted for most of the coal produced domestically.
However, surface mining has become more popular

Exploration

Underground
Mining and
Reclamation
— * Room and
Pillar
* Longwall

= Beneficiation =¥ Solid Fuels

Figure 2.6. Coal Resource Development

(a) Fisher, D. 1990. Draft Report. Options for Reducing Green-
house Gas Emissions. The Stockholm Environment Institute,
Stockholm, Sweden.




inrecentyears and now accounts for most of domestic
coal production. Insurface mining, coal reserves near
the earth’s surface are recovered through some type
of excavation technique. Most often, heavy equip-
ment such as tractors and bulldozers is used to re-
cover this coal. Surface mining also involves prepar-
ing the surface and restoring it after mining is
complete. Inbothinstances,similar heavy equipment
is used. Because this equipment is typically powered
by internal combustion engines, the potential for car-
bon dioxide emissions exists.

The technology involved in underground mining
is somewhat different. Building access roads and in-
stalling facilities on the surface is similar to that of
surface mining. The next step involves boring a tun-
nel to the coal reserves. Once the target is reached,
support structures are built and mining commences.
Typically, electrically powered machinery is used in
the mine to cut and transport the coal to the surface.
The use of internal combustion engines is avoided be-
cause of the potential for producing flammable gases.
Thus, the potential for carbon dioxide emissions from
underground mining is smaller than that for surface
mining, althoughsome emissions do occur if the elec-
tricity is fossil-fuel generated.

2.2.4 Coal Bed Methane Emissions

All coal seams contain some methane. Generally,
deeper seams contain more methane than shallow
seams. In addition, methane content is a function of
coal rank. High rank coals average 200 to 500 cubic
feet of methane per ton of coal, while low rank coals
have less than 200 cubic feet per ton. In 1985, the
Bureau of Mines estimated that 180 mines liberated
100,000 standard cubic feet of methane per day each,
with some liberating much greater quantities; the
total quantity of methane liberated by these 180
mines was 303.9 million standard cubic feet per day.
The total methane content of major coal seams is
shown in Table 2.4.

In the past, ventilation was the most common
method of assuring that the mine atmosphere was
nonexplosive. In the past 10 years, however, the use
of methane drainage systems to produce fuel gas has
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Table 2.4. Methane Content of Major Coal Seams

Seam Trillion Cubic Feet
Piceance Basin 110
Northern Appalachian 61
Central Appalachian 48
Powder River Basin 39
Green River Region 31
San Juan Basin 31
Western Washington 24
Hlinois Basin 21
Warrior Basin 18
Raton Mesa 18
Total 401

increased substantially. Methane is recovered by dril-
ling wells into the coal seam. Different drilling tech-
niques, along with hydraulic fracturing, are used toin-
crease the methane flow. The project capital costs
are strongly dependent on the well depth and the
quantity of fracturing fluids used.

The methane is pumped from the wells into a col-
lection header and then to the surface cleanup facil-
ity. The pumps lower the pressure within the coal
formation, thus promoting the flow of methane
through the fractures. The raw gas consists chiefly of
methane and water, although the gas from some coal
seams will contain carbon dioxide. The coal gas does
not contain hydrogen sulfide.

The surface facility removes liquid water and any
particulate matter and then compresses the methane
to pipeline pressure (200 to 800 psig). The com-
pressed gas is dehydrated to pipeline quality in a gly-
col system. If the raw gas contains carbon dioxide,
such as in the case of gas from the San Juan Basin
(which contains over 5% carbon dioxide), the com-
pressed gas is fed 10 a membrane separator to remove
the carbon dioxide. The compressed, high-Btu gas
product is then metered into an adjacent natural gas
pipeline.

Potential for Methane Reduction
This process reduces methane releases from coal

seams by recovering the methane for use as fuel. Of
the estimated 401 trillion cubic feet of methane



contained in the major coal seams shown in Table 2.4,
approximately 22% (90 trillion cubic feet) can be
economically recovered. Obtaining an economic re-
turn on this gas is a relatively new development that
may encourage greater recovery of future emissions.

2.2.5 Electric Utilities

Initial efforts at characterizing greenhouse gas
emissions from utilities that use fossil-fuel technolo-
gies have focused on carbon dioxide and NO,. Sev-
eral fossil-fuel-based technologies were selected for
this work. Theseselections represent options thatare
now used in the electric utility sector or are currently
under development.

Three pulverized-coal-fired (PCF) technologies
have been selected. The first plant serves as a refer-
ence case for the other options and is based on the as-
sumption that no NO, or sulfur dioxide controls have
been incorporated into the plant. The other two
plants are assumed to have been equipped with low
NO, burners to keep NO, production at a reasonably
low level. The second plant incorporates a conven-
tional, wet limestone flue gas desulfurization (FGD)
system. Use of limestone as the sorbent will increase
the carbon dioxide emissions, as this gas is released
when the limestone is calcined. In addition, the FGD
system itself uses electricity, lowering overall effi-
ciency and increasing carbon dioxide emissions per

unit of delivered electricity (to consumers). The third
PCF plant uses the advanced NOXSO process, which
is capable of removing up to 97% of the sulfur diox-
ide and 70% of the NO, emissions without increasing
the carbon dioxide emissions to the extent seen with
conventional limestone-based FGD systems.

Three advanced coal-based technologies are also
included. These are the integrated coal-gasification
combined cycle (IGCC) with the Shell gasification
option (which is assumed to be representative of the
available options) and atmospheric and pressurized
fluidized-bed combustors (AFBC and PFBC).

Preliminary results for carbon dioxide and NO,
emissions are summarized in Table 2.5. Values are
given both in terms of pounds per million Btu of heat
inputand pounds per million megawatt hours (MWh)
of net electrical generation. The latter values allow
for a more direct comparison of the options. The car-
bon dioxide emissions are estimated on the assump-
tion of complete combustion with no production of
carbon monoxide.

Nitrous oxides and methane can be released from
various points along the fossil-fuel cycle. Quantifying
these emissions is very difficult and estimates have
indicated a very wide range of values. Short discus-
sions on the emissions of these gases are included in
Appendixes A and B.

Table 2.5. Estimated Carbon Dioxide and NO, Emissions from Selected Fossil Technologies

Heat Rate CQ, Emissions NO_ Emissions

Technology Btu/kWh 1bs/MMBtu 1IbssMWh 1bs/MMBtu 1bs/MWh
Uncontrolled PCF 9,500 207 1,970 1.0 9.5
PCF/Wet FGD 9,850 213 2,100 0.5 4.9
PCEF/NOXSO 9,850 207 2,040 0.1 1.0
IGCC 8,730 207 1,810 <0.1 <0.9
AFBC 9,750 221 2,150 0.2-0.3 2.0-29
PFBC 8,710 229 1,990 0.1-0.1 0.9-1.7
Qil Steam 9,460 181 1,710 0.6-0.9 5.7-8.5
Gas Steam 9,580 115 1,100 0.6-0.9 5.7-8.6
NGCC 7,570 115 870 0.2-0.3 1.6-2.4
STIG 8,100 115 930 0.2-03 1.7-2.4
ISTIG 7,260 115 830 0.2-03 1.5-2.2
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For the PCF options and the advanced coal-based
technologies, the carbondioxide emissionsare depen-
dent on the amount of sorbent used, which in turn is
dependent on the amount of sulfur in the coal. For
purposes of producing the information shown in
Table 2.5, the coal used in these technologies is
assumed to be a midwestern bituminous coal with a
heating value of 10,100 Btu per pound and a 4%
sulfur content.

QOil- and gas-fired steam units are also included
even though the number of these units in operation
is declining with time. This information will allow
current emission rates to be estimated consistently.
Other natural-gas-fired units are the natural gas com-
bined cycle (NGCC) and the aircraft-derived ad-
vanced turbines using steam injection (STIG) along
with versions of STIG that employ intercooling
(ISTIG). The STIG and ISTIG options can also be
fitted with gasifiers to produce the fuel gas that is
burned in the gas turbines. The coal and gas technol-
ogies listed in Table 2.5 are discussed in more detail
in the following sections.

Pulverized-Coal-Fired Technology

In conventional coal combustion technology, vari-
ous types of high- and low-sulfur coals are pulverized
to a fine powder and are blown into the boiler and ig-
nited. Steam lines in the boiler absorb heat by raising
steam that is then converted to electricity through
turbines. Some of the ash products of combustion are
removed from the base of the boiler, while as much as
80% become particulates in the exhaust stream, re-
quiringremoval through technologiessuch aselectro-
static precipitators.

Adding an auxiliary wet-limestone-based, flue-gas
desulfurization system to the exhaust stream for con-
trol of sulfur emissions (typically 90% effective) re-
sults in a small efficiency penalty and an increased
heatrate, with a corresponding increase of carbon di-
oxide emissions. Modern low-NO, burners minimize
emissions of NO, through carefully designed burner
configurationsandcontrolled combustionconditions.
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The net operating efficiency of a conventional coal
plantwith wet FGD is typically in the range 0f 30% to
35% (DOE 1990a).

The NOXSO process is currently in the demon-
stration phase of development, but is included here
for completeness. Inthe basic process, flue gas passes
through a fluidized-bed adsorber downstream of the
electrostatic precipitator. Sulfur and nitrogen com-
pounds are adsorbed by spherical beads that are later
regenerated elsewhere in the system as the cleaned
flue gas passes to the stack. NO, is recycled to the
boiler while the SO, is converted to elemental sulfur
that has potential market value. The process is ex-
pected toachieve SO, reductions 0f97% and NO, re-
ductions of 70% and is currently under demonstra-
tion at Ohio Edison’s Niles Station.

Integrated Coal-Gasification Combined Cycle

Integrated gasification combined cycle (IGCC) is
an alternative to conventional coal-fired electric
power generation with post-combustion emission
controls.  Gasification of coal allows pollutant
carriers to be removed from the fuel before its
combustion in the power plant. Emissions of sulfur
and nitrogen oxides and particulates from IGCC
facilities are projected to be significantly lower than
for existing technologies. Nitrogen and sulfur
contained in the gasified fuel are in such forms that
they can be attached to adsorbents much more easily
than oxides in the flue gas.

The four major processes in an IGCC facility are
1) converting coal into a fuel gas, 2) cleaning the fuel
gas, 3) using the clean fuel gas 1o fire a gas turbine
generator and using the hot turbine exhaust to make
steam that drives a steam turbine generator, and
4) treating waste streams generated. The firststep in-
volves partial oxidation and gasification of the coal
into hydrogen and carbon monoxide and other min-
eralcomponents. The reactor used in the gasification
step consists of one of three basic designs: fixed bed
(or Lurgi), fluidized bed, or entrained flow. Fixed-
bed reactors are tubular pressure vessels which



maintain a uniform coal charge that progresses from
the top of the vessel to the bottom, where the gasifi-
cation agents are introduced and ash products are re-
moved. Fluidized-bed reactors feed coal from the
bottom of the unit and feed gasifying agents at a
velocity sufficient to fluidize the bed. Entrained-flow
gasifiers feed gasificationagents and very fine-grained
coal from the sides of the bed into a very hot reaction
chamber so that combustion and gasification start
spontaneously and are completed within seconds or
even fractions of a second. The fixed and fluidized
beds generally operate between 900°C and 1300°C
(1650°F to 2370°F), while the entrained bed oper-
ates at 1500°C (2730°F) and higher.

Cleaning the fuel gases typically employs passage
through cyclones to separate coarse dusts and subse-
quent washing with various physical and chemical
scrubbing processes. The other processesinanIGCC
facility, firing the generators and treating the waste
streams, are similar to conventional plants.

IGCC plants require 15% less land area than pul-
verized coal plants with FGD and produce only about
40% of the solid waste produced by a comparable pul-
verized coal plant. Investment costs are estimated to
be slightly lower for IGCC than for conventional
plants with FGD. Repowering is a viable IGCC op-
tion, where a gasifier, gas stream cleanup unit, gas
turbine, and waste heat recovery boiler are added to
replace the existing coal boiler. Johansson et al.
(1989) quote a study that estimated overall efficiency
0f37.9% for a combined cycle station using the exist-
ing turbines. This study also estimated that a higher
efficiency of 42.1% could be achieved through use of
advanced ISTIG gas turbines. Calculated capacity in-
crements in repowering applications can be as high as
230%.

Atmospheric Fluidized-Bed Combustors

In a fluidized-bed design, coal or other fuels and
limestone are fed into a bed of hot particles at 800°C
to 950°C (1470°F to 1740°F) that are fluidized by
upflowing air. The upflowing air creates a two-phase,
gas/solid system. One phase consists of solid particles
together with the gas just necessary to suspend them;
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the second phase consists of the excess gas passing
through the bed as bubbles. The required particle
size is generally about 10 mm (or slightly less), which
means that coal must be granulated (versus finely pul-
verized for other combustion technologies). If the
bed is heated to a temperature above the ignition
temperature of the fuel to be used, combustion can be
sustained by continuing the flow of fuel into the bed
while maintaining a temperature substantially below
that of a normal flame temperature. Airflow through
the bed removes heat from the reacting fuel at such a
speed that the temperature does not increase. The
relatively low combustion temperature limits NO,
formation, reduces ash fusion problems, and optim-
izes sulfur capture by the limestone in the bed.

Fluidized beds are exceptionally fuel flexible, and
even fuels with extremely low calorific values can be
used. In practice, limitations of the hardware used for
fuel feeding and ash removal provide the constraints
on fuel use (Johansson et al. 1989).

The two major types of atmospheric fluidized-bed
technologies are the dense or bubbling bed and the
dilute or circulating atmospheric fluidized-bed
(CAFB). In the circulating bed, particles pneumati-
cally carried out of the bed are captured by a subse-
quent trap and returned to the bed for further decom-
position.  Circulating atmospheric fluidized-bed
technology has good potential for both the industrial
and utility sectors in repowering existing coal-fired
plants (the boiler could be easily coupled to a con-
ventional steam plant) or for construction of new fa-
cilities. In repowering applications, CAFB has a
capacity increment of approximately 15%.

Pressurized Fluidized-Bed Combustors

In pressurized fluidized-bed combustion (PFBC),
the fluidized bed is contained within a pressure vessel
operating at a pressure generally between 6 and 15 at-
mospheres. The pressurized system allows use of a
combined cycle where exhaust gases from the boiler
drive a gas turbine generator before discharge to the
stack. Water-filled coils within the PFBC bed gener-
atesteam that is used in a conventional steam turbine
cycle to produce electricity. An unusual feature of




the combined cycle PFBC is that steam from the
boiler is the primary source of electricity (approx-
imately 80%) and is independent of the gas going to
the gas turbine, rather than being generated down-
stream from the gas turbine as in other combined cy-
cle designs. Combustion in the bed occurs at about
850°C (1560°F). With typical steam conditions at
about 540°C (1000°F) and 177 atmospheres, the
PFBC cycle operates with a net efficiency of 42% to
44% (Johansson et al. 1989).

Combined cycle PFBC permits the combustion of
a wide range of coals, including high-sulfur coals. A
low fluidization velocity (about 1 m/s) and a relatively
deep bed (about 4 m) lead to gas residence times in
the bed of around 4 seconds. This long residence
time leads to high combustion efficiency and high sul-
fur capture. Like AFBC, PFBC can be used to re-
power oil- and gas-fired boiler units, to repower coal-
fired power plants, and to build new construction. In
repowering applications, PFBC is estimated to have
a capacity increment of 40%.

Oil-Fired and Gas-Fired Steam Generation

Qil- and gas-fired electricity plants use the same
basic unit processes as conventional coal technology.
The chemical energy in the fuel is converted to heat
energy in the boiler, the output of which is used to
drive a steam generator. The plants may incorporate
similar environmental control equipment, including
electrostatic precipitators, sulfur dioxide scrubbers,
and other waste treatment systems. These plants also
operate at similar efficiencies of 30% to 35%.

Natural Gas Combined Cycle

Combined cycle technology refers to the combined
use of hot-combustion gas turbines and steam tur-
bines to generate electricity. Steam is generated with
the exhaust from the gas turbine and is then used to
drive a steam turbine. Electricity is produced by both
steam turbines and gas turbines, although about two-
thirds of the total power is typically generated in the
gas turbine portion of the plant.
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Use of combined cycle generation significantly
raises the overall thermal efficiency of power plants
beyond conventional fossil-fueled plants using either
type of turbine alone. A combined cycle efficiency of
45% can be achieved, for example, in 200-MW plants
costing $520 per kW (Johansson et al. 1989). Com-
bined cycle plants fueled by natural gas or distillate
oil are also simpler than other fossil technologies
because they require no gas cleanup systems.

Steam-Injected Gas Turbines

Recent technological innovations allow gas tur-
bines to compete in cogeneration markets character-
ized by variable heat loads and to compete with base-
load electric utility technologies. High-pressure
steam injection at the fuel combustor greatly in-
creases the exhaust stream heat capacity and mass
flow through the turbine. Compared with a simple-
cycle gas turbine, the steam-injected gas turbine
STIG) produces more power and has a higher electri-
cal efficiency. The only extra work required to take
advantage of steam injection is compressing the
steam to boiler pressure. The General Electric (GE)
LM-5000 is an aircraft turbine with an electrical out-
put of 33.1 MW and an efficiency of 33% when oper-
ated as a simple-cycle gas turbine burning natural gas.
With full steam injection, the output increases by
60% to 52.5 MW and the efficiency to 40%.

Intercooling between the two compressor stages
reduces the amount of work required in compressing
the air flow to the burner. Using a portion of the
compressed combustion air to cool the turbine blades
allows the turbine inlet temperature to be raised from
about 1211°C to 1370°C, boosting thé output to
about 110 MW at 47% efficiency and an installed cap-
ital cost of about $400/kW for the GE LM-5000. The
estimated efficiency for the intercooled steam-
injected gas (ISTIG) turbine is higher than that of ad-
vanced combined cycle plants, while the capital costs
are lower. The ISTIG will produce less expensive
electricity for natural-gas-fueled plants (Fulkerson
et al. 1989).



The STIG and ISTIG have several advantages.
STIG and ISTIG units are less complex than com-
bined cycle units (while both systems have a gas
turbine and heat-recovery steam generator, a STIG
does not have a steam turbine, condenser, or cooling
tower). Pollution controls are less costly for a STIG
than those for a combined cycle unit. NO, emissions,
a problem with conventional turbine systems because
of high combustion temperatures, are greatly reduced
by steam injection. The small size of the STIG unit
provides more flexibility in capacity expansion.
ISTIG plants have yet to be demonstrated
commercially.

Fuel Cells

Fuel cells are an advanced electricity technology
currentlyin thedemonstration phase ofdevelopment.
Fuel cells convert the chemical energy in a fuel to
electricity through electrochemical reaction. The op-
eration of fuel cells is similar to that of a chemical
battery except that the fuel and oxidant (usually
streams enriched in hydrogenand oxygen) are derived
from outside of the cell, rather than contained inter-
nally. Fuel cells have significant possibilities for
future use of fossil-derived fuels such as gas from coal
gasification. The fuel cell itself only requires feed-
streams of hydrogen and oxygen which it then con-
verts to water, so that methods to remove and seques-
ter carbon from fossil fuels before their use will min-
imize carbon emissions.

Fuel cells are generally classified by type of elec-
trolyte. Current types include alkaline, phosphoric
acid, molten carbonate, solid oxide, and proton ex-
change membrane fuel cells. Each type of fuel cell
has different operating characteristics and require-
ments. Phosphoric acid, molten carbonate, and solid
oxide fuel cells are under consideration for utility ap-
plication. Phosphoric acid fuel cells (PAFCs) are the
most commercially advanced form, although their
performance record is still insufficient to warrant
large-scale production. An 11-MW phosphoric acid
fuel cell unit is currently under demonstration by
Tokyo Electric Power Co. The high operating tem-
peratures of molten carbonate and solid oxide fuel
cells (600°C to 700°C and 1000°C, respectively)
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make them highly suitable for cogeneration applica-
tions, and they are able to reform hydrocarbon fuels
(break the fuel down into elemental hydrogen and
other constituents) directly in the cell rather than in
an external reformer. Fuel cells are expected to oper-
ate in efficiency ranges between about 36% and 50%
(Fulkerson et al. 1989).

Magnetohydrodynamic Power Generation

Magnetohydrodynamic (MHD) power generation
is another advanced power generation technology
that is a possible user of gaseous fuels derived from
fossil resources. This technolgoy involves the flow of
aconducting fluid (generallya gas or plasma) through
a magnetic field. In the open-cycle magnetohydro-
dynamic generator, high-temperature (2500°C) com-
bustion products from a fossil fuel are seeded with an
element of low ionization potential (e.g., potassium)
until enough free electrons are present to provide suf-
ficient electrical conductivity. The interaction be-
tween the combustion flow and the fixed magnetic
field through which it is directed generates an elec-
tromotive force. Magnetohydrodynamic power gen-
eration is still in the research and development stage,
but could potentially raise the thermal efficiency of a
steam-turbine generator to which it was coupled to
about 50% to 60% (Fulkerson et al. 1989).

Estimated Costs for Selected Fossil-Fuel
Technologies

Capital and operating costs for the selected fossil-
fuel technologies are summarized in Table 2.6. All
costs are based on a 500-MW plant and are expressed
in 1988 dollars.

For those technologies based on coal, the esti-
mates are based on the use of a bituminous coal
having 3.5% sulfur with an sulfur dioxide removal
capability of 90%. Use of other coals would have a
small (5% to 10%) impact on the capital and fixed
operating and maintenance (O&M) costs of the
power plant. However, the impact of the variable
Q&M costs could be larger because of the cost of sor-
bent and waste disposal.



Table 2.6. Capital and Operating Costs of Selected Fossil Technologies

Capital Cost Fixed O&M Variable O&M
Technology ($/kW) ($/kWyr) (mills/kWh) Development Stage

Uncontrolled PCF 1,300 16.0 3.0 mature
PCF/Wet FGD 1,475 25.1 5.8 mature
PCE/NOXSO 1,400 371 2.6 demonstration
IGCC (Shell) 1,420 29.2 33 demonstration
AFBC 1,300 21.1 6.9 commercial
PFBC 1,440 36.4 9.4 demonstration
QOil Steam 900 5.2 5.1 mature

Gas Steam 820 43 4.2 mature
NGCC 615 6.5 1.8 demonstration
STIG 600 2.0 1.0 commercial
ISTIG 600 2.0 1.0 commercial

2.3 GREENHOUSE GAS EMISSIONS SUMMARY

The primary greenhouse gases emitted from the
fossil-energy production system discussed here are
carbon dioxide and methane. The findings thus far
regarding emissions of carbon dioxide and methane
from oil, natural gas, and coal technologies are
described in Sections 2.3.1 and 2.3.2.

Nitrogen oxide (NO,) emissions are related to the
global warming issue through their ability to absorb
outgoing thermal radiation from the earth and
through their role as a chemical precursor to strato-
spheric ozone destruction. The main oxide of con-
cern is nitrous oxide (N,O) because of its long atmos-
pheric lifetime. NO, emissions are already the sub-
ject of control because of their concurrent role in the
formation of acid rain. Discussion of NO, (focusing
on N,O) emissions from fossil fuel technologies is in-
cluded as Appendix B.

2.3.1 Carbon Dioxide

Carbon dioxide emissions from primary oil, gas,
and coal technologies (excluding electricity genera-
tion) were determined by gathering NEA data for fuel
use and then applying the appropriate emission fac-
tors. Table 2.7 summarizes carbon dioxide emissions
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Table 2.7. Carbon Dioxide Emissions for 1985 by
Industry Sectors (based on NEA data)

Estimated

Energy Used  CO, Emissions

Technology (trillion Btu) {million tons)
Coal Mining 148.79 7.59
Crude Oil Production 171.62 11.94
Natural Gas Production 854.29 51.17
Natural Gas Liquid Production 423.38 24.66
Petroleum Refining 2900.14 221.04
Miscellaneous (Coal and Oil) 0.52 0.52
Total 4498.74 316.93

from the various technologies in 1985. More detailed
tables for each technology are provided in Appen-
dix D; those tables show the amount of each fuel type
used and the appropriate emission factor. Table 2.7
shows that petroleum refining accounts for almost
65% of the total fuel used by these technologies and
approximately 70% of the carbon dioxide emissions.
Estimated carbon dioxide emissions from refining
activities in 1985 were 221 million tons, compared
with 7.6 million tons from coal mining activities. The
total carbon dioxide emissions from these processes
was estimated to be 317 million tons in 1985.



2.3.2 Methane Emissions

Estimates of methane emissions associated with
the use of oil and gas are extremely uncertain. Sev-
eral studies have been completed or are under way
that attempt to estimate methane leakage rates from
the natural gas system in the United States. All these
studies emphasize the high level of uncertainty, es-
pecially associated with venting losses at the point of
extraction. Early estimates of methane emissions,
which have been based onso-called "unaccounted for”
gas, have ranged from 2% to 4% of total gas use.
However, since "unaccounted for" gas is actually a
bookkeeping adjustment that includes such items as
metering and accounting errors, it does not provide
an accurate measurement of actual methane losses.
More recent estimates by Pacific Gas & Electric,
Pipeline Systems Incorporated, and an ongoing study
for the Environmental Protection Agency (Burklin
et al. 1991) suggest a range of 1% to 1.5% of total gas
use.

The IPCCworkshop on methane emissions (1990)
cites a study by Pipeline Systems Incorporated (1989)
that suggests methane emissions from the natural gas
system for 1988 may be on the order of 3 million

metric tonnes per year or about 1% of total gas use.
These estimates are summarized in Table 2.8 and
compared to the preliminary EPA assessment. The
largest source of emissions is leakage during normal
operations, arising primarily from valves and flanges
and pneumatic instruments. Pipeline purging and
blowdown also release methane. Leakage from
upsets/mishaps is also a significant source of fugitive
methane emissions, arising principally at the well-
head. Finally, small leaks in distribution piping are
important but highly uncertain. Because of the range
of estimates of natural gas loss, a reasonable range of
estimates for national methane emissions would be 2
to 6 million tons peryear. Methane losses from other
components of the oil production system and from oil
and gas combustion are small (probably
<100,000 tons per year). Table 2.9 presents a more
detailed description by point and area source.

Recent research suggests that global methane
emissions from oil and gas use are between 20 and
50 million tons in a typical year (Bolin et al. 1986;
Sheppard et al. 1982; Lashof and Tirpak 1990;
Cicerone and Oremland 1988). Thus, it can be con-
cluded that the United States is responsible for,
perhaps, 5% to 10% of worldwide emissions from oil

Table 2.8. Methane Emissions from the Natural Gas System in the United States (thousand metric tonnes/year)

Percent of
Normal Routine Upsets Total Production
Operations Maintenance  and Mishaps Total PSI Burklin®
Withdrawal and 117 <1 1,000 1,117 0.34 0.18
Field Separation
Gathering, 948 551 96 1,595 0.48 0.61
Processing,
Transmission
Distribution 374 5 47 426 0.13 0.37
Total 1,439 556 1,143 3,138 0.95 1.2

(a) Burklin et al. 1991, data for 1991.

Source: Pipeline Systems Incorporated (1989) as cited in IPCC Workshop report (1990), data for 1988.

2.16



Table 2.9. Fuel Cycle Emissions for Oil (Steam)
Power Plant

Emissions, 1o/MWh

Activity €O, NO, N,O CH,
Exploration & Development 0.06
Extraction 0.08
Refining 149 0.6 0.08
Transportation, Storage, etc. 40 0.1 0.04
Power Plant 1710 71 034  0.02
Total 1899 7.8 034 028

Heat rate: 9460 Btu/kWh

and gas operations. For perspective, global methane
emissions from all source types are thought to be in
the range of 440 to 640 million tons per year
(Cicerone and Oremland 1988; IPCC Workshop Re-
port 1990). Some further discussion of global meth-
ane emissions, related methane chemistry, and emis-
sions from selected fossil power plant technologies is
included in Appendix C.

2.3.3 Summary Fuel Cycle Emissions from Selected
Fossil Energy Technologies

Information on the emissions/releases of various
greenhouse gases for selected electricity generation
technologies is summarized in Tables 2.9 through
2.13. The objective of these tables (which should be

Table 2.10. Fuel Cycle Emissions for Atmospheric Fluidized-Bed Combustion Power Plant

Material Inputs Emissions, Ib/MWh
Activity Units Amount Cco,_ NO, N,O CH,

Coal Mining

Electricity kWh/ton 20 19.5

Diesel Oil bbl/ton 0.015 6.8

Residual Oil bbl/ton 0.002 1.1

Coal ton/ton 0.0005 1.0

Methane (Release) Cu ft/ton 100 2.16
Coal Preparation

Electricity kWh/ton 2.6 2.5
Transportation

Diesel bbl/ton 0.025 113
Power Plant

Limestone tons/ton 0.31 124

Output 2060 2.4 1.5 0.04
Total 2262 24 15 22

Basis: Heat rate: 9750 Btu/kWh
Coal: U.S. avg 10,000 Btu/Ib
Transportation: Rail 480 km

2.17



Table 2.11. Fuel Cycle Emissions for Natural Gas

Combined Cycle Power Plant
Emissions, lb/MWh

Activity €O, NO, N O CH,
Exploration & Development 1.08
Extraction

1.52
Processing, Transmission 45
}0.3

Distribution 27 041
Power Plant 870 20 0.16 0.10
Total 942 23 0.16 311

Heat rate: 7570 Btu/kWh

viewed as preliminary) is to show the relative contri-
bution to greenhouse gas emissions of the various
components of the coal, oil, and natural gas fuel cy-
cles for different fossil fuel electric technologies.

Although these preliminary estimates suggest that
the combustion stage of the cycle is most significant,
they also suggest that other parts of the fuel cycle
should be more carefully examined so as to better es-
timate the greenhouse gas emissions for the entire
fuel cycle.

More complete evaluation will allow for more
thorough comparisons among options and, ulti-
mately, will lead to more defensible guidelines and
policies regarding greenhouse gases.

Table 2.12. Fuel Cycle Emissions for Integrated Coal-Gasification Combined Cycle Power Plant

Material Inputs

Emissions, Io/MWh

Activity Units Amount CO,_ NO, N,O CH,

Coal Mining

Electricity kWh/ton 20 18.0

Diesel Oil bbl/ton 0.015 6.3

Residual Oil bbl/ton 0.002 1.0

Coal ton/ton 0.0005 1.0

Methane Cu ft/ton 100 2.0
Coal Preparation

Electricity kWh/ton 2.6 23
Transportation

Diesel Oil bbl/ton 0.025 10.5
Power Plant

Airborne 1903 09 0.14 0.04
Total 19421 09 014 204

Basis: Heat rate: 9010 Btu/kWh (Avg.)
Coal: U.S. avg 10,000 Btu/lb
Transportation: Rail 480 km
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Table 2.13. Fuel Cycle Emissions for Pulverized Coal Power Plant

Material Emissions, Ib/MWh
Activity Units Amt COZ_ NOx EZQ CH 4

Coal Mining

Electricity kWh/ton 20 19.7

Diesel Oil bbl/ton 0.015 6.9

Residual Oil bbl/ton 0.002 1.1

Coal ton/ton 0.0005 1.0

Methane (Release) Cu ft/ton 100 2.18
Coal Preparation

Electricity kWh/ton 2.6 2.5
Transportation

Diesel bbl/ton 0.025 114
Power Plant

Limestone 0.12 49.0

Output 2080.0 5.0 0.14 0.04
Total 21716 50 014 222

Basis: Heat rate: 9010 Btu/kWh (Avg.)
Coal: U.S. avg 10,000 Btu/lb
Transportation: Rail 480 km
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3.0 NUCLEAR ENERGY TECHNOLOGY

The principal application of nuclear reactors is
for electrical generating stations, although nuclear
reactors also have the potential for use in produc-
ing steam or hot water for industrial processes or
for district heating and cooling systems. Nuclear
power has the potential to reduce the emission of
greenhouse gases because it does not require com-
bustion to produce electrical energy. There are 111
commercial nuclear power plants operating in the
United States today that produce approximately
20% of our electrical energy. In addition, there are
currently eight plants with construction permits
from the U.S. Nuclear Regulatory Commission
(NRC), two of which are actively under construc-
tion. All licensed plants are light water reactors,
which are cooled by ordinary water. However,
because of a decrease in the rate of growth of elec-
tricity demand and concerns about safety, disposal
of high-level radioactive waste, and large cost over-
runs that have weakened the financial status of
some utilities, there have been no new orders for
nuclear power reactors in the United States for
more than a decade. Allowing for licensing by the
NRC and construction time, the earliest a newly
ordered nuclear power reactor could begin opera-
tion is near the turn of the century.

In this chapter, we describe the nuclear tech-
nologies that could play an important role in
avoiding greenhouse gas emissions in the next cen-
tury, if technology development continues and if
policies are implemented that are favorable to the
use of nuclear power. Three technologies are
described:

+ advanced light water reactors, which use
ordinary water as a coolant and represent
improvements of technology currently in place

* advanced liquid metal reactors, which are
sodium-cooled reactors that have passive safety
features and may have the potential to consume
a portion of the long-lived radioactive waste
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generated by current reactors and to breed
additional fuel

» modular high-temperature gas reactors, which
are helium-cooled; are capable of efficient, high-
temperature operation; and have passive safety
features for reactor shutdown and decay heat
removal.

Following the technology descriptions, we discuss
barriers to increased use of nuclear power
technologies.

3.1 ADVANCED LIGHT WATER REACTORS

This section describes the advanced light water
reactor technology and its potential to reduce
greenhouse gas emissions. Development needs and
commercialization issues are then discussed. Final-
ly, some quantitative performance and cost data are
presented, followed by a discussion of the market
potential of this technology.

3.1.1 Technology Description

Energy is produced in nuclear reactors from the
nuclear fission of certain heavy nuclides (e.g.,
U-235 and Pu-239) induced by collision with
neutrons. In light water reactors, a matrix of
uranium dioxide rods (slightly enriched in U-235) is
cooled by ordinary water. The water coolant also
acts as a moderator; that is, it slows down high-
speed neutrons produced by the fission process so
that they can be readily absorbed by the uranium
and primarily cause additional fission (rather than
undergoing nonfission capture by U-238). Light
water reactors are either pressurized water reactors,
or boiling water reactors, depending on whether the
water coolant is allowed to boil.

The matrix, or core, of a light water reactor is
contained in a pressure vessel. The pressure vessel



and some associated equipment are located in a
containment building. The cladding on the fuel
rods, the pressure vessel, and the containment
building form three lines of defense against offsite
releases of radioactivity.

The next generation of nuclear reactors that will
be available for order will be improved light water
reactors with enhanced safety features, greater
operating efficiencies, and improved economics
compared with current reactors. Improved light
water reactors also differ from the current genera-
tion in that they will not be customized for each
installation as has been the practice in the past, but
rather will be constructed from a few standardized
designs.

The major domestic reactor vendors have devel-
oped improved light water reactors that are fairly
far advanced. These designs can be placed into two
categories: evolutionary and mid-sized. The first
category includes improved versions of existing
large (1300 MWe) reactors that have enhanced
safety features and other operational improve-
ments. Design improvements include increased
safety margins, simplified piping and valving, ad-
vanced digital instrumentation and control, and re-
duced operation and maintenance requirements.
The second category includes advanced, 600-MWe
reactors that use a significant amount of technology
from existing light water reactors but add passive
safety features not found in existing reactors. These
features include very large inventories of cooling
water stored above the core, gravity-fed and non-
mechanically operated emergency core cooling sys-
tems, and other safeguards. These passive safety
systems use the physical properties of materials and
gravity to remove heat automatically in the event of
an accident or breakdown. This reduces the likeli-
hood of operator error and provides for prompt
emergency response. Should the reactor tempera-
ture approach limits for safe operation, the reactor
is shut down and damage is prevented without rely-
ing on external power supplies or operator action.

The NRC is currently conducting design certifi-
cation proceedings for four plant designs:
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» the General Electric (GE) Advanced Boiling
Water Reactor (1300 MWe)

* the Combustion Engineering (CE) System 80+
(1300 MWe)

* the Westinghouse AP-600 (600 MWe)

» the GE Simplified Boiling Water Reactor (600
MWe).

The AP-600 is based on the latest pressurized water
reactor technology, with significant simplifications
in design, construction, and operation and the use
of more passive safety systems. Onsite prefabri-
cation and extensive use of modularized design and
fabrication/construction are expected to result in
simpler, less costly construction and a shorter con-
struction schedule, compared with current light
water reactors. The Simplified Boiling Water
Reactor incorporates many of the advanced design
features of the Advanced Boiling Water Reactor.
In addition, its smaller size and reduced core power
density allow the recirculation pumps to be elim-
inated, such that normal heat removal is accomp-
lished by natural circulation.

During nuclear reactor operation, nuclear fuel is
both consumed and produced. Nuclear fuel (fissile
nuclides) is created through neutron capture by a
fertile nuclide (e.g., U-238), creating an unstable
nuclide that decays to a fissile nuclide (e.g.,
Pu-239). If a reactor burns more nuclear fuel than
it creates, it is a converter; if it creates more fuel
than it burns, it is a breeder. Light water reactors
are converters, and in converters, only about 1% of
the uranium is consumed.

At present, domestic supplies of uranium appear
to be adequate to support expansion of nuclear
power. Based on a future with nuclear plant life
extensions and new nuclear plant orders, the
National Energy Strategy (NES) forecasts 195 GWe
of nuclear capacity to be operating by the year 2030.
Reasonably assured uranium resources, plus esti-
mated additional resources at $50/1b, could support
that capacity for the entire 60-year life of new



plants, as well as the life of existing plants.
Additional uranium resources at higher prices
could be available in the future.

In the very long term, the availability of uranium
could become an issue in the use of nuclear power.
A nuclear option consisting only of converters (e.g.,
light water reactors) would provide electricity for
only a limited number of years because the supply
of uranium could become exhausted. The lifetime
of a converter-only option can be extended if fissile
plutonium produced in irradiated fuel rods is re-
processed and recycled back into light water reac-
tors in the form of uranium-plutonium oxide fuels.
This option was under serious consideration in the
1960s and early 1970s when electricity demand was
growing at an annual average rate of 7%. The slow-
down in demand experienced in the past two dec-
ades, coupled with economic and nuclear prolifera-
tion concerns, led to the U.S. decision to reject this
option. Other countries, such as France, the
United Kingdom, and Japan, continue to consider
reprocessing as a viable option for extending
uranium resources. To extend the use of nuclear
power, it would be possible to develop breeder
reactors for operation in conjunction with light
water reactors, thereby increasing the potential use
of uranium by a factor of 50 to 70.

3.1.2 Potential for Greenhouse Gas Emissions
Reductions

Energy-related greenhouse gas emissions are
associated primarily with combustion processes.
Because nuclear power reactors produce energy
from nuclear fission, rather than from combustion,
they do not produce any greenhouse gases during
operation. Thus, as a major baseload electric
generation technology, nuclear power can play an
important role in reducing emissions of greenhouse
gases as well as of other air pollutants, such as
sulfur dioxide, nitrogen oxides, and air toxics.

The future use of nuclear power both worldwide
and in the United States is dependent upon a
number of factors, only one of which is global
warming and other air pollution issues. Other
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factors include the economics of nuclear power
relative to alternatives in various countries,
national energy security considerations, economic
and technological development of third world coun-
tries, progress in dealing with nuclear waste dis-
posal, and continued safe operation of existing
nuclear plants.

Parts of the nuclear fuel cycle are electricity-
intensive, particularly the gaseous diffusion process
for enriching uranium in the U-235 isotope to the
level required by current light water reactors. If
this electricity is provided by non-emitting sources,
the maximum emissions-reduction benefit of nu-
clear power is realized.

3.1.3 Development Needs

Advanced light water reactors are currently in
the design and design certification stage. Key
research and development issues center around
safety-related design, construction, and operating
requirements and procedures. However, because
the development of next-generation light water
reactors does not require extensive or bold tech-
nological advances over the current generation of
light water reactors, it is not expected to require
prototypes or significant levels of federally funded
research and development.

The advanced light water reactor development
program is a coordinated effort among DOE, the
utility industry, and reactor manufacturers, with the
certification cost shared by government and indus-
try. The goal is to establish conditions so that
industry will order and build nuclear power plants
by the mid-1990s that would begin operation by the
turn of the century.

3.1.4 Cost and Performance Data

Construction costs for evolutionary advanced
light water reactor plants are expected to be in the
$1300 to $1400/kW range. Costs for mid-sized pas-
sive advanced plants are expected to be in the $1400
to $1500/kW range. Operating costs for these
plants are anticipated to be lower than those of



today’s nuclear generation units because the
systems are simplified (fewer components) and the
units are standardized (minimum customization
and maximum use of standard operating and main-
tenance procedures). In 1989, nuclear operation
and maintenance costs averaged $0.016/kWh, and
nuclear fuel costs averaged $0.008/kWh. The ad-
vanced light water reactor plants are expected to
have fuel costs somewhat lower than this and
operation and maintenance costs considerably
lower than this.

The fuel used in the advanced pressurized water
reactor is uranium dioxide. The enrichment of the
fuel varies from 2.5% to 4.4% by weight in a typical
pressurized water reactor based on current designs.
A typical heat rate value for current light water
reactors, 10,200 Btu/KWh, is thought to be attain-
able, and possibly improved, in the advanced light
water reactors.

U.S. reactors have experienced a wide range of
capacity factors, with values of approximately 55%
to 85% for most plants and an average in the 60%
to 65% range. This average capacity factor appears
to be increasing. It is expected that a value of
approximately 75% can be sustained as mandated
shutdowns, unnecessary reactor scrams, and refuel-
ing outages are minimized.

3.1.5 Market Potential

Because of their high capital costs, nuclear
power plants are used as baseload units and not as
peaking or cycling units. According to the analyses
supporting the NES, the demand for electricity is
expected to continue to grow. It could account for
close to 50% of the primary energy consumed in the
United States by 2030. It is expected that between
1990 and 2010, about 200 GWe of electric generat-
ing capacity will be added in the United States,
even with increased energy conservation and
demand-side management. By 2030, a substantial
amount of additional capacity will be needed to
meet an anticipated increase in demand from pro-
jected economic growth and to replace retired
capacity. Of the 200 GWe required by 2010 and the
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additional requirements through 2030, up to 85%
represents baseload capacity. The importance of
lowering fossil fuel emissions will make nuclear
energy increasingly attractive for providing this
capacity. However, before nuclear power can
become a viable option, significant issues with
respect to licensing, nuclear waste, safety, and econ-
omics must be resolved.

3.2 ADVANCED LIQUID METAL REACTORS

This section describes the advanced liquid metal
reactor technology and its potential to reduce
greenhouse gas emissions. Development needs and
commercialization issues are then described. Final-
ly, some quantitative cost and performance data are
presented, followed by a discussion of the market
potential of this technology.

3.2.1 Technology Description

The only liquid metal reactor operating in the
United States is the second Experimental Breeder
Reactor (EBR-II), which has been operating in
Idaho for at least two decades. A demonstration
fast breeder reactor, the Clinch River Breeder
Reactor, was designed during the 1970s, but the
project was cancelled in 1983. The Fast Fiux Test
Reactor near Richland, Washington, is a metal-
cooled fast reactor, but the heat removed from the
reactor system is exhausted to the atmosphere
rather than used to generate electricity.

The advanced liquid metal reactor is’a sodium-
cooled fast reactor that could provide favorable
safety and environmental features. These are pro-
vided by the physical properties of the sodium
coolant (large heat capacity and high heat-transfer
rate), the low pressure of the reactor systems, and
the relatively high operating temperatures. The
high temperature results in greater efficiency, so
that less waste heat is discharged to the envi-
ronment. The low pressure enhances operating
safety. Design features in the system allow con-
vection cooling to be effective when the plant is
shut down.



The advanced liquid metal reactor currently
being developed is based on the concept of an Inte-
gral Fast Reactor system. This system consists of a
metal-fueled fast reactor closely coupled to a com-
pact spent fuel reprocessing and refabrication facil-
ity. Using this system, the long-lived transuranic
actinides (such as plutonium, americium, and nep-
tunium) created by the reactor can be reprocessed
for use as fuel in other reactors. In addition, a con-
cept is being studied that would recycle the acti-
nides in spent fuel from light water reactors into
the Integral Fast Reactor fuel cycle. The National
Academy of Sciences is studying the efficacy of such
a concept.

While there is no U.S. program to develop a
breeder reactor, it is technically feasible to use
advanced liquid metal reactor technology to extend
uranium resources by breeding fuel. Breeding
would be accomplished by surrounding the reactor
core with a blanket of fertile material, such as
U-238. With the use of breeder reactors, it is
estimated that the uranium resource utilization
could be increased by a factor of 50 to 70 over
nuclear generating facilities consisting solely of
converters.

3.2.2 Potential for Greenhouse Gas Emissions
Reductions

Advanced liquid metal reactors would produce
little or no greenhouse gas emissions during opera-
tion. If spent fuel from advanced liquid metal
reactors and light water reactors is recycled, the
emissions associated with the advanced liquid metal
reactor fuel cycle could be lower than those associ-
ated with the light water reactor fuel cycle. The
savings would result from a decreased need to mine,
transport, and enrich uranium. The advanced
liquid metal reactors also have the potential to
breed additional fuel, if breeder development is
pursued, and thereby to extend the potential use of
nuclear power and the accompanying displacement
of fossil-fuel-related greenhouse gas emissions.
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3.2.3 Development Needs

Development needs for the advanced liquid
metal reactor technology are to

* design and demonstrate the technology

» develop and demonstrate the Integral Fast
Reactor fuel-cycle technology

» develop waste management technology, includ-
ing Integral Fast Reactor fuel cycle waste stream
processing and packaging for disposal

+ determine the technical and economic feasibility
of burning actinides from light water reactor
spent fuel by separating and recycling to the
advanced liquid metal reactor.

The overall goal of the advanced liquid metal
reactor development program is to achieve techni-
cal and economic feasibility and acceptable system
performance of the Integral Fast Reactor system by
2007 to 2010 and to be able to depioy commercial
advanced liquid metal reactors after 2010. A
second goal is to determine the technical feasibility
of using a pyrometallurgical method to process
light water reactor spent fuel and, if feasible, com-
plete the design and construction of a full-scale
prototype module to demonstrate the commercial
potential of the process.

Private industry would need to construct and
operate a commercial-sized prototype plant to
obtain certification of that design from the NRC.
To support this certification, efforts are needed in
the following areas: 1) fuel and core performance;
2) safety analysis; 3) plant control systems; 4) vali-
dation of analytical tools used in design develop-
ment and safety analysis; 5) systems and com-
ponents performance; 6) materials; 7) codes and
standards; and 8) processing, packaging, and pre-
paring wastes for shipment to storage and disposal



sites. Government and possibly international sup-
port will be needed to support these activities
should a decision be made to proceed.

Before the advanced liquid metal reactor could
be used to recycle and possibly burn actinides, new
fuel processing and fuel fabrication systems and
facilities would have to be in place. These facilities
could either be integrated with reactor systems at
selected site complexes or centrally located at larger
complexes that serve a greater number of advanced
liquid metal reactors. When fully in place, the
metal fuel cycle system could separate actinides
from advanced liquid metal reactor spent fuel and
fabricate fuel assemblies, permitting recycle of the
assemblies in advanced liquid metal reactors.

As a consequence, a key aspect of the advanced
liquid metal reactor research and development
effort is the development of the Integral Fast
Reactor fuel cycle and associated facilities for
recycling advanced liquid metal reactor spent fuel.
Required supporting tasks include 1) establishing
licensability of the process and facilities through
interactions with NRC; 2) developing capital cost
data; 3) obtaining operation and maintenance data;
4) collecting equipment performance data; 5) iden-
tifying the type, composition, and volume of waste
streams that are generated; and 6) establishing the
methods to prepare the wastes generated for ship-
ment to storage and disposal sites.

The Integral Fast Reactor processing technology
has the potential to extract actinides from light
water reactor spent fuel. Major activities required
for developing and assessing the process and facili-
ties for recycling light water reactor spent fuel
through the advanced liquid metal reactor are to
1) demonstrate the technical feasibility of the pyro-
metallurgical method for processing light water re-
actor spent fuel and 2) establish the economic feasi-
bility of processing light water reactor spent fuel for
recycling through advanced liquid metal reactor
plants.

Commercialization of this
require a larger private

technology will
investment than
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commercialization of advanced light water reactors
because extensive development and demonstration
projects are required. Advanced liquid metal
reactor technology is in the design and develop-
ment stage. There is limited operational experience
with this technology in the United States or inter-
nationally. To bring the technology to commercial
acceptance would require significant expenditures
by industry and government to complete the
research, development, and demonstration needed
for the entire Integral Fast Reactor fuel cycle. It is
currently assumed that, in view of the long-term
potential of this technology, the government would
fund a portion of this effort.

Recycling actinides has significant ramifications.
In order for the advanced liquid metal reactors and
their associated fuel conversion and fabrication
facilities to be licensed and deployed, a change is
required from the current once-through fuel cycle
to a reprocessing fuel cycle that would entail sub-
stantial private sector capital investment. Also,
public concerns over proliferation and diversion
resistance issues would have to be addressed. Other
ramifications include the requirement to find a site
for and license the first light water reactor spent
fuel processing facility, as well as the need to trans-
port highly radioactive and thermally hot fuel for
reprocessing.  Again, the National Academy of
Sciences is evaluating the merit of this concept.

3.2.4 Cost and Performance Data

For advanced liquid metal reactors to be com-
mercially viable, their generating costs will have to
be in the same range as those projected for the next
generation of mid-sized advanced light water re-
actors. Research and development efforts are
focused to achieve cost competitiveness with
advanced light water reactors.

The fuel for one advanced liquid metal reactor
concept is expected to be uranium, plutonium,
neptunium, americium, zirconium (10%) metal
pins. The composition of the metal pins will vary
from cycle to cycle until an equilibrium cycle is
reached. For a 900-MWt core design, the




equilibrium cycle loading of fissile nuclides (U-235,
Pu-239, and Pu-241) has been estimated at approxi-
mately 1,600 kg. The fissile loading per year is
approximately 350 kg.

It is anticipated that advanced liquid metal
reactors could have heat rates as low as
8,720 Btu/kWh, which represents a slight improve-
ment over that estimated for earlier liquid metal
reactor designs. Based on experience with the
EBR-II, which had an average capacity factor of
71.2% over the period from 1976 to 1986, it is
expected that the advanced liquid metal reactor
could achieve an annual capacity factor of 75%.

3.2.5 Market Potential

While advanced liquid metal reactors could be
ordered after 2010, this will only occur if current
research and development efforts are successful and
the cost of producing electricity using this tech-
nology is competitive with alternatives. In addition,
a strong, established vendor/supplier infrastructure
must be established; currently, the primary support
for this technology comes from the federal pro-
gram. It is unlikely that an advanced liquid metal
reactor will be a viable alternative to advanced light
water reactors until after the turn of the century.

3.3 HIGH-TEMPERATURE GAS REACTORS

This section describes the high-temperature gas
reactor technology and its potential to reduce
greenhouse gas emissions. Development needs and
commercialization issues are then described.
Finally, some quantitative cost and performance
data are presented, followed by a discussion of the
market potential of this technology.

3.3.1 Technology Description

Two commercial high-temperature gas reactors
were constructed and operated in the United States.
The first was the 40-MWe Peach Bottom Unit 1,
which operated between 1967 and 1974. The
second was the 300-MWe Fort St. Vrain plant,
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which began operation in 1979 and was shut down
in 1989. Two high-temperature gas reactors were
also operated in Germany, and 40 gas-cooled re-
actors, not of the high-temperature gas reactor
type, are operating in the United Kingdom.

The modular high-temperature gas reactor de-
sign is an advanced reactor technology capable of
high-temperature operation using a ceramic-based,
coated particle fuel system; a graphite moderator;
and helium coolant. The fuel system can hold fis-
sion products within the coated particle at very high
temperatures, thus allowing the system to operate
at a level that makes the plant more efficient. This
system uses uranium fuel that is enriched in U-235
to slightly less than 20% by weight.

Modular high-temperature gas reactors can be
divided into two types: near-term and advanced.
The near-term designs would use steam cycle tech-
nology and build upon the Peach Bottom, Fort St.
Vrain, British, and German gas-cooled reactor
experience. Advanced modular high-temperature
gas reactors would have reactor outlet temperatures
in the 850°C to 950°C range, while near-term de-
signs would have outlet temperatures of 700°C.

The high heat capacity of the graphite in a
modular high-temperature gas reactor is an impor-
tant safety feature because the critical time period
within which heat removal must be established in
case of an emergency is much longer. The use of
helium, an inert gas, also provides advantages: 1) it
does not react with other materials in the reactor
system; and 2) it does not carry impurities that can
be activated by radiation in the reactor core.
Together these materials and the system design
provide passive safety, improved operational safety,
and reduced investment risk. The modular high-
temperature gas reactor also has the potential for
cogeneration applications with only modest modifi-
cations to the turbine plant and plant control
system. In addition, it has the potential for use in
direct-cycle, gas-turbine systems that could achieve
high efficiencies and provide direct process heat
(e.g., for synthetic natural gas or hydrogen pro-
duction). Such systems could reject heat through



dry cooling systems, thus divorcing site selection
from the requirement for cooling water.

3.3.2 Potential for Greenhouse Gas Emissions
Reductions

The operation of modular high-temperature gas
reactors would not produce greenhouse gas emis-
sions. Indirect greenhouse gas emissions could
result from the fuel-production processes (e.g.,
enrichment) for the modular high-temperature gas
reactor, as is also the case for light water reactors.
Because of its high temperature operations, the
advanced modular high-temperature gas reactor
could possibly provide a means to produce synthetic
natural gas or even hydrogen gas with reduced
emissions of greenhouse gases.

3.3.3 Development Needs

Two critical aspects of the modular high-
temperature gas reactor concept that require
research, development, and demonstration are the
fuel performance and the capability for passive heat
removal from the core and pressure vessel. The
advanced design may require substantial materials
development. The gas-turbine concept would bene-
fit from transfer of technology from the U.S. aero-
space industry.

The DOE is currently developing a New Produc-
tion Reactor for defense applications. The gas-
cooled version of this reactor has technical attri-
butes similar to those of modular high-temperature
gas reactors. As such, the modular high-tempera-
ture gas reactor development program expects to
reap technological benefits from the New Produc-
tion Reactor program, if the gas-cooled reactor is
selected as the New Production Reactor concept for
further development. If technology transfer from
this program is available and is well coordinated,
and if development proceeds as planned, modular
high-temperature gas reactors could be deployed
commercially after the year 2000.
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3.3.4 Cost and Performance Data

The reference design for the modular high-
temperature gas reactor is for a plant having four
modular, helium-cooled, 350-MW?t reactors pro-
ducing a net plant output of 538 MWe. The fuel is
uranium oxycarbide enriched to 19.9% (by weight)
U-235. The initial core loading contains 1,726 kg of
uranium and 2,346 kg of fertile thorium oxide.

This technology is still in the design and
development phase. However, economic studies
conducted in 1986 indicate that development
efforts should focus attention on lowering costs.
Cost reduction studies are under way to examine
the impacts of increasing power levels (from 350 to
450 MW?t), removing thorium from the fuel, and
modifying design margins that may be overly con-
servative. If research and development efforts are
successful, it is expected that modular high-
temperature gas reactors could achieve power gen-
erating costs that are competitive with advanced
light water reactors in the post-2010 time frame.
The economic competitiveness of these reactors
may also be improved by taking advantage of their
potential to produce process steam for industrial
applications.

The expected heat rate for the reference design
is 8,886 Btu/kWh (38.4% net efficiency). It is
anticipated that the capacity factor could reach
80%.

3.3.5 Market Potential

Through the end of this century, it appears that
advanced light water reactors will most likely domi-
nate the market as the nuclear option for generat-
ing electricity. The reason for this is that advanced
light water reactors are further along in design,
have more support from vendors and the federal
government, and are currently being certified by the
NRC. The modular high-temperature gas reactor
lacks a strong, established high-temperature gas




reactor vendor/supplier infrastructure. Its primary
support comes from the federal program. It is un-
likely that a modular high-temperature gas reactor
will be a viable alternative to advanced light water
reactors until the next century. Market entry for
modular high-temperature gas reactors will depend
upon their cost competitiveness with advanced light
water reactors and non-nuclear power plants, gen-
‘erating capacity needs, and electrical demand.

3.4 BARRIERS TO INCREASED USE OF
NUCLEAR ENERGY TECHNOLOGY

Despite projections of a growing need for power
in the 1990s and beyond, there have been no
nuclear power plant orders in the United States
since 1978. Four obstacles to expanding nuclear
power were identified during the National Energy
Strategy (NES) hearing process: 1) nuclear waste
disposal, 2) public concern about safety, 3) plant
licensing procedures, and 4) plant economic
performance.

3.4.1 Nuclear Waste Disposal

The two components of the waste management
system, a monitored retrievable storage facility and
a high-level radioactive waste repository, are
needed under all future energy projections whether
or not any new nuclear plants are ordered. How-
ever, nuclear waste disposal has been identified as a
major obstacle to the expansion of nuclear power.
Increasing the use of nuclear power will require
implementing a system for the safe, permanent dis-
posal of spent nuclear fuel and high-level radi-
oactive waste in a way that addresses public con-
cerns. However, site-selection efforts for a
permanent repository have met with strong opposi-
tion from potential host states.

The waste management system now being imple-
mented by DOE addresses radioactive waste man-
agement issues and includes the following objec-
tives: 1) placement of commercial spent fuel in a
permanent repository beginning in 2010 if the candi-
date site currently under investigation (Yucca
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Mountain, Nevada) is found suitable and is licensed
by the Nuclear Regulatory Commission; 2) place-
ment of defense-generated solidified, high-level
waste in the same repository beginning in 2015, and
3) initial acceptance, in 1998, of spent nuclear fuel
at a licensed monitored retrievable storage facility
located at a volunteer site. A negotiated agreement
with a volunteer host state or tribe for a monitored
retrievable storage facility is being sought by the
Nuclear Waste Negotiator to present to the Con-
gress by 1992 for review and approval. It is ex-
pected that site selection and submission of a
license application to the Nuclear Regulatory Com-
mission for the monitored retrievable storage
facility by 1995 would demonstrate progress on
solving the waste management problem and would
be a basis for the start of new nuclear plant orders.

To facilitate the development of a waste
management system, the NES would modify the
Nuclear Waste Policy Act of 1982 in several ways.
The proposed legislation would enable the Secre-
tary of Energy to obtain the environmental permits
needed to carry out the necessary site characteri-
zation activities at the Yucca Mountain candidate
repository site. The legislation would also elimi-
nate current linkages between the schedules for the
monitored retrievable storage facility and the
repository, thereby allowing the monitored retriev-
able storage facility to start operation independent
of the schedule for the high-level waste repository.

3.4.2 Nuclear Safety

There is continuing public concern about the
safety of nuclear power plants, particularly in light
of two serious accidents, at Three Mile Island
(U.S.) and Chernobyl (U.S.S.R.). While the two re-
actor designs are very different and the severity and
consequences of the accidents were also considera-
bly different, public perception has been affected by
these accidents. In the past, public officials’ con-
cerns about the ability to evacuate the neighboring
population after an accident have delayed the
licensing of some facilities.



Government and industry have made significant
efforts to incorporate the "lessons learned” from the
Three Mile Island accident into operational prac-
tices and advanced reactor designs. These efforts
have resulted in, among other things, improved
operator training, frequent operator requalifica-
tion, review and revision of regulatory practices,
development of more broadly based quality assur-
ance programs, and the establishment of rigorous
international standards for nuclear power plant
operations. Advanced reactor designs will be
simpler and have better engineered safety systems
and advanced control systems. These features will
both further reduce the possibility of accidents and
simplify nuclear power plant operation and
maintenance.

Government and industry (through the Nuclear
Power Oversight Committee) have also recognized
the need to improve communications with the pub-
lic regarding nuclear safety and other issues,
including the safety of nuclear waste treatment,
transportation, storage, and disposal.

3.4.3 Plant Licensing Procedures

As cited during the NES hearing process, reform
of the NRC licensing process is required if nuclear
power is to be a viable option for future electrical
generating capacity in the United States. Uncer-
tainty in the outcome of the licensing process, i.e.,
in whether an operating permit will be granted after
the plant has met construction permit require-
ments, has created economic risks for utility inves-
tors and customers. Because of uncertainty con-
cerning the NRC’s ability to change procedures
under current law, some regulatory changes may be
needed to facilitate NRC licensing reform. Legis-
lation was introduced in 1991 to improve the cur-
rent licensing process.

3.4.4 Plant Costs

Market entry for advanced light water reactors
will depend on their cost competitiveness with non-
nuclear generating options. In the past, some utili-
ties that were constructing nuclear power plants
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experienced large cost overruns that weakened their
financial status. The cost of constructing a new
nuclear power plant is affected by many factors,
only one of which is regulatory uncertainty. Other
factors that have led to significant cost overruns
include changes in licensing requirements over the
construction period, delays due to litigation, and
poor quality control during construction. These
factors must be addressed to ensure that nuclear
power plant construction costs can be predicted
with reasonable accuracy. Design standardization
and regulatory streamlining would be expected to
reduce cost overruns; however, the history of cost
problems with nuclear power plants could hinder
new plant orders. On the other hand, the argument
can be made that, while costs have increased, in-
dustry and NRC experience with backfitting and
quality control has been incorporated into the cost
estimates, such that the uncertainty in the estimates
has decreased.

The cost of fossil-fired-fuel generation is being
affected by growing environmental concerns,
including concerns over emissions of greenhouse
gases and acid rain precursors. Requirements to
install costly control technologies to limit emissions
from fossil-fired plants would raise the cost of these
plants, which could make nuclear power plants
more cost competitive with fossil units.

3.5 BIBLIOGRAPHY

U.S. Department of Energy (DOE). 1986. Concept
Description Report:  Reference Modular High-
Temperature Gas-Cooled Reactor Plants.
Washington, D.C.

U.S. Department of Energy (DOE). 1991
National Energy Strategy Technical Annex 2:
Integrated Analysis Supporting the National Energy
Strategy: Methodology, Assumptions, and Results.
DOE/S-0086P. Washington, D.C.




4.0 RENEWABLE ENERGY TECHNOLOGIES

Renewable energy resources are enormous and
abundant throughout both the United States and
the entire world. These resources can be used to
supply energy in many forms: electricity, gas, heat,
or liquid fuels. Renewable energy sources currently
provide about 8% of annual U.S. energy needs.

Expanded use of renewable energy technologies
can displace fossil-fuel use and, in many cases,
associated by-product emissions, including carbon
dioxide and other greenhouse gases. Being largely
dependent on ongoing natural forces, renewable
energy resources tend to be diffuse, with the cost of
their use often depending on collection techniques
as much as on conversion processes. While the
capital costs of deploying renewable energy tech-
nologies can be large per unit of energy delivered,
operating costs are generally low.

In this chapter, we describe renewable energy
technologies that either play an important role
today in avoiding greenhouse gas emissions or that
can be important in the very near future if the
technologies continue to progress and, at the same
time, policies are adopted to hasten their
deployment.

4.1 TECHNOLOGY DESCRIPTIONS

The renewable energy technology descriptions
are presented by resource or technology type within
general end-use form categories. The electricity-
producing technologies, ordered by current energy
contribution, are presented first, followed by bio-
fuels and solar heating technologies. Cost and per-
formance projections for the renewable energy
technologies are provided in Appendix E.

4.1.1 Hydropower
Hydropower facilities exploit the Kinetic energy

in flowing or falling water to generate electricity.
Most hydropower facilities are incorporated into

4.1

dams or other impoundment structures that cap-
ture and store water from streams and rivers. A
smaller number of facilities operate in a run-of-
river mode in which water flow is not restricted.

The principal advantages of using hydropower
are the large domestic resource base; the renew-
able, nonpolluting nature of the generation; the
very low operating costs; and the ability of these
systems to respond quickly to utility load swings.
Hydropower plants also have much higher availa-
bilities (~95% on average) than do thermal gener-
ating plants. Disadvantages include the environ-
mental impacts resulting from stream or river im-
poundments and the potential for conflict among
competing users of the water resource.

Hydropower technology can be categorized into
two types: conventional and pumped storage. Con-
ventional plants operaie on the flow of water from
storage reservoirs or free-flowing waterways. The
water is directed down through an intake tube to
turn a turbine connected to a generator. The water
continues through and is released into a lower
waterway.

Pumped storage plants operate in a similar
fashion except that instead of tapping free-flowing
water, the water resource is pumped, usually
through a reversible turbine, from a lower reservoir
to an upper reservoir. Pumped storage facilities are
net energy consumers (i.e., more energy is required
for pumping than is generated by the plant [typical-
ly 1.25 to 1.4 kWh required for cach kWh gener-
ated]); however, these plants are valuable to a
utility because they operate in a peak power pro-
duction mode when electricity is most costly to pro-
duce. Pumping to replenish the upper reservoir is
performed during off-peak hours using the least
costly utility generation sources. This process
generally provides additional benefits to the utility
by increasing the load factors and reducing the cy-
cling of its baseload units.



Hydropower development in the United States
dates back more than a century. As late as the
1930s, hydropower provided 30% of the nation’s
total installed capacity and 40% of the electric
energy generated. Since then, the growth in
thermal-based capacity has far outstripped that of
hydropower; hydropower (both conventional and
pumped storage) represented only 12% of U.S.
capacity in 1988. At the same time, growth of
hydropower capacity has been slowing. Hydro-
power generating capability increased by 22.7 GW
during the 1960s and by 21.3 GW during the 1970s,
but increased only 12.2 GW in the 1980s. Further-
more, over 40% of hydropower capacity additions
since 1972 have been pumped storage facilities,
indicating that conventional hydropower additions
have been on an even steeper decline.

It is generally perceived that the prime con-
ventional hydropower resource sites have already
been developed and that new hydropower develop-
ments will add only small increments to capacity.
However, both the U.S. Army Corps of Engineers
(the Corps) and the Federal Energy Regulatory
Commission (FERC) have estimated that substan-
tial hydro resources remain undeveloped. The
Corps estimated in 1983 that 46.0 GW of additional
capacity could be economically and environ-
mentally developed at existing and undeveloped
sites (19.5 GW and 26.5 GW, respectively), while
FERC has more recently (1988) estimated that the
total undeveloped conventional capacity alone
amounts to 76.1 GW. If developed, this capacity
could more than double the current capacity. The
American Public Power Association estimates that
less than 3% of U.S. dams produce electricity, an
estimate which suggests a large retrofit potential.

In addition, FERC has identified sites with the
potential for "many million kilowatts" (or many
GW) of pumped storage capacity, beyond the
17.1 GW of stated potential already in the planning
stages. Stream flow is not as important a con-
sideration in pumped storage development as is
topography. The essential requirement is topog-
raphy allowing the development of two reservoirs
that are close to each other and that have a high
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head differential. Given the need for only a few
days storage at most, the reservoirs can be much
smaller than those of conventional hydropower
impoundments.

Some additional potential can be realized at
existing generation facilities through the refur-
bishment and upgrading of older turbines and
generators. For instance, by the early 1990s, the
Bureau of Reclamation will have added 10% to its
13 GW of hydropower generation capacity through
a program of rewinding and upgrading existing
units. These upgrades can be performed for well
below $100/kW. At present, the total upgrade
potential of the nation’s existing hydropower
facilities is not known.

Obstacles to further hydropower development
are primarily environmental and political. Hydro-
power impoundments can flood large areas of land
and, thus, come into conflict with existing uses, such
as agricultural, grazing, wilderness, and recreational
uses. Impoundments can also interfere with fish
spawning runs. Claims already in place on stream
flow and water use also complicate water impound-
ment. A solution to this problem may lie in
development of a formal capability and procedures
to resolve conflicts over environmental and re-
source access values, as well as of criteria and
methods to objectively assess the costs and benefits
of hydroelectric development.

Current Deployment Status

As of 1989, installed hydropower capacity was
90 GW: 71.2 GW and 16 GW of utility-owned con-
ventional and pumped storage capacity, respec-
tively, with another 1.9 GW of nonutility-owned
capacity. The average annual generation capability
of this existing capacity is just over 300 billion kWh.
Actual generation may vary significantly from the
average capability because of year-to-year variation
in precipitation patterns and, thus, water availa-
bility, and also because of competing demands on
the water resource.



Key Issues

Continued federal involvement or research and
development investment will be needed to

* research mitigation of adverse environmental
impacts, such as on fish and wildlife resources
and on dam safety issues

* identify the generation potential and develop-
ment feasibility at existing nongenerating water
impoundments

* examine utilization practices at existing hydro-
power facilities and opportunities and metho-
dologies to achieve greater output

» verify resource opportunities for additional
pumped hydropower sites

* review engineering and other technical oppor-
tunities to increase the efficiency of hydropower
plant operations

* review the pricing basis for federal hydropower
sales and assess the implications of different
pricing strategies for additional hydropower
development.

4.1.2 Biomass Electric

Biomass resources used for electricity genera-
tion consist of woody and fibrous primary and
secondary waste materials from wood and agricul-
tural production and processing, as well as munici-
pal solid wastes generated by businesses and com-
munities.

The principal advantages of using biomass re-
sources for electricity supply are that they are
renewable resources with fairly widespread availa-
bility; the conversion systems are relatively small
scale and modular and can operate as baseload, dis-
patchable power plants; and combustion aids in
mitigating waste disposal problems. The sulfur con-
tent of biomass is negligible; therefore, biomass
combustion does not contribute to acid rain.
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Furthermore, recycling paper, glass, plastics, and
metal products, performed in conjunction with mu-
nicipal waste collection and combustion, can con-
serve energy resources required for the primary
manufacture of these energy-intensive materials.
Disadvantages include the lower energy density of
biomass resources, which places localized con-
straints on economic collection and transport, and
the environmental impacts of the combustion
process. However, adverse air emissions can be
mitigated through use of either emission control
technologies or gasification processes.

Conventional wood resources consist of wood in
excess of the needs of the traditional forest
products industry. This wood is available either
from thinning commercial stands or from clearcut-
ting to allow planting improved stands. This re-
source is estimated at 6.5 quads annually at present.

Agricultural and forestry wastes represent the
portion of plants and trees that remain after the
economically more valuable portions have been sep-
arated. Primary residues include stalks, leaves,
bark, and limbs left in the field after harvesting;
secondary residues are wastes produced at a proces-
sing facility, such as wood scraps, sugarcane,
bagasse, rice hulls, or food processing wastes.
Secondary wastes have the advantage of incurring
small or no transport costs because they are a by-
product of the primary processing. The waste re-
source is estimated at 2.0 quads annually.

Municipal solid waste is the solid waste
generated from households, commercial, and insti-
tutional operations, and some industrial produc-
tion. Municipal solid waste is an attractive resource
because 1)it is continuously generated, 2)it is
recovered and delivered as an essential public ser-
vice, and 3)its use for electricity production re-
duces the need for disposal, which is an increasing
environmental problem. Eighty percent of the dry
weight content of municipal solid waste is made up
of organic materials, about 67% of which is natural
lignocellulose. The annual municipal solid waste
resource in the United States is estimated to repre-
sent 2.5 quads.



Landfilling municipal solid waste creates
methane as the waste materials anaerobically
decompose. Although this so-called landfill gas
represents an additional energy resource that can
be tapped, only part of this resource can be re-
covered, and some methane is eventually emitted to
the atmosphere. Thus, direct use of municipal solid
waste in combustion processes is a more effective
control on waste-related greenhouse gases than is
landfilling.

The principal energy conversion mechanism for
wood and agricultural materials is direct combus-
tion to provide heat and electricity. The cogenera-
tion of heat and electricity is a common conversion
mechanism in industry. The pulp and paper and
wood products industries are the primary industrial
users of biomass materials for energy and are
second only to the chemicals industry in the level of
self- and co-generation of power. The food proces-
sing industry also uses a significant amount of
biomass-derived waste materials for energy.

Commercial conversion technologies used to
exploit the municipal solid waste resource include
direct combustion (mass burn) to produce steam or
heat, source separation of materials that conserve
energy when recycled, production of a solid fuel
[refuse-derived fuel (RDF)] that can be combusted,
and recovery of methane gas generated in compost-
ing landfills.

Mass burn facilities use the waste resource on an
as-delivered basis, with minimal front-end sorting.
These plants can be of the water-wall (excess air) or
modular (starved air) type. Water-wall units are
conventional power plant boilers with a grate or
rotary combustor to dry and combust the waste.
Modular systems are essentially gasifiers with the
gas produced in a primary chamber and combusted
in a secondary chamber, typically a waste heat
boiler. Refuse-derived fuel production employs
extensive front-end sorting of the waste (typically
using shredders and air classifiers) to remove
metals and other noncombustibles. This process
results in a material with a higher heating value
than primary waste but also with a higher cost.
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The history of municipal solid waste combustion
has been marked by operating problems because of
the particular nature of the municipal solid waste
resource. Slagging can occur in the boilers if glass
is present in the waste. Extensive slag buildup fouls
the boiler components and reduces heat transfer as
well.  Also, explosions can occur in shredders.
However, technologies are being developed and
applied to address these problems, and many exist-
ing plants continue to operate satisfactorily.

Issues constraining greater use of biomass
resources (exclusive of municipal solid waste) in
electricity generation pertain to the cost of the
delivered resource. To be transported economi-
cally, wood resources must generally be procured
within a 50-mile radius of the.conversion plant.
Most current generation capacity is based on the
use of readily accessible waste resources; thus, the
resource is already available at very low cost. If
conversion plants are to compete with advanced
coal and natural gas technologies, the biomass-
based feedstocks, in general, must be available for
less than $2.00/MMBtu. At high levels of penetra-
tion, competition might bid up biomass resource
costs. Thus mechanisms must eventually be estab-
lished to ensure low-cost resources. One potential
longer-term solution is the development of dedi-
cated farms of high productivity, short rotation
woody crops for feedstock production. However, in
the shorter term, substantial opportunity exists for
greater use of biomass resources that are currently
underused.

Environmental and institutional issues often
present obstacles to deployment of biomass plants
and, in particular, municipal solid waste combus-
tion plants. In some cases, the need to have the
resource nearby dictates that plants be built close to
load centers, a situation that can lead to conflicts
over siting and operation.

Current Deployment Status
Deployment of biomass-based generating plants

has been pursued primarily by nonutility, industrial
entities. As of the end of 1988, 6600 MW of




nonutility-owned, biomass-based generation
capacity was in operation. Of this total, two-thirds
used cogeneration technology. Wood-fired systems
accounted for 74% of the total capacity, followed by
municipal solid waste (17%), agricultural waste
(5%), and landfill gas (4%). Another 1000 MW or
more of utility-owned, biomass-fired capacity is also
in operation.

Key Issues
Areas requiring continued federal involvement
or research and development investment include

the following:

* production research on biomass energy crops
(overlaps with biofuels needs)

* research and development on municipal solid
waste gasification/combustion systems

* identification and development of techniques
and equipment to improve the quality of munici-

pal solid waste gas

» research on waste recycling/preparation of
refuse-derived fuel

» development of front-end handling and storage
systems for biomass electric systems

* research into management of the urban wood
resource

* research and development on biomass-fired gas
turbine/combined-cycle technology

* validation of biomass-to-gas electric systems
using aeroderivative turbines

e research on alternatives to field, slash, and other
open-burning methods.

4.1.3 Geothermal

Geothermal energy originates from the deep
interior of the earth and the decay of radioactive
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materials in the earth’s crust. Although in some

‘places this heat comes to the earth’s surface in

natural vents of hot water or steam, the use of this
resource for energy purposes usually entails drilling
water or steam wells to convey the geothermal heat
to the earth’s surface. Energy uses include elec-
tricity generation and direct heat applications, such
as geothermal heat pumps, district heating systems,
industrial process heat, and crop drying,.

The principal advantages of geothermal energy
are the tremendously large domestic resource base,
the modularity and short construction lead times of
geothermal systems, and the relatively small envi-
ronmental impacts. In addition, power plants based
on geothermal energy can deliver baseload energy.
Disadvantages include the broad variation in geo-
thermal reservoirs, resource temperatures, com-
position, and other characteristics that necessitate a
large number of different approaches to drilling,
heat extraction, environmental control systems,
heat exchanger designs, and energy conversion.
Thus, resource development strategies must often
be site-specific.  Potential environmental side
effects can include noxious air emissions, such as
hydrogen sulfide; waste disposal requirements; and
land subsidence and seismicity.

However, a variety of extraction and utilization
technologies are available to meet site-specific re-
quirements of resource temperature, chemical com-
position, and depth. In addition, some site-specific
conditions that seemed especially problematic a
decade ago have yielded to technological solutions.
For example, gas emissions can now be controlled;
trace toxic metals can be removed from solid waste;
and the potential for subsidence and seismicity
problems can be reduced.

Most of the high-temperature geothermal
resource suitable for power generation is located in
the western states, including Hawaii and Alaska.
However, low-to-moderate temperature fluids are
currently being used for direct heat applications in
44 states.



The geothermal resource is categorized into
four different types:

1. hydrothermal, which is hot water or steam at
temperatures ranging from 90°F to >680°F

2. geopressured, which is moderately hot water
(212°F to >400°F) under high pressure con-
taining dissolved methane

3. hot dry rock, which is impermeable hot rock

4. magma, which is molten or partially molten rock
(>1400°F).

To date, only the hydrothermal resource has been
commercially developed, largely because it is more
accessible and amenable to conventional drilling
and conversion processes. The advanced technolo-
gies needed to economically extract the heat or
other forms of energy from geopressurized brines,
hot dry rock, and magma now are being developed
for future commercial application.

The basic components of a geothermal energy
conversion system are 1) production wells, through
which the geothermal resource is brought to the
surface; 2) a conversion system, which converts the
geothermal energy to useful energy; and 3)rein-
jection wells, through which the spent geothermal
fluids are disposed of or recycled back into the
reservoir.

Three primary electric power conversion
technologies may be employed, depending on the
temperature and makeup of the hydrothermal
resource: 1)dry steam, 2)flash steam, and
3) binary. The first technology is used where the
resource naturally occurs as dry steam. Con-
ventional turbine generators of standard materials
are employed with the natural steam, replacing the
boiler used in conventional steam generator sys-
tems. However, once the steam is condensed,
gaseous and solid impurities become more con-
centrated and the condensate becomes more cor-
rosive. Thus, more expensive materials, such as

4.6

stainless steel, are needed to protect subsequent
system components.

Flash-steam technology is employed when the
resource occurs as a high-temperature liquid
(>375°F). In this case, the liquid is allowed to flash
to steam under reduced pressure. The steam (gener-
ally about 15% to 22% of the brine) is separated
from the remaining liquid and used to drive a tur-
bine generator. Because corrosive, noncondensable
gases are liberated in the flashing process and high
levels of dissolved solids may be present in the
liquid, the materials used and the design of the
system become critical in eliminating scaling and
corrosion problems. The economics of flash-steam
plants can be improved by using a dual-flash cycle,
which can produce as much as 20% to 30% more
power than a single-flash system at the same fluid-
flow rate,

Lower temperature hydrothermal liquids (200°
to <375°F) are more suited to binary cycle units.
This technology, which is less common in com-
mercial operation, uses the heat of the geothermal
liquid to vaporize a secondary working fluid (with a
lower boiling point) for use in the turbine.

The total hydrothermal resource (>90°C), both
identified and undiscovered, to a depth of 6 kilo-
meters, is estimated to exceed 12,000 quads. The
vapor-dominated resource represents only a small
fraction of the total hydrothermal resource, point-
ing out the necessity to further develop the hot-
water technologies to tap a significant portion of
this potential. The resource bases for the other
geothermal types (geopressured, hot dry rock, and
magma) are even larger.

The economic development and exploitation of
a geothermal reservoir depend primarily on an
understanding of the reservoir’s properties. The
overall hydrogeological characteristics of the system
largely control the circulation of the geothermal
fluids under natural conditions and during exploita-
tion. The thermodynamic and geochemical proper-
ties of the formation fluids govern the processes




occurring in the reservoir. Finally, the management
of the reservoir, through selection of well sites and
rates of flow, provides control over these processes
and will affect the economic life of a geothermal
field.

The geothermal industry has made great strides
in locating and developing hydrothermal reservoirs.
However, the lack of techniques to locate and char-
acterize fractures in underground rock formations
significantly inhibits the industry’s ability to
consistently tap the areas of greatest fluid pro-
ductivity. As a result, many reservoirs have not
reached full production potential because they
cannot be sufficiently characterized to allow
development of cost-effective exploitation
strategies. Reliable techniques are similarly lacking
for identifying hydrothermal systems in regions
where cool groundwater masks the underlying heat.
And, although injection of spent geothermal fluids
back to the subsurface is now practiced in virtually
all power plant operations, premature cooling of
the fluids in the production zone may result from
poorly located injection wells.

Hydrothermal well costs have declined
significantly at some geothermal fields; the most
economical are estimated to be about 1.5 times as
expensive as comparable oil and gas drilling. At
other fields, high well costs can constitute a major
deterrent to increased development. A major
reason for this difference is that geothermal driiling
often occurs in granite rocks, which are harder than
the sedimentary geologic formations typical of oil
and gas deposits. Finally, large-scale, binary-cycle
electric power conversion technology is still margi-
nally economical for commercial use. Further
technological improvements are needed to fully
exploit the moderate-temperature reservoirs.

Current Deployment Status

As of 1989, over 2,000 MW of installed
geothermal dry-steam capacity had been developed
at The Geysers resource area in California.
However, The Geysers is one of very few known
dry-steam resource areas in the United States,
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making substantially greater development from this
resource highly uncertain. In addition, it appears
that The Geysers field has reached its production
limit. About 800 MW of flash-steam and binary
capacity has been developed in the western United
States outside of The Geysers. Much of this
additional development has occurred very recently,
signifying a move toward exploiting the liquid-
dominated hydrothermal resource as the dry-steam
resource becomes fully developed. Geothermal
energy currently accounts for about 8% of utility-
generated electricity in California.

For direct uses of geothermal energy, the total
installed capacity in the United States was
1,700 MWt in 1988, providing about 0.017 quads of
energy. The fastest growing market segment is resi-
dential-scale groundwater heat pumps with about
66,000 systems installed. In addition to the heat
pumps, about 1,000 direct-use geothermal projects,
including a number of commercial greenhouses,
fish hatcheries, ‘and district heating systems,
currently operate in 44 states,

Key Issues

Areas requiring continued federal involvement
or research and development investment include
the following:

* development of improved technologies and
procedures for locating, delineating,
characterizing, evaluating, and managing
reservoirs

e achievement of significant performance
improvements in hard rock drilling technologies

* achievement of performance improvements in
binary-cycle electric power conversion tech-
nologies for moderate-temperature resources

* determination of the technical feasibility and
economics of extracting and using chemical,
thermal, and mechanical energies contained in
geopressured fluids



» determination of the dynamic characteristics and
projected longevity of typical geopressured
reservoirs under production conditions

* determination of the feasibility of operating
large-scale underground heat extraction systems
necessary to exploit the hot dry-rock resource

* development of technology to access and extract
energy from moderately deep (i.e., 10,000 to
20,000 feet) magma bodies.

4.1.4 Windpower

Windpower technology converts wind flows to
useful energy through the use of wind turbines.
Wind turbines have been deployed in sizes ranging
from 1 kW to 4 MW. Historically, wind turbines
have been used for small stand-alone applications
such as water pumping and farm power needs.
Over the last several years, wind turbines have
experienced the largest deployment in clusters of
so-called "wind farms." Individual turbine sizes in
wind farms have ranged from 18 kW to 600 kW,
however, most turbines installed to date have been
in the 100-kW size range. Most recently, turbine
installations have been larger, above 200 kW.

The principal advantages of wind energy are its
renewable, nonpolluting nature and its modularity
and short construction lead times. Most regions of
the country have significant wind resources. One
important disadvantage pertains to the intermittent
nature of the wind resource. In the absence of stor-
age or other significant system response capabil-
ities, this intermittency can make matching wind
turbine output to utility daily load profiles
problematic. However, this situation can be par-
tially alleviated through spatial considerations in
siting where the natural diversity of the wind
resource across a region can be used to advantage.
Also, the extent to which intermittency is an issue is
site- and utility-dependent. Environmental dis-
advantages relate primarily to visual and auditory
aesthetics and land and habitat disturbance.
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A wind turbine system contains five basic sub-
systems: 1) a rotor, usually consisting of two or
three blades, which is the energy conversion device;
2) a drive train, generally including a gearbox and
generator; 3) a tower and foundation that support
the rotor and drive train; 4) various turbine sup-
porting systems including controls and electrical
cables; and 5) "balance-of-station” subsystems,
which, depending on the application, might include
ground support equipment or interconnection
equipment.

There are two basic technical approaches to
wind turbine design: 1) horizontal-axis machines,
in which the axis of the rotor’s rotation is parallel to
the wind stream and the ground and 2) vertical-axis
(Darrieus) machines, in which the axis of rotation is
perpendicular to the wind stream and the ground.
Most turbines in commercial use today are of the
horizontal-axis type.

Many variations in horizontal-axis wind turbine
configuration are possible. For example, yawing
mechanisms are designed to keep the rotor oriented
properly in the wind stream. Some machines
simply have a tail vane or rudder to control yawing
motion; others (typically larger machines) have
active yaw drive systems controlled by micro-
processors. On most of the recently installed
horizontal-axis machines, the blades are located on
the upwind side of the tower; others are downwind.
Some machines have fixed-pitch blades that reduce
design complexity; others have variable-pitch blades
that aid in starting and stopping and regulate power
output by changing the angle at which blades cut
through the air. Rotors that are attached to the
hub using flexible couplings are known as teetered
rotors, which can help reduce cyclic loading.

Wind turbine technology relies on complex
aerodynamic phenomena. When the wind flows
through the area swept by the rotor, certain
physical interactions between the wind and the
rotor blade occur. For steady-wind conditions (i.e.,
when the wind is moving at a constant speed and




direction), the rotor airfoil shape is designed to
create lower pressure on one surface and higher
pressure on the other. The net pressure differential
creates aerodynamic lift, the primary force acting
on the rotor, causing it to turn. The rotating blades
drive the gearbox and generator.

Rarely, however, is the wind a steady,
homogeneous flow across the turbine’s rotor area.
In reality, the wind near the earth’s surface can be
extremely turbulent (i.e., characterized by rapidly
changing speed and direction). Fluctuating aero-
dynamic forces from nonuniform, unsteady wind
conditions cause the blades to flex unevenly, which
in turn creates cyclic stresses in the blade structure
that can lead to fatigue failures in the blades,
rotors, and other machine components. These
structural stresses caused premature fatigue failures
that adversely affected the performance and relia-
bility of the first generation of wind turbines and
increased the cost of operating and maintaining
them. Average rotor lifetimes were less than 5
years rather than the projected 20 to 30 years.
However, since then, the industry has improved
component lifetimes and reliability dramatically
through both technology and aggressive preventive
operation and maintenance practices.

Although fluctuating aerodynamic forces and
their interaction with wind machines are not well
understood, further knowledge is being gained
through research sponsored by the Federal Wind
Program in cooperation with industry. Other
problems, such as blade soiling and array losses
from terrain, wake, and turbulence effects, also
contributed to poor performance in earlier
machines. Airfoil design and other technology
advances hold promise for mitigating these adverse
impacts.

Current Deployment Status

At present, over 14,000 wind turbines are
installed and operating on California wind farms,
representing about 1,500 MW of capacity. In 1990,
these turbines generated an estimated 2.5 billion
kWh of electricity or 2% of California’s annual
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electricity needs. In 1990, 175 MW of capacity was
installed, an amount far below the 1985 peak year
capacity installation of about 400 MW. California
wind turbine installations have dropped since 1985
largely because wind energy tax credits expired and
favorable utility standard-offer contracts were
suspended. Also, the industry turned to refurbish-
ing older machines that had experienced reliability
problems.

Given the end of high-avoided-cost utility power
purchase contracts in California, wind energy will
have to compete at cost equivalence with conven-
tional generation alternatives.  Achieving the
required reductions in energy cost will require
increases in performance through the use of ad-
vanced technology, including design tools, advanced
airfoils, site tailoring, and improved operating
strategies.

Key Issues

The primary area requiring continued federal
involvement or research and development invest-
ment is advanced turbine technology that incor-
porates the knowledge gained from the operational
experience of earlier designs. Advanced tech-
nologies would incorporate variable-speed genera-
tors, power electronics, advanced airfoils, and
adaptive controls. These changes are expected to
help increase energy output by up to 50% over
current wind turbine designs.

Areas requiring continued federal involvement
or additional research and development include the
following:

» Science/Basic Research - Develop an improved
understanding of the basic physical processes of
the wind resource with particular emphasis on
processes affecting wind turbine performance
and reliability (wind turbine dynamics). This
effort would include work in atmospheric fluid
dynamics, aerodynamics, structural dynamics,
and mathematical models to predict the in-
fluence of these factors on alternative designs.



* Components - Develop the technology base
necessary for industry to achieve major
improvements in machine cost, performance,
and lifetime, with particular emphasis on
advanced concepts offering the potential for
cost-effective operation under dynamic
operating conditions. This effort would include
development of advanced airfoils, controls, drive
trains, and systems concepts.

* Systems - Continue research support in the
areas of technology assessment, electrical
systems analysis, environmental impact analysis,
and wind data collection and verification.

* Operations - Continue operation and testing of
existing machines to validate the technology
base and solve operational problems and trans-
fer that knowledge to industry.

4.1.5 Solar Thermal Electric

Solar thermal electric technology uses highly
concentrated radiant energy from sunlight to pro-
duce thermal energy that, in turn, generates elec-
tricity in conventional steam turbine conversion
systems. The economical size range of solar ther-
mal electric plants is 20 to 200 MW, which makes
this technology appropriate for bulk power genera-
tion or large off-grid applications.

The principal advantages of solar thermal
electric systems pertain to its use of a secure,
domestic energy resource; its relatively low
environmental impact; and its relative modularity
and short construction lead times. One important
disadvantage of this application is its geographic
limitation to regions with a high direct normal solar
radiation resource, such as the southwestern United
States, although enhanced transmission capabilities
could help lessen the importance of this constraint.
The intermittent nature of the solar resource can
also be a drawback, although this problem can be
overcome either by thermal storage systems or by
combining the solar thermal electric system with a
conventional fuel-based system in a hybrid
configuration.
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The basic elements of a solar thermal electric
system are 1) the tracking concentrators, which are
used to capture and focus the sun’s energy, 2) the
receiver, which converts the energy to heat in a
working fluid; 3) the piping, which carries the flow
of heated fluid; and 4) the conversion device, which
converts the heat in the fluid to electricity.

Solar thermal electric systems can incorporate
any of three primary concentrator concepts: 1) cen-
tral receivers, 2) point-focus parabolic dishes, and
3) line-focus parabolic troughs. All three concepts
employ the same principle of reflecting and concen-
trating sunlight and are distinguished by the various
mirror geometries and receivers used. Groups of
parabolic dishes and troughs, where each reflector
module has its own receiver, are called distributed
receiver systems.

Central receiver systems use fields of two-axis
tracking mirrors called heliostats to reflect the
sunlight onto a single tower-mounted receiver.
Research and development on central receiver
components and systems has resulted in significant
cost reductions. These cost reductions have been
achieved primarily through reduced component
costs, improved designs, and operational experi-
ence. Individual heliostat costs have decreased
from more than $1,000/m? to less than $150/m?,
while the reflectivity of mirror surfaces has
increased from 70% for early systems to over 90%
today. Stretched membrane heliostat concepts,
which substitute lighter weight polymer-based
reflective materials for the early glass/metal
configurations, show significant potential for
further cost reductions. Research has also shown
that improved system performance and lower costs
can be achieved with heat transfer fluids such as
molten saits that have better heat transfer charac-
teristics than water and that can also be used for
storage. To date, however, these advanced concepts
have not been tested in a commercial-scale system,
although demonstration units have been tested.

Parabolic dishes use a two-axis tracking concept
and focus the sunlight onto receivers/engines
located at the focal surface of each dish. Dish




modules, in the range of 10 to 25 kWe, can be used
in stand-alone or large multimodule systems. Cur-
rent parabolic dish designs are evolving toward
higher operating temperatures to take advantage of
higher engine efficiencies.  Solar-to-electric
conversion efficiencies of 30% have been achieved
in 25 kWe modules. Parabolic dishes are able to
provide these higher temperatures because of their
high solar flux concentration capability. Similar to
the central receiver technology, dish systems will
also benefit from recent advances in stretched
membrane and other low-cost concentrator
technologies.

Parabolic troughs use single-axis tracking
collectors that concentrate sunlight onto a receiver
tube positioned at the focal line of each trough.
Individual trough modules can be combined in rows
to meet large capacity needs. The parabolic trough
technology is the most commercially developed of
the three major solar thermal technologies.
Parabolic trough systems have also shown signifi-
cant cost reductions and performance improve-
ments. Today’s collectors have raised the optical
performance to 77% peak efficiency by increasing
concentrator accuracy and incorporating highly
specular silvered glass reflector technology.

Current Deployment Status

Through 1988, the following systems had been
deployed:

* Central Receiver - A 10-MWe federally funded
demonstration system (water/steam) using 1818
glass/metal, computer-controlled heliostats.
Southern California Edison Company operated
this system in Barstow, California, from 1982 to
1988; the system is currently shut down.

* Parabolic Dish - A 3-MW?1t (400-kWe) federally
funded cogeneration system has been in opera-
tion since 1982 in Shenandoah, Georgia. A field
of 114 dish collectors (aluminized reflector film
technology along with some higher reflectivity
silver film) heats a silicone-based fluid to
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provide process heat, air conditioning, and
electric power in a central conversion system.

A 5-MWe privately funded system constructed
at Warner Springs, California, used 700 dishes
(incorporating lightweight stretched acrylic
reflective film facets) to produce steam for a
centrally located turbine-generator. This system
is not in operation at this time.

» Parabolic Trough - Nine privately funded plants,
totaling 354 MWe, are in operation, with an
additional 300 MWe under utility contract
through 1993. Other plants are being negotia-
ted. Located at three sites in the Mojave Desert
in California, these plants are solar thermal/
natural gas hybrids with the natural gas con-
tribution limited to 25% under the regulations
of the Public Utilities Regulatory Policies Act of
1978.

Key Issues

Areas requiring continued federal involvement
or research and development investment include
the following:

* development of improved and lower-cost optical
materials and concepts for concentrators and
receivers

* development and validation of high-efficiency,
reliable 5- to 25-kWe heat engines for dish
applications

» development of lower-cost, higher-efficiency
energy transport and storage

* assessment and

applications

of innovative concepts

» adaptation of conventional balance-of-plant
components to the solar environment

» analysis, design, and testing to verify perfor-
mance and reliability of central receiver molten
salt systems



* evaluations of complete systems at utility user
locations.

4.1.6 Photovoltaics

Photovoltaics, or solar cells, convert sunlight
directly into electricity. A primary advantage of
photovoltaics is that it can be deployed at any scale
(i.e., few economies of scale accrue to larger sizes).
Thus, it can serve loads ranging from watts to mega-
watts. Because size is not a constraint, the tech-
nology is potentially applicable to all electricity-
consuming sectors. Photovoltaic technology can
operate with diffuse sunlight, making it applicable
in many geographical areas. Photovoltaic systems
require few, if any, moving parts and thus require
very little maintenance. Being a nonthermal
energy-producing system, photovoltaic systems
require no water for cooling.

The principal disadvantages of this concept
relate to the high cost of photovoltaics (which can
be reduced through more research and develop-
ment), land requirements for photovoltaic energy-
producing facilities that are somewhat greater than
conventional fossil-generating plants, and the fact
that the power output may not be available on
demand (unless integrated with storage
capabilities).

Many different types of semiconductor materials
have been found to exhibit the photovoltaic effect.
The most prominent material in commercial use
today is crystalline silicon; its manufacture is based
primarily on the same technology used to produce
expensive, high-grade silicon material for computer
chips. Other semiconductor materials, especially
thin films, promise lower materials and manu-
facturing costs, although thin-film technology is
much less developed than crystalline silicon
technology.

Polycrystalline silicon cells are made from a less
pure, and thus less costly, silicon material which is
more readily adaptable to automated production
techniques. Silicon material can also be formed in
sheets or ribbons that, likewise, are more amenable
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to manufacturing automation. Thin-film materials
offer the ultimate in low-materials requirements
and low-cost manufacturing techniques. These
processes involve the deposition of photovoltaic
materials on low-cost substrates (such as glass,
metal, or plastic) and are amenable to large-area
(square meters) automated production. Finally, the
use of concentrators, (i.c., lenses that focus sunlight
on high-efficiency cells) also provides a potentially
low-cost photovoltaic development pathway.

Several candidate thin-film technologies are
currently being explored both by industry and
government researchers. These materials include
amorphous silicon (a-Si), copper indium diselenide
(CulnSe, or CIS) and cadmium telluride (CdTe).
To increase solar conversion efficiencies, photo-
voltaic materials can also be combined or stacked, a
process that results in so-called multijunction cells.

Solar cells are interconnected and encapsulated
into modules. A representative module incorporat-
ing today’s crystalline silicon technology may be
0.372 m® (1 by 4 feet), producing 50 to 55 watts of
power under peak solar conditions (typically
1000 W/m?, 25°C cell temperature).  Average
power output will be somewhat lower because of
daily and seasonal fluctuations in both the availa-
bility of sunlight and in the performance of the
photovoltaic module. Numerous modules are then
combined into large photovoliaic arrays. In the
course of a year in an average U.S. location, a panel
producing 55 watts of power under peak solar con-
ditions would produce about 120 kWh of electricity.

Arrays can be used in either flat-plate or
concentrating configurations. In concentrating
systems, the solar radiation can be focused up to
1,000 times (1,000 suns) on the solar cell. The
benefits of concentrators are that the required
number of solar cells can be reduced, thus poten-
tially allowing a high-cost, high-efficiency solar cell
to be used economically with lower cost concentrat-
ing structures. Potential drawbacks include the
need for 2-axis tracking devices to maintain opti-
mum solar focus and the fact that application of the




configuration is limited to regions such as the U.S.
Southwest, which has minimal cloud cover.

Photovoltaic systems produce direct current
(DC) power rather than the alternating current
(AC) that most electrical equipment uses. Thus,
power conditioning equipment (inverters) must by
employed to convert the power from DC to AC.
Also, for smaller, stand-alone (nongrid-connected)
systems, some type of energy storage mechanism
(typically batteries) may be required to ensure on-
demand power delivery. For residential and other
grid-connected systems, the utility grid can
generally supply back-up power needs.

Finally, bulk power production from photo-
voltaics may be possible for penetrations of up to
10% to 20% of a utility’s total system capacity
without need for dedicated storage facilities. Such
penetrations are possible because photovoltaic out-
put has been shown to provide a good match to
utility peak power loads in several high solar
resource regions. In addition, many utilities already
possess capacity cycling capabilities (Such as
pumped storage hydropower) that can provide for
the intermittent photovoltaics output. With stor-
age, photovoltaic penetration would be limited only
by economic considerations since the solar resource
is large enough to provide much more energy than
is currently used.

Current Deployment Status

As of 1988, some 200 grid-connected photo-
voltaic systems were operating in the United States,
primarily in California, but in other regions as well.
These systems represent about 11.6 MW, ranging in
size from 150 watts to 6.5 MW. Twice as much
capacity exists in tens of thousands of stand-alone,
nongrid-connected applications, such as remote
housing, military communications, navigational
systems, and cathodic protection systems.
Although photovoltaics is still a fledgling industry,
worldwide production more than doubled between
1985 and 1990 to an estimated level of 46.5 MW.
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Key Issues
Areas requiring continued federal involvement
or research and development investment include

the following:

* improving the solar energy conversion efficien-
cies of candidate photovoltaic materials

* developing low-cost photovoltaic manufacturing
techniques

* conducting fundamental materials research

* conducting research on new cell materials and
devices

* reducing costs for balance of system equipment

* improving costs, and

performance

system reliability,

* building utility/user confidence in photovoltaic
systems

» conducting research and development in photo-
voltaics/storage and other hybrid system
configurations

e validating photovoltaic systems for meeting
utility requirements

» validating the performance of megawatt-scale
photovoltaic systems in a utility grid system
to

¢ transferring technology and information

industry.
4.1.7 Biofuels

Biofuels are liquid and gaseous fuels produced
from biomass materials. The biomass used can
range from woody and agricultural materials and
municipal solid waste to microalgae and oilseed
crops. End-use products can be in the form of



alcohol fuels and hydrocarbons (gasoline/diesel) for
transportation or methane for thermal applications
or as a substitute for natural gas.

The principal advantages of this energy
technology are that the resource used is renewable
and widely available, even in arid regions; biofuels
have few toxic effects on land, air, or water; waste
materials can be converted into useful products; the
end-product fuel can be easily integrated into exist-
ing fuel distribution networks and end-use systems;
and biofuels production systems are modular, offer-
ing localized economic benefits and requiring little
modification of existing infrastructures. Alcohol
fuels are clean-burning and reduce the level of
carbon monoxide and ozone produced in emissions
from transportation vehicles. In addition, these
alcohols can be converted to ethyl tertiary butyl
ether (ETBE) and methyl tertiary butyl ether
(MTBE), two high-octane blending stocks, totally
compatible with the present vehicular mix. Com-
bustion of biomass-derived fuels emits no net car-
bon dioxide to the atmosphere. Disadvantages
include the lower energy density of biomass
resources, which effectively limits the economically
transportable range of the raw materials, and the
poterntial for competition among traditional
resource users.

Types of Biofuels

The major types of biofuels of concern here are
ethanol, methanol, synthetic hydrocarbon fuels, and
biomass-derived methane.

Ethanol. Ethanol can be produced from sugar,
starch, or cellulosic feedstocks (wood, energy crops,
and municipal and other wastes). Ethanol can be
blended with gasoline or, with engine and system
adjustments, used interchangeably with conven-
tional gasoline. At present, the primary pathway in
the United States for converting biomass to alcohol
fuels is the fermentation of corn to ethanol. The
largest potential, however, exists with the use of
more abundant cellulosic biomass materials, which
can reduce feedstock costs by 50% or more, com-
pared with corn.
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In the biochemical conversion of cellulosic
materials into ethanol, the biomass is separated
into cellulose, hemicellulose, and ligninin a
pretreatment step. The cellulose can, with some
difficulty, be hydrolyzed to sugars, primarily
glucose, which are then easily fermented to produce
ethanol. The hemicellulose portion can be more
readily converted to sugars, primarily xylose, but
the xylose is more difficult to ferment to ethanol.
Finally, the lignin, although it cannot be fermented,
can be thermochemically converted to a high-
octane liquid fuel or can be used directly as a
combustion fuel to provide process energy.

Acid hydrolysis, which can be used to convert
the cellulose fraction to glucose, is a well-
understood process. However, process yields to
date have been disappointing. The major research
and development requirement is to improve
process configurations to increase sugar yields,
reduce sugar degradation, and improve acid
recovery.

Enzymatic hydrolysis is highly selective and does
not degrade product sugars. Its promise is the
achievement of high yields under mild conditions.
Enzymes are also biodegradable and environ-
mentally benign. Over the years, several enzy-
matically catalyzed processes have been studied at
the laboratory scale. The most promising process is
simultaneous saccharification and fermentation,
which combine hydrolysis and ethanol production
in a single step.

Enzymatic hydrolysis will benefit from current
advances in biotechnology. Development of better
enzyme preparation and process designs will
increase the yield and concentration of ethanol.
Pretreatments of cellulose feedstock must be
improved so that a higher fraction of the sugars can
be released more rapidly. Finally, the process of
xylose utilization must also be improved. Research
will focus on genetically modifying bacteria to pro-
duce the key enzyme for xylose fermentation more
rapidly and on integrating the enzymatic and fer-
mentation steps into a single continuous process.




Current research is providing an understanding
of the effects of various pretreatment and extrac-
tion techniques on the structure and potential uses
of the lignin fraction. To successfully convert the
lignin portion of feedstock to fuels, better catalysts
must be developed to increase the yield of the
desired liquids and decrease undesirable by-
products. At the same time, low lignin feedstocks
are being developed that promise to reduce the
overall cost of ethanol production. Lignin may
then be better utilized in process heat applications.

Methanol. Methanol from biomass is made by
first gasifying the feedstock to form a syngas.
Syngas is a mixture of carbon monoxide, hydrogen,
carbon dioxide, higher hydrocarbons, and tar. The
syngas is then cleaned and conditioned before being
converted over commercial catalysts to form
methanol. Research and development to date has
developed several medium-Btu gasifiers capable of
producing a syngas.

Several issues relating to producing methanol
from biomass remain. The issues of reliability and
scalability of the gasifiers for producing the raw
syngas and the cleaning and conditioning of the raw
syngas from the biomass gasifier all have yet to be
addressed. Techniques exist to remove particulates,
manage tar formation, compress the syngas, adjust
the carbon-monoxide-to-hydrogen ratio, and re-
move acid gas. However, research is necessary to
adapt these techniques to syngas from biomass and
to define system parameters. This research would
initially be conducted in the laboratory with sub-
sequent confirmation at a larger scale. After a
clean syngas is produced, it is passed directly into a
catalytic reactor to produce methanol. Little
additional research is required on methanol
catalysts.

Synthetic Hydrocarbon Fuels (Gasoline, Diesel,
Jet Fuel). The basic approach used in biomass-to-
hydrocarbon conversion is to pyrolyze biomass to
form an intermediate biocrude product that is then
catalytically converted to gasoline. Past research
and development efforts have demonstrated that
intermediate biocrude products can be made
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rapidly with high yields in special reactors. This fast
pyrolysis process has been demonstrated with three
different reactor designs.

There are two potential routes for upgrading the
biocrude product: 1) hydrogenation at high pres-
sures, and 2) zeolite cracking at low pressures. The
hydrogenation process reacts hydrogen catalytically
with the biocrude oil to produce hydrocarbons
(mostly 77-octane gasoline), carbon dioxide, and
water. In the zeolite cracking process, the biocrude
oil vapors pass directly from the pyrolysis step to
the zeolite upgrading step without being cooled or
condensed. These vapors are catalytically cracked
and reformed to hydrocarbons with the oxygen re-
moved as water, carbon monoxide, and carbon
dioxide.

Major issues to be resolved in converting bio-
mass to gasoline include scaling up the biocrude
production processes and increasing gasoline yield
and quality. In addition, the upgrading processes
must be integrated with the necessary gaseous re-
covery and recycle steps and these integrated
process units must, in turn, be scaled up.

Certain aquatic and terrestrial plants produce
oils that can be extracted and upgraded to produce
diesel fuel. The primary processing requirement is
to isolate the hydrocarbon portion of the carbon
chain that closely matches diesel fuel and to modify
its combustion characteristics by chemical
processing.

Biomass-Derived Methane. Biogas, a mixture of
methane and carbon dioxide, is produced from the
biological, anaerobic digestion of biomass materi-
als, a natural process in which complex organic
compounds are decomposed by microorganisms.
The methane and carbon dioxide are easily separa-
ted using conventional technology. Methane is
naturally generated in landfills by the anaerobic
digestion of municipal solid waste. Many facilities
exist today in the United States for tapping the
landfill gas resource. The anaerobic digestion of
municipal solid waste can also be performed in
dedicated facilities. Although no such facilities



currently exist in the United States, it is estimated
that this process can be competitive today at mu-
nicipal solid waste tipping fees above $50 per ton.

Biofuels Summary. Based on the large and
diverse biomass resource base, the energy potential
of biofuels is enormous, perhaps enough to supply
all transportation fuel requirements. Furthermore,
the development of specific dedicated energy crops
could significantly increase this already substantial
potential. However, in order to economically tap
this large potential, which consists primarily of
cellulosic materials, much process research remains
to be done.

Current Deployment Status

Ethanol and biogas are being produced today in
commercial quantities. In 1988, about 850 million
gallons (0.07 quads) of ethanol were produced
domestically, primarily from corn, for blending into
gasoline. Eight percent of all gasoline produced in
the United States today is ethanol blended. At a
10% blend, ethanol thus represents 0.8% of the
motor vehicle fuel market. Because the production
of ethanol is heavily subsidized, the current market
penetration of ethanol-blended gasoline is probably
higher than would be the case without the subsidies.
Biogas systems, including those using landfill,
sewage, and farm-generated gases, have been
installed in many locations and provide an
estimated 0.013 quads of energy supply in total.

Key Issues

Areas requiring continued federal involvement
or research and development investment include
the following:

*+ laboratory and bench-scale research on
enzymatic hydrolysis and xylose utilization

» operation of integrated process and engineering
scale unit for converting lignocellulosic biomass
to ethanol

» development of biomass-to-methanol tech-
nology including improvement of gas cleaning/
conditioning systems, resolution of scalability/
reliability issues, and integration of biomass
production/conversion systems

¢ development of biomass-to-hydrocarbon tech-
nology including testing the fast pyrolysis
process, developing improved conversion cat-
alysts, and improving the yield and quality of the
hydrocarbon product

* genetic engineering work in support of
improved oil yields from microalgae and oil-
seeds and the development of improved species
for dedicated energy crop production

+ research to improve production of dedicated
biomass feedstocks for energy production

» advance technology for harvesting, recovery, and
separation of biomass as an energy feedstock

 work in support of municipal solid waste con-
version and to foster industry adoption of
technology to convert municipal solid waste to
biogas.

4.1.8 Solar Heat

Solar heat technology uses radiant energy from
sunlight to produce thermal energy that is used in
direct heating applications. These applications can
range from relatively low-temperature domestic
pool and water heating, space heating, and des-
iccant cooling applications to high-temperature
industrial applications that might use highly con-
centrated solar flux and high temperatures to de-
stroy toxic wastes.

The principal advantages of solar heating
systems pertain to their use of a secure, domestic
energy resource, their relatively low environmental
impact, and their relative modularity and short con-
struction lead times. However, high-intensity solar
radiation with minimal cloud cover is required for
the use of concentrator systems, a constraint that



may limit many such applications to the south-
western region of the United States.

A typical active solar heating system will employ
two or more of the following components: 1) the
collectors, which will be either flat-plate or con-
centrating depending on temperature requirements;
2)a receiver, for concentrating thermal appli-
cations, which converts the energy to heat in a
working fluid; 3) piping to transport the heated
fluid; and 4) a conversion device, which converts
the heat to useful energy. High flux solar reactors
directly convert solar energy into concentrated
photon energy.

Flat-plate thermal collectors are simple solar-
energy-absorbing devices, either in sheets or boxes,
through which a heating fluid, generally water, is
circulated and then piped off for use elsewhere.
This type of collector is characteristic of water
heating for swimming pools or water/space heating
for households and commercial establishments.
The collected heat is then stored in a tank or other
device until needed. Domestic solar heating sys-
tems generally supply 30% to 70% of the average
heating load and, thus, are supplemented with con-
ventionally fueled backup systems.

Some active solar heating systems installed in
the late 1970s and early 1980s suffered from hastily
developed designs, unreliable controllers and sen-
sors, and poor installation. Since that time, system
reliability has improved steadily. Further improve-
ments could be realized through additional research
and development in the area of hardware design
and system controls, including lower cost collectors,
freeze protection, sensor reliability, tank strati-
fication, and low-flow sizing.

Similar progress has been made in developing
building designs and materials that provide direct
control over solar gains through building apertures
that supply direct heating and lighting benefits
without adding to the building cooling load.

Active domestic solar heating systems expe-
rienced rapid penetration in the late 1970s and
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early 1980s because of rising energy prices and
government tax credits. With lower energy prices
and the expiration of solar tax credits, the rate of
installations has declined dramatically. Still, in
selected markets, solar water heating systems
remain economical on a life-cycle cost basis. How-
ever, current technologies have yet to achieve more
widespread competitiveness or approach their tech-
nical potential in terms of efficiencies or energy
contributions. Analyses have indicated that innova-
tive concepts incorporating new materials and sys-
tem designs could yield competitive solar tech-
nologies that, when incorporated with passive solar
techniques, meet up to 80% of a building’s heating
and cooling requirements in many regions of the
United States.

The combination of solar cooling with solar
heating can provide year-round use of collected
solar heat and thereby significantly increase the
cost-effectiveness and energy contribution of solar
installations. Currently, solar desiccant and solar-
driven absorption systems are the active cooling
technology options that appear to have the greatest
potential.

Solar desiccant systems use a desiccant or drying
agent to adsorb water vapor in recirculated or ven-
tilation air to reduce humidity levels. The warm dry
air is subsequently cooled evaporatively to the
required temperature. The solar heat from the col-
lectors is used to dry or regenerate the desiccant so
it can regain its moisture-trapping or sorption

capacity.

A solar absorption system uses the thermal
energy from the solar collector to separate a binary
mixture of an absorbent and a refrigerant fluid.
The refrigerant is condensed, throttled, and evap-
orated to yield a cooling effect, after which it is
reabsorbed to continue the cycle.

Prototypical solar cooling systems have
demonstrated the ability to meet 40% or more of a
building’s cooling requirements. However, their
performance-to-cost ratio must be increased by a
factor of 3 before these systems can be economically



competitive with conventional electrically driven air
conditioning systems in most applications. Achiev-
ing competitiveness will require improvements in
system performance, including reductions in auxil-
iary energy requirements and in system costs.

Solar systems can also be employed for
industrial process heating. These systems generally
use parabolic trough concentrators (see Sec-
tion 4.1.5) producing heat as high as 750°F a
temperature that encompasses the range of many
industrial process heat applications.

The future penetration rate of solar industrial
process heating systems is hard to predict. Al-
though the technology base for solar process heat
applications is largely developed and the ability to
integrate solar augmentation into existing process
heat plants has been demonstrated, these systems
are not economically competitive with today’s lower
fuels prices.

High concentration solar systems can use a
focused beam of concentrated solar energy and the
resulting high temperatures for such high-value
applications as the destruction of hazardous chemi-
cals, the production of fuels and chemicals, and the
development of special materials properties. For
instance, a solar detoxification reactor, placed at
the focus of a solar beam, was able to produce
dioxin destruction efficiencies of greater than
99.9999%, a level that would meet or exceed cur-
rent EPA requirements. This high destruction effi-
ciency is the result of two complementary effects:
1) the photolytic effect from the ultraviolet and
visible portions of the solar spectrum and 2) the
thermal effect from the infrared portion of the
spectrum. Tests indicate that the combination of
these effects leads to a more complete destruction
of dioxin at lower temperatures than can be
obtained through conventional incineration proc-
esses. Thus, the potential exists to displace
conventional energy sources in toxic waste in-
cineration, while at the same time introducing a
more efficient incineration process.
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Additional advantages of solar-based waste
destruction include reduction of incomplete com-
bustion products; the ability to incinerate in a
nonoxidizing environment under better control of
thermal input conditions; and the potential for
onsite destruction, which could eliminate the need
to accumulate and transport hazardous wastes to
disposal sites. These applications of high solar-flux
technology have only recently received serious
attention. Even without high temperatures, con-
centrated solar flux has the ability to detoxify
hazardous chemicals in water, a process resulting in
complete decomposition of some classes of chemi-
cals. This approach uses the high-energy photons
in the ultraviolet portion of the solar spectrum.

Current Deployment Status

More than one million active solar heating
systems have been installed in the United States,
primarily for low-temperature residential applica-
tions. Another 250,000 homes and buildings are
estimated to incorporate passive solar designs and
materials. Combined, these installations provide an
estimated 0.05 quads of primary energy displace-
ment annually. Few solar industrial process heating
systems have been installed to date. Finally, direct
conversion, high solar-flux systems applications are
now under development and, thus, are not yet
commercialized.

Key Issues

Areas requiring continued federal involvement
or research and development investment include
the following:

» generic, standardized systems work focused on
identifying system design, test, and operating
procedures to achieve high-performance, high-
reliability systems

» systems effectiveness work to identify reliability
issues and validate reliability trends of systems
in the field



¢ analysis, advanced materials development, per-
formance measurements, and design tool devel-
opment aimed at developing and implementing
building aperture thermal control technologies
for integrated heating, cooling, and lighting
loads

* work on advanced systems and concepts includ-
ing solar desiccant and absorption cooling
systems

» demonstration of the long-term reliability of
solar industrial process heating systems

* research on materials, processes, and com-
ponents related to the generation of concen-
trated solar energy for the destruction of
hazardous wastes

* research to apply the unique attributes of
concentrated solar thermal flux to fuel and
chemical production and materials processing.

4.2 POTENTIAL FOR REDUCING EMISSIONS
FROM GREENHOUSE GASES

Most renewable energy technologies in opera-
tion produce no greenhouse gas emissions and,
thus, are capable of displacing fossil fuel
combustion emissions on a Btu-for-Btu or kWh-
for-kWh basis. These renewable energy technol-
ogies include hydropower, wind, photovoltaics, and
the solar thermal applications. In addition, solar
desiccant cooling systems can displace the use of
chlorofluorocarbons in cooling applications in
buildings. The moisture adsorption performed by
the desiccant system reduces the effective cooling
load, thus allowing a downsizing of the refrigerant
cycle where chlorofluorocarbons are currently used.
Solar thermal/fossil fuel hybrid systems would emit
greenhouse gases in direct proportion to the
amount of fossil fuel used. However, these emis-
sions would still be only some fraction of those
from a dedicated fossil-burning plant.
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Carbon dioxide is a common constituent of
geothermal fluids. If the energy utilization process
allows the fluids to depressurize, most of the carbon
dioxide will be released to the atmosphere. The
amount of carbon dioxide in geothermal fluids
varies greatly from site to site and from well to well
within a given field. Typical values range from
100 ppm to 8,000 ppm in liquid brine, and about
500 ppm to 40,000 ppm in dry or flashed steam.
Steam electric geothermal power plants (dry steam
or flash steam) depressurize the fluids and, thus,
emit some carbon dioxide. Binary-cycle power
plants keep the geothermal fluid pressurized
sufficiently so that no carbon dioxide or other gases
are released to the atmosphere.

Measurements from five dry steam plants at The
Geysers in California indicate carbon dioxide
emissions ranging from 40 to 76 Ibs/MWh or only
2% t0 4% of those from a typical western coal
plant. Measurements from two commercial double-
flash ‘plants in the Imperial Valley of California
indicate emissions of from 2 to 1251bs/MWh or
0.1% to 6% of those from a typical western coal
plant. Thus, geothermal development (based on
either dry steam or flash-steam technology), on
average, could displace more that 90% of the
carbon dioxide emissions from equivalent coal-
generating capacity. At most locations, the
geothermal-related carbon dioxide could be
contained and reinjected at modest additional
expense. Development based on the binary- cycle
technology could displace 100% of equivalent
fossil-fuel-related carbon dioxide emissions at no
additional cost.

The combustion of biomass produces about 90%
as much carbon dioxide per Btu as coal combustion.
To the extent that all living matter eventually
decays to carbon dioxide and methane, the use of
biomass for energy not only produces emissions
that would occur naturally, but it also displaces
carbon dioxide and methane that would be released
by the combustion of fossil fuels. Dedicated bio-
mass combustion systems might also result in an



overall reduction of methane and nitrous oxide
emissions that would occur naturally from decay or
uncontrolled fire situations.

The use of biomass-derived alcohol fuels can
also potentially reduce greenhouse-gas precursors.
For example, methanol blends (in the form of
MTBE) of 11% have been observed to reduce car-
bon monoxide and NO, emissions from current
gasoline-based automobile fleet averages. Ethanol
blends of 10%, as commercially practiced today,
also reduce both carbon monoxide and NO,
emissions.

All plants have the ability to absorb and, thus,
reduce atmospheric levels of carbon dioxide. When
a tree is used for energy, the carbon dioxide stored
in the tree is released into the atmosphere, tempo-
rarily increasing carbon dioxide levels. However, a
new tree planted to replace the one used will absorb
carbon dioxide in amounts roughly equal to the car-
bon dioxide emitted from the original tree. As a
result, biomass energy systems could be developed
in which the net change in carbon dioxide levels
over time is zero as long as trees used for energy are
continuously replaced.

When conventionally grown biomass is replaced
by fast-growing species in dedicated energy farms,
additional carbon is captured from the atmosphere.
Fast-growing species have crop rotations of 6 to 8
years and-more than ten times the productivity of
natural species. When fast-growing trees are har-
vested, up to 33% of the carbon remains in the
living root mass as long as the root mass remains
unexposed.

4.3 BARRIERS TO INCREASED USE OF
RENEWABLE ENERGY TECHNOLOGIES

The barriers to increased use of renewable
energy technologies as strategies for reducing
greenhouse gases emissions fall into four general
categories: 1) technical, 2) institutional, 3) market,
and 4) public acceptance. A discussion of these
factors is presented below.
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4.3.1 Technical Barriers

Renewable energy technologies are in various
stages of development. Many renewable energy
technologies, such as hydropower, biomass
combustion, and specific geothermal and solar
heating technologies, are already well-established
technologically and have successfully penetrated
energy markets. Others, such as wind, photo-
voltaics, and solar thermal electric have attained a
small degree of market penetration, but have yet to
prove long-term economic application. Finally,
some renewable energy technologies, such as bio-
fuels production from cellulose and those needed to
access unconventional geothermal resources, are
still under development. In most cases, a greater
and sustained research, development, and demon-
stration effort is required both to prove new con-
cepts and to improve upon the performance, effi-
ciencies, and reliability of existing concepts in order
to bring competitive technologies to the market-
place. A more intensive research, development,
and demonstration effort would accelerate the
timing of cost competitiveness, and thus deploy-
ment, for all renewable energy technologies. As a
result, these technologies could make a greater
near-term contribution to reducing energy-related
greenhouse gas emissions.

One potential technical limitation on some
electricity-generating renewable energy tech-
nologies, such as wind, solar thermal electric, and
photovoltaics, is the ability of a utility grid to accept
large penetrations of intermittent generation. At
greater penetrations, a greater system response
capability must be developed to regulate generation
fluctuations much the same as utilities now respond
to load fluctuations. Those grids with a large pre-
existing base of such plants may be able to incor-
porate a large proportion of intermittent supply.
For instance, the Pacific Northwest, with ample
hydropower capacity, could conceivably incorporate
a large fraction of intermittent technologies.
Otherwise, additional costs may eventually be
incurred in coupling these intermittent tech-
nologies to storage or dispatchable technologies
either at the plant site or on a system-wide basis.



This is an important technical issue for achieving
the longer-term potential of intermittent renewable
energy technologies, and one that has yet to be
resolved.

4.3.2 Institutional Barriers

Important institutional barriers keep renewable
energy from realizing its full market potential. For
instance, hydropower is a mature technology that
thus far has captured only one-half of its estimated
resource potential. The primary institutional bar-
riers to increased hydropower development are its
environmental impacts and a complex licensing
process.

The Electric Consumers Protection Act (ECPA)
of 1986 requires FERC to give equal consideration
to nondevelopmental values, such as the environ-
ment, safety, and efficiency, when evaluating both
new developments and relicensing existing hydro-
power facilities. The licensing process now requires
the examination of dissolved oxygen, instream flow,
and other cumulative impacts of hydropower devel-
opment. New dam safety criteria require that exist-
ing dam structures be upgraded as part of any
refurbishment or development. While these insti-
tutional concerns may be well-founded, the com-
bined impact of the new requirements, without the
concurrent development of valid and standard
methodologies for assessing and mitigating these
impacts, will be to slow hydropower development.

Increased use of the municipal solid waste
resource is also constrained by institutional factors.
Communities must be willing to make financial and
organizational commitments to resource recovery
plants; to incorporating and coordinating refuse
collection, processing, disposal; and to the market-
ing of process products, including recyclables and
energy.

Environmental issues can be an important
stimulus for deployment of many renewable energy
technologies.  Although the use of renewable
energy is generally viewed as being less environ-
mentally harmful than the use of conventional
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energy supply, concerns still arise regarding impacts
on land and water use and other environmental
issues. On the other hand, until awareness of the
total fuel-cycle costs of conventional energy supply
is improved and these costs are internalized in
energy supply decision making, the relatively
smaller impacts of renewable energy will not be
fully valued.

This last point speaks to the entire regulatory
process as a potential obstacle to increased develop-
ment of renewable energy technologies; to the
extent that they perceive renewable energy
technologies to be immature or exotic technologies
that are costly and unreliable, public regulators may
not adequately incorporate renewables into the
decision-making process. Building greater aware-
ness of the value of renewable energy technologies
as energy options is necessary at all levels of
decision making.

Finally, infrastructural issues will also play an
important role in realizing the large potential of
several renewable energy technologies. For
example, longer-term penetration of alcohol fuels
in transportation, above the 10% ethanol blends
used at present, will require the production of
vehicles that are fuel flexible and/or compatible
with alcohol fuel. The market penetration of cost-
effective solar heating and cooling technologies will
depend largely on the willingness of the construc-
tion industry to incorporate these technologies into
new buildings.

4.3.3 Market Barriers

The primary market barrier to greater
development of renewable energy technologies
pertains to the greater perceived risk of these
technologies. As risk increases, so do required
rates of return. To the extent that these tech-
nologies are reliably demonstrated, this barrier can
be reduced.

Another aspect of this investment risk deals with
the higher front-end costs of many renewable
energy technologies. Because these technologies



tend to be capital-intensive, investors must trade off
the higher initial investment against longer-term
savings in operation costs. In the electric utility
sector, the prospect of prudency reviews of utility
investments adds to the risk element in large capital
outlays. With most fossil-fuel plant investments,
the investor trades off lower capital costs against
the risk of future fuel price escalation. In both
cases, there is uncertainty that must be balanced in
the decision-making process.

Finally, the matching of renewable energy
supplies with markets presents a potential barrier
to deployment. Given the remoteness of many re-
newable energy resources, important limitations
may be imposed by the need and additional costs
involved with transporting or transmitting the
energy to the large load centers.

4.3.4 Public Acceptance Barriers

Public acceptance of energy-producing facilities
of any type is a limiting factor on potential deploy-
ment. Public opposition is greatest to those energy
projects that directly impact human values. Some
renewable energy examples include hydropower
development that threatens wilderness and recre-
ational values and resource recovery plants that by
necessity must be located in proximity to the
populace. Aesthetics may be an important con-
sideration for wind and some solar applications
where large expanses of turbines and collectors are
required to capture the diffuse resource. Public
acceptance will also be critical to the success of
alcohol fuels in penetrating the transportation fuels
market.

4.4 OTHER IMPACTS FROM USE OF
RENEWABLE ENERGY TECHNOLOGIES

Aside from the mitigation of greenhouse gases,
important benefits accrue to the use of renewable
energy sources. Environmentally, renewable energy
sources are relatively benign on a total fuel-cycle
basis when compared with conventional energy
production and use.
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The primary environmental impact of renewable
energy sources is on land use. For instance, large
areas of land will be required for dedicated biomass
energy crops. However, both short rotation wood
and perennial energy crops require less intensive
management (fertilizer, herbicide, and insecticide
applications) than do normal agricultural crops.
Energy crops also stabilize eroded lands. In
addition, the low sulfur and nitrogen contents of
these feedstocks, along with their ability to recycle
carbon dioxide, make them preferable to the use of
coal or crude oil.

Large areas of land will also be required for
greater deployment of wind and solar electric tech-
nologies. However, land used for wind farms can
still be used for agriculture or grazing land. And
very substantial areas of unused land, particularly in
the Southwest, are available for the deployment of
solar electric systems. In the case of buildings, solar
energy technologies can be integrated directly into
construction and, thus, have no land use impact.
Finally, because the modularity of many solar tech-
nologies offers enormous flexibility in siting, many
adverse impacts can be mitigated.

Although new hydropower facilities can have
important environmental impacts on land use,
systems are being increasingly deployed in a run-of-
river mode, which provides an alternative to
impoundments.

Renewable energy technologies are generally
cleaner than conventional fuels in end-use appli-
cations. For instance, because of their high oxygen
content, biomass-derived alcohol fuels and blends
are clean-burning fuels, reducing carbon monoxide
and NO, emissions from vehicles. The higher
octane of alcohol fuels also provides for better
engine performance. Also, the use of biomass
waste materials as process feedstocks can reduce
waste disposal requirements.

Solar buildings technologies provide energy with
no emissions, thus avoiding the deleterious local-
ized impacts of fuel combustion. Because they are
nonpolluting and modular, solar electric



technologies such as photovoltaics can be deployed
closer to or even within population -centers,
displacing locally polluting fossil plants and
increasing the efficiency of electricity transmission
and distribution.

Energy security benefits accrue to the use of
domestic renewable energy sources. QOil imports
can be directly displaced by alternate transportation
fuels derived from biomass feedstocks. And the
diversity in energy sources offered by renewable
energy technologies broadens the national energy
portfolio and reduces societal risk imposed by
reliance on conventional energy sources.

Finally, national and local economic benefits
derive from the development and use of renewable
energy resources and technologies. On the national
scale, reductions in oil imports yield an improved
balance of payments and a stronger and less vulner-
able domestic economy. A technological lead in the
development of renewable energy technologies also
results in important advantages for U.S. industrial
competitiveness and, thus, in export markets. At
the local level, deployment of renewable energy
technologies can stimulate economic development,
reduce the outflow of locally generated capital to
pay for energy imports, and yield greater control
over local and regional energy developments.
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5.0 ENERGY STORAGE, TRANSMISSION,
AND DISTRIBUTION TECHNOLOGY

Energy storage technologies can play a key role in
many applications because of their ability to decouple
energy supply from energy demand. For example,
large secondary (electrically rechargeable) batteries
make electric utility system load-leveling possible.
Without energy storage, load following is either im-
practical (for nuclear power plants) or impossible (for
stand-alone wind or solar power generation). Energy
storage systems enable greater efficiency and flexibil-
ity in electric utility systems. They can 1) improve
efficiency by allowing full-load operation during low-
load conditions, 2) improve the economics of inter-
mittent renewable energy technologies, and 3) pro-
vide peak power at competitive cost without requiring
new generating capacity. If energy storage systems
based on renewable energy resources or other nonfos-
sil resources are used instead of gas turbines to meet
peak demands, the net result is a decrease in green-
house gas emissions.

Storageisalso beneficial for customer-side-of-the-
meter (CSOM) applications when the customer’s
load profile contains intermittent peaks. The battery
system is installed in the customer’s facility and is
controlled by the customer. It is charged during the
customer’s off-peak periods and discharged during
the customer’s peak demand periods. The purpose of
the system is to reduce the customer’s monthly elec-
trical demand charge by reducing the maximum
power load the utility supplies during the customer’s
peak demand periods.

Energy storage has many potential applications
because of the various energy sources and energy end
uses that exist. Energy storage technologies can be
categorized into five major groups: electrochemical,
thermal, mechanical, chemical, and magnetic. Energy
storage systems are attractive because they are com-
patible with a wide range of energy conversion
processes.

Storage systems do not directly emit greenhouse
gases to the atmosphere, although they can be part of
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energy conversion processes that do have such re-
leases. Fortunately, storage technologies also offer
advantages for many advanced energy conversion and
energy-use systems that have low or no emissions,
particularly renewable resources. In general, the po-
tential to reduce emissions by decreasing peak-load
fossil fuel combustion (via gas turbines) results when
storage technologies (using renewable resources or
other nonfossil energy resources) reduce the need for
additional energy conversion to meet peak-load
demands.

Energytransmissionanddistributiontechnologies
range from electrical grids that transmit electricity
from electric power plants to various end users; to
pipelines that transport liquid and gaseous fuels from
wellfields or process facilities to end users; to trains
that haul coal and other solid fuels from mines,
forests, or fields to end users. Some of these trans-
mission and distribution technologies emit negligible
amounts of greenhouse gas, while others do not. In
all cases, increasing the efficiency of energy transmis-
sion and distribution will lead to reduced emissions
from lower energy generation or production
requirements.

This chapter is divided into two main sections. In
Section 5.1, the five basic categories of energy storage
technologies are discussed. In Section 5.2, the energy
transmission and distribution technologies are dis-
cussed. For each technology, the discussion includes
a description of the technology, probable applica-
tions, performance and cost characteristics, typical
greenhouse gas emissions, and potential reductionsin
those emissions.

5.1 ENERGY STORAGE TECHNOLOGIES

This section describes the five basic categories of
energy storage technologies: electrochemical, ther-
mal, mechanical, chemical, and magnetic.



5.1.1 Electrochemical Energy Storage

Since their discovery a century ago, batteries have
been used to store electrical energy and deliver it on
demand. Today, all our automobiles use a lead-acid
battery to provide electrical power to the vehicle.
Various types of batteries are also used in applica-
tions ranging from toys to lap-top computers. These
energy storage devices are also used in many defense
applications.

Batteries are efficient devices for storing electrical
energy. Judiciously used, these storage devices can
have major impacts on the nation’s energy policies by
providing realistic options for fuel flexibility and by
helping to mitigate many of our air-quality problems.
Commercially available batteries do not have the re-
quired performance and cost characteristics for appli-
cations in the utility and transportation markets.
Consequently, an aggressive worldwide effortis under
way to develop advanced batteries for these applica-
tions. DOE is a key player in this overall effort. This
section discusses the status of the technology, the po-
tential applications, the performance and life-cycle
costs, and the potential impact of this technology in
improving air quality and reducing greenhouse gas
emissions.

Description of Electrochemical Energy Storage

During the charging process in a battery, electrical
energy promotes an electrochemical reaction that
produces two chemicals, one at the anode and one at
the cathode. The electrical energy is stored in the
form of these chemicals. When electric power is re-
quired, the battery is discharged and the reverse
electrochemical reaction occurs; namely, the two
chemicals revert to their earlier state and release the
stored energy directly as electricity. The energy
storage efficiency of an electrically rechargeable
battery is generally high, ranging from 65% to 85%,
depending on the type of battery.

Many different types of batteries are being de-
veloped for a wide variety of applications. In arecent
DOE-sponsored study, battery developers proposed
some 40 electrochemical couples (combinations) as
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potential battery systems for electric vehicle applica-
tions alone. Some of these advanced batteries are ap-
proachingcommercial-scaledemonstration; whereas,
others are still in the laboratory research phase.

Well-developed advanced batteries that are being
considered for large-scale utility and transportation
applications are classified into two major groups:
1) batteries that operate at or around ambient tem-
perature, and 2) batteries that operate at elevated
temperatures of 200°C (390°F) or higher.

Ambient-Temperature Batteries. The ambient-
temperature batteries commonly use aqueous
electrolytes. Many of these batteries are currently in
commercial use. Development efforts are directed to-
ward meeting the stringent performance and cost re-
quirements of the utility and transportation markets.
Some of the promising systems are described below.

Lead-Acid Battery. The lead-acid battery is a
mature technology that is widely used commercially.
Since its discovery a century ago, it has been continu-
ously improved. Recently, the improvements have
focused on meeting the requirements of the utility
and transportation markets. The lead-acid battery is
probably the battery nearest to commercialization for
these markets. The energy-efficiency of this batteryis
high, typically about 85%.

The lead-acid battery has been extensively tested
as the power source in electric vehicles. It can deliver
40 Wh/kg of battery weight (called specific energy)
and a peak power of 80 W/kg. This translates into a
60-mile range with acceleration from O to 30 mph in
30 seconds for a typical delivery van application.
Recently, through a combination of innovative vehi-
cle design and improved lead-acid batteries, General
Motors produced a prototype electricvehicle (named
Impact) that has a 100-mile range and can accelerate
from 0 to 60 mph in less than 10 seconds. Fleet vans
powered by lead-acid batteries are expected to be
commercially available in the United States within
the next few years.

Lead-acid batteries arealsobeingdemonstrated as
an electric utility load-leveling technology at the



Chino facility of Southern California Edison. Their
10-MW, 40-MWh unit is one of the world’s largest
battery storage demonstration units. The unit has
been in operation for about 3 years and has per-
formed extremely well. The Chino battery is a low-
maintenance vented design, to which water must be
added regularly. The capital and operation and main-
tenance (O&M) costs for lead-acid battery storage
are still too high for regular utility applications; how-
ever, the valuable operating experience obtained in
this demonstration is allowing developers to pursue
improvements toreduce both capital and O&M costs.
To date, five large, lead-acid battery demonstration
projects are ongoing worldwide, and commercial
lead-acid battery installations in the utility sector are
very likely to be a reality in the near future.

Nickel/Iron Battery. The nickel/iron battery is a
commercially available, reliable battery with higher
specific energy and power than the lead-acid battery.
However, because of the inherent inefficiencies in
electrochemical energy conversion, the nickel/iron
battery’s energy efficiency is only 60%. Therefore, it
is not suitable for utility load-leveling applications
but may be an attractive candidate for electric vehicle
markets. Nickel/iron batteries designed for electric
vehicle applications have demonstrated 55 Wh/kgand
peak power of 120 W/kg, which translates to a range
of approximately 100 miles for an electric van. DOE
is supporting the development of this battery for
transportation applications. The effort is focused on
reducing the inherently high cost of the battery with-
out sacrificing its ruggedness and performance.

Nickel/Zinc Battery. The nickel/zinc battery has
demonstrated a specific energy of 80 Wh/kg and a
specific power of 200 W/kg, with an energy efficiency
of approximately 70%. These attractive characteris-
tics prompted General Motors to seriously consider
this battery for passenger electric vehicle applica-
tions. Unfortunately, it also has a short cycle life of
only about 200 cycles primarily because the zinc elec-
trode experiences rapid deformation during a series
of charge-discharge cycles. Sustained research has
not been able to overcome this technical hurdle.
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Therecent advances using zinc-calcium electrodes
and modified electrolytes offer promise for longer
lifetimes for this battery system. However, the ad-
vanced technologies have not yet been demonstrated
in modules or full-size batteries. If the cycle life can
be extended to over 500 cycles, this battery will again
emerge as an attractive candidate for electric vehicle
applications.

Metal/Air Batteries. Iron/air, zinc/air, and
aluminum/air batteries have beenconsidered for elec-
tric vehicle applications because of their high energy
density. The energy efficiency has been low (approxi-
mately 60% for zinc/air and iron/air) primarily
because of the pronounced irreversibility of the air
electrode. The aluminum/air battery is a primary bat-
tery that is recharged by adding fresh aluminum
anodes. Its energy efficiency is only 30%, reflecting
the very poor efficiency of the electrolytic aluminum
production process.

The development efforts for these technologies
are in a relatively early stage and are focusing on in-
novative cell design and on improving the perform-
ance of the air electrode. The iron/air battery is the
mostdeveloped within this group,and fabricationand
testing of modules are just beginning. Another 5 to
10 years of aggressive research and development is re-
quired before any of these systems will be ready for
prototype testing.

Flow Batteries. Each of these batteries has a circu-
lating aqueous electrolyte. Although electrolyte cir-
culation is necessary to separate the products of the
charging reaction and to improve the battery’s per-
formance, it does increase the complexity of the sys-
tem. The primary advantage of these batterics is their
low cost, even though their energy efficiency is lower
than other battery systems (approximately 65% 1o
75%;).

The two most well-known flow batteries are the
zinc/chlorine and the zinc/bromine systems. The
chlorine and bromine produced during the charging
of these batteries are stored separately by complexing
with an organic solvent.



The best performance so far has been obtained by
Japanese developers. Furukawa Battery Company
has tested a 60-kW, 480-kWh zinc/chlorine battery
with 78% energy efficiency early in life. Similarly,
Meidensha has demonstrated a S0-kW, 400-kWh zinc/
bromine battery with 75% energy efficiency. Neither
of these batteries is ready for large-scale demonstra-
tion. Both systems still require frequent maintenance
because of their complexity and the detrimental ef-
fects of trace contaminants present in the electrolytes.
In addition, the electrode warpage problem in the
zinc/bromine battery tends to shorten its life to less
than 200 cycles.

Once these technical problems are overcome,
these two batteries could become low-cost options for
utility and transportation markets. The complex
nature of these batteries will, however, be a problem
for transportation applications, where packaging the
battery in limited space is a primary issue. In addi-
tion, storing significantamounts of hazardous chemi-
cals such as chlorine or bromine onboard a vehicle is
not an attractive feature. These batteries may be
attractive options in the utility load-leveling market,
where the battery’s size and use of hazardous chemi-
cals are not critical.

High-Temperature Batteries. High-temperature
batteries operate from 250°C to 450°C (480°F to
840°F). As a result, thermal management of these
batteries is an important consideration. The higher
operating temperatures, however,allow thesesystems
to demonstrate better energy and power characteris-
tics compared with the ambient-temperature batter-
ies. The high-temperature batteries are classified into
two groups: 1) solid electrolyte batteries and 2) mol-
ten electrolyte batteries.

Solid Electrolyte Batteries. The solid electrolyte of
choice is beta-alumina, which demonstrates accept-
able conductivity at elevated operating temperatures.
The two batteries that fall into this category are
sodium/sulfur and sodium/metal chloride.

The concept of the sodium/sulfur battery origi-
nated at Ford Motor Company about 20 years ago.
Since then, its development has received extensive
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worldwide government and corporate support. Cur-
rently, an estimated $140 million annually is being
spent to transfer this battery from the research and
development stage to the pre-commercial pilot-plant
production stage. European, U.S., and Japanese de-
velopers are actively pursuing the development of this
battery, which is targeted for both electric vehicle and
utility applications.

A 50-kWh sodium/sulfur battery for electric vehi-
cle applications demonstrates specific energy of
100 Wh/kg and specific power of 130 W/kg, which
translates into a 130-mile range under an urbandrive-
cycle regime. Several of these batteries have been
installed and operated in actual vehicles. The battery
system’s performance has met expectations. A 50-
kW, 400-kWh sodium/sulfur battery for utility load-
leveling has been operated, demonstrating 85% en-
ergy efficiency. The areas of concern with the
sodium/sulfur battery are as follows:

1. Thebeta-aluminaelectrolyteis fragile; it can crack
under thermal and vibrational shock.

2. The lack of overcharge and overdischarge protec-
tion makes the interconnection strategy of cells
and modules difficult.

3. The accidental combination of the sodium and
sulfur in a cell with cracked electrolyte can cause
runaway thermal reactions.

4. The battery may not have an adequate lifetime.

Research toaddress these concerns is in progress, and
the prognosis of this battery being successfully used
for utility load-leveling and transportation applica-
tions is good.

The sodium/metal chloride battery is a close
analog of the sodium/sulfur battery. The only dif-
ference is that the sulfur electrode of the sodium/
sulfur battery is replaced by molten iron or nickel
chloride in the sodium/metal chloride system. Itisa
relatively new system that has been under develop-
ment for approximately 7years. The attractive



features of this battery (as compared with the sodium/
sulfur battery) are 1) lower operating temperature
[(290°C) (550°F)], 2) limited overcharge and over-
discharge toleration, 3) higher cell voltage, and
4) better safety characteristics.

This battery is being developed under the leader-
ship of a South African conglomerate (Anglo-
American Company), which has elected not to di-
vulge much of their test data. The limited data avail-
able in the public domain indicate that this battery is
at a much earlier state of development than the
sodium/sulfur battery. The energy and power char-
acteristics are about 20% lower than the sodium/
sulfur battery, but the enhanced safety features and
potentially lower cost make this battery a very viable
competitor to the sodium/sulfur system. The de-
velopers have fabricated and tested 25-kWh battery
modules for electric vehicle applications.

Molten Electrolyte Batteries. The lithium/iron
monosulfide battery has received the most attention
in this battery class. [t operates at 450°C (840°F) and
employs a LiCl-KCl electrolyte. Lithium and iron
monosulfide are the two electrodes. This battery is
targeted for electric vehicle applications. Batteries
have been constructed that deliver 100 Wh/kg and
more than 100 W/kg. The cycle life is over 1000
cycles, which meets the goals of most electric vehicle
applications.

The lithium/iron disulfide battery is a variation of
the monosulfide version. The recent use of dense
FeS, and a modified electrolyte of LiCl-LiBr-KBr has
greatly improved the capacity retention in this bat-
tery. It has a lower operating temperature of 400°C
(750°F) and an excellent cycle life of over 1000 cycles.
Although itis in an earlier stage of development than
its monosulfide counterpart, it promises to ultimately
deliver better overall performance.

The corrosive environments in these batteries re-
quire the use of molybdenum current collectors,
which contribute substantially to the battery’s cost.
Research efforts are directed towards finding a lower-
cost substitute for molybdenum.

5.5

Applications for Energy Storage Technologies

The two major applications of battery energy stor-
age are as follows:

1. Electric Vehicles. Advanced batteries exhibiting
high specific energy and power, durability, and low
cost can provide electric vehicles with the range,
acceleration, and competitive life-cycle cost neces-
sary to be commercially acceptable. An inter-
national effort to promote electric vehicles has
resulted in tremendous progress in battery tech-
nology. Electric vans are now in the proof-of-
concept stage in the United States, with market
entry expected in the next few years.

2. Utility Energy Storage. Battery energy storage for
load-leveling is a very attractive option for utili-
ties. The ongoing lead-acid battery load-leveling
demonstration project at Southern California
Edison is a testimony to utility interest in this
technology. In addition to providing greater fuel
flexibility and environmental benefits, batteries
also provide utilities additional benefits by their
ability to respond quickly to rapid load changes.
Utility planning is facilitated by the short lead
time, ease of siting, and modular construction of
battery systems.

If batteries are to be acceptable for these applica-
tions, they must meet stringent performance and cost
goals. They must offer high specific energy and
power, long lifetime, and low life-cycle cost. Table 5.1
lists the criteria that are considered essential for the
commercial viability of battery technology
(McLarnon and Cairns 1989). Currently, no battery
systems can satisfy all of these criteria. The two
major thrusts of the ongoing research and develop-
ment efforts are to improve performance and lower
costs. Dramatic progress made in the last decade
raises the realistic hope that some of the battery sys-
tems under development will meet the stringent re-
quirements and will be commercialized in the next
5 years.



Table 5.1. Requirements for Energy Storage
Batteries

Requirement Electric Vehicles Load Leveling
Specific energy (Wh/kg) >70 -
Energy density (Wh/) >140 >13
Energy/area (kWh/m?) - >80
Specific power (W/kg) >130 -
Energy-efficiency (%) >60 >70
Cycle life >800 >2000
Calendar life (years) >5 >10
Cost ($/kWh) <100 <100

Source: McLarmon and Cairns 1989.

Performance and Cost of Energy Storage
Technologies

Table 5.2 summarizes the current performance of
some of the advanced batteries (DeLuchi et al. 1989).
When the current battery performance characteristics
are compared with the requirements listed in
Table 5.1, many of the advanced battery systems
appear to be close to meeting the performance tar-
gets. This is a remarkable improvement compared
with a decade ago and indicates the early demonstra-
tion and commercialization of these technologies.
Figure 5.1 shows the levelized cost of battery energy
storage in utility load-leveling applications
(Humphreys and Brown 1990). For comparison, the
cost of advanced gas turbines calculated on the same
basis is 13 cents/kWh. Some of the advanced bat-
teries, such as sodium/sulfur and zinc/bromine, are
approaching the point where they may be economi-
cally competitive with gas turbines for meeting peak
electricity demands. If other benefits such as reduced
emissions, ease of siting, and modular construction
are considered, batteries appear to be a viable alter-
native to gas turbines.

Figures 5.2 and 5.3 similarly consider the levelized
cost of battery-powered vans and cars (Humphreys
and Brown 1990). The battery-powered van is close
to being economically competitive with its internal
combustion engine counterpart, and such vans for
fleet applications are expected to be on the market
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within a few years. The case for the general-purpose
passenger vehicle is more difficult. Both the initial
and the life-cycle costs are high compared with their
internal combustion engine counterparts, especially
at current gasoline prices.

Greenhouse Gas Emissions from Energy Storage
Technologies

Unlike internal combustion engines, battery-
powered vehicles will not produce any harmful emis-
sions, including greenhouse gases. However, produc-
ing the additional electricity required for electric
vehicles will involve greenhouse gas emissions if that
electricity is produced by burning fossil fuels. Thus,
the electricity generation mix will play an important
role in the net impact that electric vehicles will have
on greenhouse gas emissions. The potential impacts
of electric vehicles on emissions are shown in Fig-
ure 5.4 (Landgrebe et al. 1990). The three scenarios
for fuel mix for utility power generation considered in
this analysis are as follows:

1. Probable: coal 55%, gas + oil 14%, renewable +
nuclear 31%

2. Progressive: coal 20%, gas + oil 34%, nuclear +
renewable 46%

3. Ideal: nuclear + renewable 64%, gas + 0il 36%.

The impact on carbon dioxide emissions in each of
the three scenarios is very significant, ranging from a
65% to 90% reduction. In the "probable” scenario,
however, sulfur dioxide emissions increase substan-
tially, reflecting the increased use of coal to produce
the additional electricity.

Similarly, the impact of battery storage on emis-
sions in the utility sector is shown in Figure 5.5
(Landgrebe et al. 1990). The impact also depends
critically on the utilities’ baseload generation mix,
ranging from a 7% reduction in carbon dioxide emis-
sions for the probable scenario to a 100% reduction
under the ideal scenario. It is important to note that
each scenario considered involves significant reduc-
tions of all the harmful emissions. The scenarios



Table 5.2. Characteristics of Electric Vehicle Storage Batteries

Volumetric  Mass Life  Projected
Energy  Energy PeakPower Energy Cycles OEM Cost
Density Density (wkg-  Efficiency t0o80%  (1985/
Battery References (WhA) (Wh/kg) _% DOD) (%) DOD kWh) Type of Estimate

Pblacid

USDOE (1988) (@) 22 80-50% @) 500 124 JCI current gell cell module
performance

Hamilton (1988a) (a) 35 (a) 70 800 95 Current battery performance

USDOE (1987b) 7594 3038 79-50% 75 375 58 DOE battery goals (50-mi range)

JPL (1987) 80 40 150-80% (a) 400 50 JPL sealed Pb/acid cell goals

Ni/Fe

USDOE (1988) (a) 53 110-50% (a) 500 a) EPI current module performance

Hamilton (1988a) (a) 53 (a) 60 1,100 150 EPI current battery performance

USDOE (1987b) 7797 45-56  79-50% 70 1,125 125 DOE battery goals (75-mi range)

Zn/Br

USDOE (1988) (a) 55 86-50% (a) >35 (a) JCI current battery performance

USDOE (1987b) 76-96 60-75 65 600 75 DOE battery goals (100-mirange)

EVD (1987); SNL (1988) 60 56 150-? >70 (a) )] SNL battery goals

Zagrodnik and Eskra (1988) (a) 70-80 (a) (a) 1,000 55 JCI battery projections and goals

Li-me/Fe-S

Barlow and Chilenskas (1987) (a) 60-120  97-50% 85-97 125 (a) Current ANL/Gould module
performance

USDOE (1987b) 87-109 80-100 106-50% 75 600 91 DOE battery goals (100-mirange)

Beck et al. (1988) 150 100 150-7 (a) 1,200 80-100 Canadian battery goals

Kaun et al. (1987) (a) 200 200-80% (a) 1,000 (a) ANL cell goals

Na/S

Hamilton (1988a) (a) 90 (a) 70 1,000 118 CSPL current battery
performance

Fischer and Shiota (1988) 97 86 127-80% (a) 250 (a) ABB-B11 current battery
performance

USDOE (1987b) 87-109 80-100 106-50% 75 600 91 DOE battery goals (100-mi range)

Fischer and Shiota (1988) 145 108 200-80% (a) 600 (a) ABB projected battery
performance

Angelis (1987); Haase (1987) 129 120 188- (a) 1,000 50 1990 ABB/BMW goals (120-mi
range)

EVD (1987); SNL (1988) 150 125 150- >70 (a) (a) SNL CSPL battery goals

Mulcahey et al. (1987) (a) 143 140-50% (a) >2,300 (a) CSPL current cell performance



Table 5.2. (contd)

Volumetric  Mass Life Projected
Energy Energy PeakPower Energy Cycles OEM Cost
Density  Density  (w/kg- Efficiency t080%  (1985/

Battery References (Wh)  (Wh/kg) _% DOD) (%) DOD kWh) Type of Estimate
Metal/air
USDOE (1988) (a) 70 50-50% (a) >120 (a) Current Fe/air cell performance
USDOE (1987b) 87-109 80-100 106-50% 75 600 91 DOE Fe/air goals (100-mi range)
Ross (1987) 53 106 200 60-70 650 80 LBL projections for Zn/air
battery
LLL (1988); Sen et al. (1988) 167 320 140-? (a) (a) Seetext LLL projections for Al/air battery

ABB = Asea Brown Boveri; ANL = Argonne National Lab; CSPL = Chloride Silent Power Limited; DOD = depth of discharge; EPI =
Eagle-Picher Industries; EVD (1987) = Electric Vehicle Developments; JCI = Johnson Controls Inc., LBL = Lawrence Berkeley Lab; LL
= Lawrence Livermore Lab.; OEM = original equipment manufacturer; SNL = Sandia National Lab; ">" means "at least" and refers to
ongoing work; "?" means information not supplied in reference.

(a) Not available. Wh or kwh, in Wh/, Wh/kg, and $/kWh, generally refers to maximum deliverable energy (e.g., 2-hour discharge to 100%
DOD).

(b) OEM cost and battery life estimates are projections. Specific energy is nominal Wh/kg delivered at 3-hour constant discharge.

(¢) The DOE has established battery goals based on the mission requirements of an efficient, lightweight van using the Eaton DSEP system.
The maximum power of the battery was limited to that required to accelerate the DSEP vehicle to 50 mphin 20 seconds, and the required range
was 50, 75, or 100 miles, depending on the battery technology. The battery weight includes battery trays, thermal enclosure, and auxiliaries.
Battery energy is maximum net energy delivered over the Federal Urban Driving Schedule (FUDS). The low end of volume or mass energy
density shown is the goal for late in life; the high end is for early in life over modified FUDS. The $/kWh cost goal is the cost to an OEM and
is based on 10,000 units/year (battery charger not included). Cost goais for the battery were set such that the electric vehicle would achieve
"economic parity" with other modes of transportation in 1995.

(d) 12-hour constant discharge to maximum capacity.

(¢) Murphy and Diegle (1988). Wh/kg includes celi-to-battery scale-up losses. Efficiency includes energy used by auxiliaries.

(f) Low figure is for SAE D cycle; high figure is constant low-power output.

(g) 85% efficient at constant discharge without regenerative braking; 97% over SAE D cycle with regenerative braking.

(h) Early cell failure due to defective welds.

(i) 4-hour discharge rate.

(j) Life-cycle estimate from Altmejd and Dzieciuch (1988), who also show 175 W/kg for peak specific power.

(k) They state at least 100,000 km: 160 km/cycle assumed here.

(1) Battery cost estimated to be 3,000 DM at "an industrial scale," which is $1,630 or $50/kWh, a remarkably low cost.

(m) The figures shown are cell performances adjusted to account for the 50% additional weight, in insulation and auxiliaries, that a battery
would have. Specific energy is at 30 W/kg discharge rate.

(n) Power is invariant with DOD in Zn/air batteries. It was projected to range from 183 W/kg at the beginning of battery life to 216 W/kg at
the end.

Source: DeLuchi et al. 1989.

assume that clean coal technology will be in use and $.1.2 Thermal Energy Storage
that the fuel mixes in the three scenarios are
Thermal energy storage (TES) is unique among

1. Probable: integrated gasification combined cycle storage options in that it is designed to store lower-
(IGCC) 64%, nuclear + renewable 36% quality (low-temperature) energy. The other storage
options discussed in this document store high-quality

2. Progressive: nuclear + renewable 70%, IGCCcoal energy that can readily be converted to work (e.g.,
30% electrochemical and mechanical storage). Many

applications require the storage of lower-quality
3. Ideal: nuclear + renewable 100%.
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thermal energy. In these cases, thermal energy stor-
age is the only economically viable storage option.

Thermal energy storage technologies can be
divided into diurnal TES systems, which are charged
and discharged daily, and seasonal thermal energy
storage (STES), where charging, storage, and dis-
charging take place over periods of many months.
The following subsections discuss 1) the technology
status, 2) the potential applications, 3) the perform-
ance and life-cycle costs, and 4) the potential impact
of these technologies in improving air quality and re-
ducing greenhouse gas emissions.

Diurnal Thermal Energy Storage

Diurnal TES includes a range of thermal energy
storage technologies that are typically charged and
discharged at least once every 24 hours. Diurnal TES
can be applied to the residential, commercial, and in-
dustrial sectors and can either store thermal energy
(heatstorage) or provide alow-temperature reservoir
for cooling (chill storage).

5.10

Description of Diurnal Thermal Energy Storage.
Diurnal TES can be divided by temperature range
into three classifications: chill storage (-40°C to
0°C); medium-temperature heat storage (20°C to
38°C); and high-temperature heat storage (50° to
100°C). Low-temperature chill storage systems pro-
vide electric load management in food processingand
storage industries.

Thermal energy storage technologies considered
for chill storage include latent heat storage in carbon
dioxide at the triple point (-57°C) and ammonia stor-
age in complex compounds (-7°C to -48°C). In the
ammonia TES system, thermal storage is achieved
through the adsorption and desorption of ammonia
vapor in a solid salt, and the thermal energy is ex-
tracted by heat exchangers embedded in the salt.
Low-temperature chill TES systems are in the re-
search and prototype stage of development
(Fulkerson et al. 1990).

Chillistorage for commercial buildingspace condi-
tioning is widely used for electrical load management.




co

100%

99%99%99%
Decrease [

NOx

Gasoline-Powered Vehicle Emissions,
percentage change in grams/mile

100%
Increase

166%

Probable U.S. Scenario - coal 55%, gas and oil 14%, renewable and nuclear 31%

Progressive Scenario - coal 20%, gas and oil 34%, renewable and nuclear 46%

VIA ldeal Scenario - nuclear and renewable 64%, gas and oil 36%

Figure 5.4. Potential Impacts of Electric Vehicles on Emissions

These systems typically store chill as sensible heat in
water or as latent heatin ice. While research on im-
proved ice storage systems is in progress, chill storage
for commercial buildings can be considered a mature
technology with follow-on generations being
developed.
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Medium-temperature heat storagesystems are de-
fined as systems that operate in the temperature
range suited for passive solar applications and for
room temperature control. Sensible heat storage in
water or masonry has been considered for manyyears,
but economic and architectural problems have



Peaking Power Emissions,
percentage changes in grams/kWh

Probable U.S. Scenario - IGCC coal 64%, nuclear and renewable 36%

Progressive Scenario - nuclear and renewable 70%, |IGCC coal 30%

m Ideal Scenario - nuclear and renewable 100%

Figure 5.5. Impact of Battery Storage on Emissions in the Utility Sector

limited its application. An alternative approach is to
develop building materials that contain phase-change
materials (PCM); that is, materials that absorb heat
while changing from a solid to a liquid phase and re-
lease heat during the opposite reaction. Recent re-
search has developed a method of imbibing straight-
chain hydrocarbons in common gypsum wallboard.
The hydrocarbon will freeze or meltat 27°C, resulting
in a material with large thermal storage capacity that
is easily installed by conventional building trades.
Building materials imbibed with phase-change mate-
rials are in the research and prototype stage of de-
velopment (Fulkerson et al. 1990).

High-temperature heat storage can be used forin-
dustrial energy conservation or for power generation
applications. While sensible heat storage in refrac-
tory material is widely used in industry, the large size
and cost of the systems have limited their applica-
tions. Thecomposite phase-change material (CPCM)
is an alternative to sensible heat storage in refractory
material. The CPCM concept involves incorporating
salts with high latent heats of fusion within the

5.12

porous structure of a ceramic material. The salts are
retained within the ceramic structure even when they
are in the liquid phase.

The advantage of CPCM over a strictly sensible
heat storage medium includes a higher energy storage
density, which reduces the physical size of the TES
containment, and substantial energy availability at a
constant temperature. Entrapment of the phase-
change medium within the ceramic material makes
the composite more amenable to direct contact heat
exchange with working fluids and eliminates the need
for a separate heat transfer surface (Olszewski 1987).
The CPCM concept is in the research and prototype
phase of development.

Most utilityapplication studies for thermal cnergy
storage have focused on sensible heat storage in
liquids such as heat transfer oils and molten nitrate
salt. The systems consist of 1) a charging heat ex-
changer where the liquid is heated, 2) a storage tank
where the heated liquid is stored, and 3) adischarging
heat exchanger where the stored thermal energy is



extracted and supplied to the load. Insome cases, the
charging heat exchanger can use direct contact heat
exchange. Studies have investigated application of
utility TES with pulverized coal-fired technology,
integrated gasification combined-cycle power genera-
tion technology, and solar thermal power (Drost etal.
1989, 1990). Both molten salt and oil TES systems
have been extensively investigated for applications
with solar thermal power technology, and large-scale
field tests have been successfully completed.

Applicationsfor Diurnal Thermal Energy Storage.
Heat and chill diurnal thermal energy storage can be
applied to all sectors of the American economy.
Sensible heat storage in crushed rock or refractory
brick is widely used in Europe for electric load-level-
ing in residences. Similar systems are now commer-
cially available in the United States. This application
is attractive for winter peaking utilities where diurnal
heatstorage can reduce the need for additional gener-
ating capacity.

Residential chill storage is being tested for electric
cooling load-leveling. Systems typically use chilled
water or ice storage to allow air conditioners to run at
off-peak periods and store chill until air conditioning
is required. While residential chill storage is techni-
cally feasible, the economics and the difficulty in pre-
dicting the behavior of occupants have discouraged
utilities from promoting the technology.

An alternative approach to using thermal energy
storage in the residential sector is to use building
material, such as wallboard, that is impregnated with
aphase-change material. Theincreased thermalsstor-
age capacity of the phase-change material increases
the potential for thermal energy storage in the mass
of the building. This is particularly important for
solar residences, where an economic system requires
a means of storing solar energy during the day for use
at night. Building materials impregnated with phase-
change material are being developed but have not
been field tested or commercialized.

In the commercial sector, diurnal chill storage is
used extensively to reduce peakelectricloads. During
off-peak periods, electricity runs the chillers,
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producing chill that is stored by the diurnal chill TES
until the next peak-demand periods, when the chill
TES system is used to reduce the demand for air con-
ditioning. Diurnal chill TES is a mature technology
with established equipment suppliers.

Industrial processes in which large quantities of
heat are rejected are potential applications for ther-
mal energy storage. Application studies have indi-
cated that this technology may be attractive in the
food processing, iron and steel, and ceramics indus-
tries. These are energy-intensive industries in which
energy consumption accounts for a large portion of
the production costs. Industrial TES options include
commercially available sensible heatstorage using re-
fractory material and advanced composite CPCM.

Thermal energy storage can be applied to power
generation applications, where it allows base-load
power generation technologies to meet peak loads
and intermediate loads. A base-load heat source,
such as a continuously operated pulverized coal-fired
power plant, can be used to charge the TES system.
During peak-demand periods, the TES system is used
as a heat source for a conventional Rankine steam
cycle. Thermal energy storage is usually required for
the economicoperation ofsolar thermal power plants
to allow the plant to operate when solar energy is not
available. Similarly, thermal energy storage can be
used in cogeneration power plants, allowing the
plants to meet varying and noncoincident electricand
thermal loads. Most studies of utility TES applica-
tions have focused on using sensible heat storage in
molten nitrate salt.

Performance of Diurnal Thermal Energy Storage.
Chill storage for commercial buildings has been suc-
cessfully commercialized both using chilled water and
ice storage. Residential chill storage based on ice
storage has been field tested, but the high energy con-
sumption associated with ice production made the
concept unattractive. New residential chill storage
systems are being developed.

Building material imbibed with PCM can be inte-
grated into passive solar buildings to reduce the
amountofsupplemental building heating required to



maintain the air temperature within the desired range
(65°F to 80°F). Simulation results show that a floor
constructed of PCM-imbibed building materialwould
save 61,500 Btu per day for a typical residence. The
annual savings was 145 times greater then the peak-
day savings (Tomlinson 1985).

Laboratory-scale tests have confirmed the techni-
cal feasibility of the composite phase-change mate-
rial. Over 6,000 hours of testing through 200 thermal
cycles have shown that weight loss is under 2%. Cal-
culations predict that a large TES system using
CPCM for waste heat recovery in the brick industry
will have a thermal efficiency >90% (Institute of Gas
Technology 1982).

Utility TES systems are projected to be extremely
efficient. Because of the very large size of a utility
TES storage system (500-5,000 MWhe), the thermal
losses from the system are very low. Projected effici-
ency is typically higher then 99% (Drost et al. 1989).

Cost of Diurnal Thermal Energy Storage. Com-
mercial chill storage systems have proved to be econ-
omically attractive when utilities offer cost incentives
from $250 to $750 per displaced kW. In the residen-
tial sector, the allowable incremental cost of a chill
TES system has been estimated to be between $1,000
and $2,800. The altowable incremental cost is strong-
ly influenced by local electricity rates and meteorolo-
gy (Brown and Spanner 1988). Estimates for the in-
cremental cost of residential chill storage range
between $2,000 and $5,000.

Preliminary cost analyses of PCM-imbibed wall-
board suggest that the concept can be competitive
with conventional sources of space heating with a
PCM cost of $0.65 to $0.75/1b. The estimated cost of
phase-change material in bulk quantities is between
$0.15 and $0.30/1b, suggesting that this concept can be
cost-effective in solar space heating applications.

The projected costs of CPCM storage were de-
veloped by Olszewski (1987) for a high-temperature
system operating between 900°F and 1,800°F and a
lower-temperature system operating between 450°F
and 900°FE Based on projected material costs of
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$0.19 to $0.30/1b and a bed packing factor of 60% to
75%,the total installed cost (including storage media,
containment, charging and discharging equipment,
installation,and indirect and contingency charges) for
the high-temperature CPCM system ranged from
$4,820 1o $6,179/MMBtu of storage capacity. Con-
ventional sensible heat storage was estimated to cost
from $6,380 to $10,450/MMBtu (Olszewski 1987).

Recent engineering design studies for solar ther-
mal applications project the cost of a utility TES sys-
tem at approximately $11/kWh. At this capital cost,
utility TES with either pulverized coal-firing technol-
ogyorwithanintegrated combined-cycle power plant
will reduce the cost of coal-fired peak and intermedi-
ate electric power by 5% to 20% compared with other
coal-fired alternatives that provide the same service
(Drost et al. 1989).

Greenhouse Gas Emissions from Diurnal Ther-
mal Energy Storage. None of thediurnalstorage tech-
nologies emit greenhouse gases. Thesignificantques-
tion is related to the source of the energy used to
charge the storage system and the source of the ener-
gy being displaced by the diurnal storage device.

Both diurnat heat and chill storage for residential
and commercial space conditioning deliver less ener-
gy to the load than is used to charge the systems.
Greenhouse gas emissions will increase if the charg-
ing energy is generated by combustion of fossil fuels.
Diurnal heat and chill storage for residential and
commercial space conditioning will reduce green-
house gas emissions if the storage devices are charged
by technologies that do not produce greenhouse gases
(such as nuclear and solar energy) to meet peak cool-
ing loads and consequently will displace fossil-fired
peak power generation. When used to level cooling
loads, diurnal chill storage allows a smaller-capacity
chiller to be used than would be required by a conven-
tional system, thus reducing the inventory of chloro-
fluorocarbons in the heating, ventilating, and air con-
ditioning (HVAC) system.

Building materials impregnated with PCM do not
emit greenhouse gases and typically do not use fossil
fuels for storage charging. Such building materials



can reduce greenhouse gas emissions by efficiently
storing solar energy collected in passive solar build-
ings for later use in space conditioning. The combi-
nationof passivesolar heatingand PCM-impregnated
building materials can displace fossil-fuel use for
space heating, decreasing greenhouse gas emissions.
In addition, PCM-impregnated building materials in-
crease a building’s thermal mass. In many cases, in-
creased thermal mass will reduce a building’s space
heating energy requirements. This drop will reduce
greenhouse gas emissions associated with space heat-
ing and may allow the installation of smaller-capacity
HVAC equipment with a smaller inventory of
chlorofluorocarbons.

Industrial applications of diurnal TES typicallyin-
volve using waste heat to charge storage. The stored
thermal energy is later used to meet some other ener-
gy load in the facility. In this case, neither the storage
device nor the generation of charging energy causes
an increase in greenhouse gas emissions. The use of
diurnal TES for industrial applications typically will
reduce greenhouse gas emissions by allowing the use
of waste heat to displace fossil fuel consumption in
industrial processes. Additionally, thermal energy
storage can allow components to operate at full
capacity, improving part-load performance and ener-
gy efficiency.

Utility TES does not emit greenhouse gases, and
studies have shown that a utility plant with thermal
energy storage will have a heat rate that is equal to or
less than a conventional cycling coal-fired power
plant (Drost et al. 1989, 1990). This suggests that the
use of utility TES will not increase greenhouse gas
emissions when compared with coal-fired alternatives
for producing intermediate-load power. Utility TES
can reduce greenhouse gas emissions by allowing
nuclear and solar thermal power to be substituted for
fossil fuel-fired peak and intermediate power genera-
tion. When applied to cogeneration applications,
utility TES can allow the cogenerating facility to fully
use the thermal output of the plant. In many cases,
the demands for electric and thermal energy do not
coincide. If both the thermal and electric output of
the cogeneration facility are to be fully used, a TES
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system will have to be used to decouple the genera-
tion of thermal and electric energy. As a result, the
cogeneration facility will have the flexibility to meet
varying loads that are not coincident.

Seasonal Thermal Energy Storage

Seasonal thermal energy storage is intended to
decouple the generation of thermal energy (chill)
from its use on a seasonal basis.

Description of Seasonal Thermal Energy Storage.
This technology can be used for the seasonal storage
of thermal energy for heating (heat STES) or for the
maintenance of a low-temperature reservoir for cool-
ing (chill STES). In both cases, the system will
consist of five components: a source of heat (chill),
the charging subsystem, the storage subsystem, the
discharging subsystem, and the load. When thermal
energy (or chill) is available, the charging subsystem
collects and transfers thermal energy (or chill) to the
storage subsystem, where the thermal energy (or
chill) is stored in the storage medium. When the load
requires thermal energy (or chill), the discharge sub-
system extracts thermal energy (or chill) fromstorage
and delivers it to the load.

Agquifer thermal energy storage (ATES) is an ex-
ample of an STES option. During cold winter
months, aquifer water is removed from a suitable
aquifer and cooled in a cooling tower or heat ex-
changer. The cold water is returned to the aquifer,
where it is stored until the following summer. The
cold aquifer water is then removed from the aquifer
and used for space conditioning or process cooling.
In the process, the aquifer water will be heated. The
warm water is returned to the aquifer, where it is
stored until the next winter, when the process is
repeated. A similar system can be used to store ther-
mal energy for heating applications. Aquifer thermal
energy storage systems can store thermal energy at
temperatures in excess of 100°C and chilled water at
temperatures as low as 0°C.

While ATES is currently considered to be the
most attractive STES option, a wide range of



alternative STES concepts is being developed for ap-
plications where ATES is not feasible. Options in-
clude storing water in rock caverns, in naturally
occurring lakes, in rock and clay, in ice, and in strat-
ified salt ponds. The ATES technology is in the de-
velopment stage, with major field tests in Minnesota
and Mississippi. Other STES concepts are currently
under development in Europe.

Applications for Seasonal Thermal Energy
Storage. Seasonal thermal energy storage has been
considered for applications wherea source of thermal
energy (chill) and its use do not coincide on a season-
al basis. To be successful, the STES technology needs
a low-cost source of thermal energy (chill) and an ap-
plication that can use relatively low-temperature
thermal energy (or chill).

The largest application for seasonal thermal ener-
gy storage is space conditioning in the residential,
commercial, and industrial sectors. Whenspace heat-
ing is required, industrial waste heat, heat from a
municipal waste-fired incinerator, or solar energy can
be used during summer months to charge the STES
system. During the heating season, the stored ther-
mal energy is extracted and used for space condition-
ing in residences and commercial buildings. Similar-
ly, cold winter air can be used to cool water that is
stored in a chill STES system. During the subsequent
air conditioning season, the cold can be extracted to
provide cooling.

One special application is the use of solar energy
to charge STES systems. In northern climates, the
short winter days and extensive cloud cover prevent
solar thermal space heating. STES allows solar ener-
gy to be collected during the suammer and used during
the following winter. This concept has been ex-
tensivelyinvestigated in Europe,and ademonstration
is being planned in New England.

Heat and chill STES systems are also being ap-
plied to process cooling and heating in the industrial
sector. Studies have shown that tempering of large
industrial spaces, such as auto assembly plants, is a
particularly attractive application for early commer-
cialization of chill STES.
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The potential impact of STES is large. Anderson
and Weijo (1988) estimated that STES has the poten-
tial to economically displace 2 to 4 quad of primary
energy consumption in the residential, commercial,
and industrial sectors. Actual market penetration
will be somewhat less than the potential penetration.

Performance of Seasonal Thermal Energy
Storage. The performance of ATES systems has been
determined by modeling and field testing. Field test
results are available from the University of Minnesota
for high-temperature ATES (100°C) and from the
University of Alabama for ATES chill storage.

The most important performance figure-of-merit
for STES is the round-trip efficiency, which is defined
as the annual total energy supplied to the load
divided by the annual total energy taken from the
source. The measured round-trip efficiency for the
University of Minnesota high-temperature ATES
field test is 65% to 70% (Stirling and Hoyer 1989).
Initial measurements of the University of Alabama
chill storage field test showed a round-trip efficiency
of approximately 38%. Strong regional flows in the
local aquifer resulted in a low recovery efficiency, but
modifications to the aquifer charging procedures have
resulted in measured efficiency increases 70% to 76%
(Midkiff et al. 1989).

The field tests have aiso demonstrated the feasibil-
ity of economical water treatment and have shown
that ATES does not result in significant environ-
mental impacts. Recent studies on the behavior of
pathological micro-organisms have shown that ATES
does not have a significant impact on the native
microorganisms.

Cost of Seasonal Thermal Energy Storage. The
costs of most STES technologies are site-specific, de-
pending on the characteristics of the local aquifers or
the mechanical properties of the local rock forma-
tions. This discussion will focus on ATES costs
because they have been estimated in more detail than
costs for other STES technologies.

Table 5.3 presents the current, projected, and
required costs for heat and chill ATES. The costs are



Table 5.3. Current, Projected, and Required Costs
for Aquifer Thermal Energy Storage ($/MMBtu)

ATES Current Projected Required
Technology Costs Costs Costs

Chill 6-25 4-25 7-9

Heat 4-61 4-61 5-22

presented as levelized energy costs in $/MMBtu of en-
ergy delivered from the ATES system. "Current
costs" represent the costs of a system built using cur-
rent practice. "Projected costs" include the impacts of
cost reductions projected to occur in the future. For
ATES, most cost reductions are associated with well-
understood design improvements such as replacing
steel pipe with plastic pipe and using plate-and-frame
heat exchangers instead of shell-and-tube heat
exchangers. "Required costs” are the costs that the
systems must achieve to be competitive with conven-
tional vapor compression cycle chillers or conven-
tiona! fossil-fuel-fired heaters.

The large cost variations of the ATES systems are
the result of different assumptions for aquifer charac-
teristics. Alow cost represents an aquifer with attrac-
tive characteristics; high cost represents an aquifer
with unattractive characteristics. As Table 5.3 shows,
ATES can be competitive for both heating and air
conditioning if a suitable aquifer is available.

Greenhouse Gas Emissions from Seasonal Ther-
mal Energy Storage. Applying STES will result in a
small increase in greenhouse gas emissions. The in-
crease is associated with producing electricity to run
pumps and fans. Producing thermal energy (or chill)
can result in greenhouse gas emissions, but economi-
calheat STES applications require that the STES sys-
tem be charged by waste heat from an industrial
process or municipal waste incinerator. In these
cases, greenhouse gas emissions will occur whether or
not the system uses the waste heat, and the emissions
cannot be charged to the STES system. Using cold
winter air for charging chill STES will not result in
greenhouse gas emissions. While a small overall
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increase in greenhouse gas emissions is associated
with STES, thereduction in emissions associated with
the end-use applications is orders of magnitude
greater.

Wide application of seasonal thermal energy stor-
age will displace fossil fuel use and will significantly
reduce greenhouse gas emissions. Heat STES will
displace combustion of fossil fuels for space heating
and low-temperature process heatapplications, while
chill STES will displace electricity (and fossil fuels
used to generate the electricity) used to drive chillers.
In addition, chill STES will displace vapor compres-
sion chillers, reducing chlorofluorocarbon emissions.

Anderson and Weijo (1988) have shown that sea-
sonal thermal energy storage can displace 2 to 4 quad
of primary energy consumption, representing the out-
put of 140 to 280 500-MWe power plants. If coal
were used to supply this energy, 100 to 200 million
tons of coal would be burned annually, producing 370
to 740 million tons of carbon dioxide.

5.1.3 Mechanical Energy Storage

This section describes two types of mechanical en-
ergy storage systems: pumped storage (including
compressed air energy storage and pumped hydro-
electric) and flywheels.

Compressed Air Energy Storage

In the following sections, compressed air energy
storage (CAES) technology is described, and its ap-
plications, performance, cost, and potential green-
house gas emissions are discussed.

Description of Compressed Air Energy Storage.
A CAES plant combines slightly modified gas turbine
plant machinery with an underground air cavern to
provide several hours of electric generation storage
capacity. Off-peak electricity runs a motor (also used
in reverse as a generator on discharge), which drives
a series of intercooled compressors to pressurize air
for storage in an underground cavern. The com-
pressed air is later released, mixed with natural gas or
distillate oil, and combusted to produce power. The



hot gases pass first through the turbine and then
through a recuperator which preheats the incoming
compressed air.

Three geologic formations are suitable for the
cavern: salt, rock, and aquifer. Salt caverns are
created by solution mining salt domes. Conventional
mining techniques are used to create caverns from
rock formations. Aquifer formations require no min-
ing; several shafts are drilled into the top of a
permeable dome-shaped rock (aquifer) formation
that has a nonpermeable rock cap. Compressed air
displaces water in the formation as it is stored, and
the reverse occurs when the air is withdrawn. A
similar effect is accomplished with rock caverns by
hydraulically coupling an aboveground reservoir with
the cavern to apply a compensating pressure. The
result is more uniformair pressure during storage dis-
charging. A compensating water pressure line is not
used with a salt formation. Potable water would
further dissolve the cavern, while saturated salt water
presents environmental concerns. The variable
capacity of the aquifer "cavern” allows greater system
operating flexibility, which could be a significant ad-
vantage over the other cavern media.

A commercial-size (290 MW) CAES plant has
been operating in Huntorf, West Germany, since
1978. Other demonstration-size (35 to 100 MW)
units are currently operating or under construction in
Japan, Israel, and Italy. U.S. experience has been
limited. Soyland Electric Cooperative ordered a unit
in the early 1980s but later canceled the order.
Alabama Electric Cooperative began operating a
110-MW, 26-hour plant in May. No other CAES
plants are currently operating or being constructed in
the United States. Several different equipment
manufacturers could supply the necessary hardware,
and considerable experience in storing natural gas in
underground formations exists. Nevertheless, imple-
mentation of CAES technology has been slow.

Several advanced CAES designs could signifi-
cantly reduce or eliminate the need for firing fossil
fuel with compressed air. Heat of compression
energy removed by the intercoolers in the conven-
tional CAES plant could also be stored and
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recovered. These systems would be more expensive
than the conventional CAES system described above
and have not been demonstrated, but could still be
developed. The Electric Power Research Institute
(EPRI) continues to conduct analytical studies of
advanced CAES concepts.

Applications for Compressed Air Energy Storage.
About three-fourths of the United States lies on top
of one or more of the three geologic formations that
are potentially suitable for compressed air energy
storage. Appropriate rock formations are the most
common, followed by aquifers and salt domes.

The principal application of compressed air ener-
gy storage is for utility-scale load-leveling. Low-cost,
off-peak energy is stored for use during higher-
valued, on-peak periods. However, like other electric
utility storage technologies, CAES provides many
other system operating benefits such as minimizing
nighttime turndown on baseload plants, providing
spinning reserve or backup capacity, and regulating
system or supply/load balancing capability.

Compressed air energy storage can be viewed as
having characteristics similar to intermediate-duty
generation facilities, such as relatively inexpensive
capital costs at moderate capacity (100 MW) and a
flexible range of operating hours, but the low margi-
nal cost of adding storage hours in salt and aquifer
formations makes it similar to a baseload plant. Site
applicability for compressed air energy storage is
generally better than pumped hydroelectric, but not
as good as batteries.

Performance of Compressed Air Energy Storage.
In a conventional gas turbine plant, about two-thirds
of the shaft energy produced is used to drive the air
compressors and only one-third is converted to elec-
tricity in the generator. In a CAES plant, all of the
shaft energy produced on discharge is applied to gen-
erating electricity. Thus, the fossil energy heat rate of
the CAES plant is about one-third that for a gas tur-
bine. Of course, this does not consider the energy
form consumed in producing the off-peak electricity
used to charge storage. According to EPRI (1989), a
conventional CAES plant requires 0.76 kWh and



4,040 Btu (annual average) input per 1.0kWh output.
Anadvanced CAES plant that stores and recovers the
heat of compression would require about 1.5 kWh
input per 1.0 kWh output, with no fossil input.

Cost of Compressed Air Energy Storage. Because
of the differences in the difficulty of creating the
cavern, costs vary depending on the geologic forma-
tion. Aquifer formations are the least expensive be-
cause the "cavern" exists naturally. Salt formations
are slightly more expensive, while mining of rock for-
mations incurs significant additional costs. As with
all storage systems, costs depend on both the plant’s
MW and MWh rating. Charging and discharging
equipment costs relate to the power (MW) rating,
while containment and media costs relate to the
capacity (MWh) rating. Storage plant costs must be
based on the same number of daily operating hours to
be comparable.

EPRI (1989) has estimated initial capital (over-
night construction) cost and annual O&M costs for
each of the three geologic formations. The cost esti-
mates were based on the actual contracted cost for
the CAES plant being built for Alabama Electric
Cooperative and on EPRI preliminary cost studies.
Cost data for 110-MW/1100-MWh plants are shown
in Table 5.4. EPRI considers the estimates to be
accurate within +10% for the salt and aquifer for-
mations and +20% for the rock formation.

Greenhouse Gas Emissions from Compressed Air
Energy Storage. A conventional CAES plant burns
either natural gas or distillate fuel oil during dis-

Table 5.4. CAES Power Plant Costs

Overnight Construction Operation and Maintenance

Geologic _Costs, Dec. 19888/ kW  Costs, Jan. 1989 mills/kWh
Formation Power Storage Fixed Variable
Rock 390 124 2.3 19
Salt 390 10 1.2 0.9
Aquifer 390 2 1.2 0.9

Source: EPRI 1989.
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charge. Thus, greenhouse gas emissions include
carbon dioxide, NO,, and SO, (fuel oil only).®) Ac-
cording to EPRI (1989), NO, emissions can be ex-
pected to range from 15 to 150 ppm, depending on
the fuel type and whether water injection is used. SO,
emissions depend directly on the quality of the fuel.
Although about one-third less fossil fuel is consumed
in a conventional CAES plant than a conventional
combustion gas turbine, this figure does not include
any fossil fuel that may have been consumed in gen-
erating the off-peak electricity used to charge the
storage system. In general, if a fossil-fired plant is the
source of charging electricity, then greenhouse gas
emissions will be increased by the use of compressed
air energystorage or any other storage device because
of the inherent inefficiencies of storage.

This increase in greenhouse gas emissions would
be at least partially offset, however, by the increased
fuel efficiency of operating fossil-fired plants closer to
full-load conditions. Total greenhouse gas emissions
would be reduced if the CAES plant supplied peaking
power rather than a gas turbine and the CAES plant
was charged with electricity from a nonfossil energy
source.

Pumped Hydroelectric

In the following sections, the pumped hydro-
electric technology is described, and its applications,
performance,cost,and potential greenhouse gas emis-
sions are discussed.

Description of Pumped Hydroelectric. Pumped
hydroelectric plants operate by pumping water to an
upper reservoir during the charging mode. The
stored potential energy is later discharged by releas-
ing the water to flow back to a lower reservoir
through a turbine. Inaddition to the upper and lower
reservoirs, key elements of a pumped hydroelectric
plantare areversible turbine/pump, reversible pump/
motor, and the penstock connecting the upper reser-
voir with the turbine/pump.

(a) As noted above, some advanced CAES plant designs consume
no fossil fuels on discharge and would have no direct greenhouse
gas emissions.



The technology has two basic versions, conven-
tional and underground. Both the upper and lower
reservoirs are located at ground level in a conven-
tional pumped hydroelectric (CPH) plant. As the
name suggests, the lower reservoir for an under-
ground pumped hydroelectric (UPH) plant is located
below the surface of the local terrain. An air shaft
connecting the surface with the lower reservoir of a
UPH plant maintains near atmospheric pressure over
the lower reservoir.

Pumped hydroelectric plants must be relatively
large to capture necessary economies of scale,
especially UPH plants. Economically attractive sizes
are about 1000 MW and 2000 MW for CPH and
UPH, respectively, with 10 hours of storage. Conven-
tional pumped hydroelectric plants are a mature com-
mercial technology. Approximately 40 CPH units
currently operate in the United States, with a total
generating capacity of about 18,000 MW or about
25% of the U.S. hydroelectric capacity. However, no
UPH plants are currently in operation or under
construction.

Applications for Pumped Hydroelectric. As with
CAES, the principal application of pumped hydro-
electric is for utility-scale load-leveling. Low-cost,
off-peak energy is stored for use during higher-
valued, peak-demand periods. However, like other
electric utility storage technologies, pumped hydro-
electric systems provide many other system operating
benefits, such as minimizing nighttime turndown on
baseload plants, providing spinning reserve or backup
capacity,and regulatingsystem or supply/load balanc-
ing capability. Pumped hydroelectric has characteris-
tics similar to baseload generation facilities, such as
relatively large unit sizes with high capital costs and
better economic feasibility at high system capacity
factors (more storage hours).

Site applicability is the biggest concern for
pumped hydroelectric plants, especially CPH plants.
Conventional pumped hydroelectric plants require
local terrain with a minimum of several hundred feet
elevation difference within a short horizontal dis-
tance. Underground pumped hydroelectric plants by-
pass this requirement, but both types of pumped
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hydroelectric plants may face difficulties in siting the
aboveground reservoir(s). Siting is definitely of
greater concern for pumped hydro than for com-
pressed air or battery energy storage systems.

Performance of Pumped Hydroelectric. The aver-
age annual efficiency of either type of pumped hydro-
electric plant is expected to be about 70% to 75%
(EPRI 1989; Loyd 1988; Rashkin 1988). About
1.35 kWh s consumed during charging per kWh gen-
erated ondischarge. Pumped hydroelectric plants can
reach 50% of rated output power in about 1 minute.

Cost of Pumped Hydroelectric. Underground
pumped hydroelectric costs are higher than those for
conventional pumped hydroelectric because of the
costs of developing the underground reservoir and
connecting water and air conduits. Aswith all storage
systems, costs depend on both the MW and MWh rat-
ingofthe plant. Chargingand discharging equipment
costs relate to the power (MW) rating, while contain-
ment and media costs relate to the capacity (MWh)
rating. Storage plant costs must be based on the same
number of daily operating hours in order to be
comparable.

EPRI (1989) has estimated initial capital (over-
night construction) costs and annual O&M costs for
CPH and UPH plants. The cost estimates were based
on actual costs for CPH plants and EPRI preliminary
cost studies of UPH plants. Conventional pumped
hydroelectric costs are based on three 350-MW units
with 10 hours of storage; the UPH plant is assumed to
have three 667-MW units with 10 hours of storage.
Reference plant cost estimates are shown in
Table 5.5. EPRI considers the estimates to be accur-
ate only within +40%. The high degree of uncer-
tainty is directly attributable to differences in site-
specific terrain.

Greenhouse Gas Emissions

A pumped hydroelectric plant is essentially
emissions-free when viewed by itself. However, this
perspective does not include any fossil fuel that may
have been consumed in generating the off-peak elec-
tricity used to charge the storage system. In general,



Table 5.5. Pumped Hydroelectric Power Plant Costs

Overnight Construction Operation and Maintenance

Costs, Dec. 1988%/kW

Costs, Jan. 1989 mills/kWh

Plant Type Power  Storage Fixed Variable
Conventional 700 117 3.8 3.8
Underground 700 419 5.0 5.0

Source: EPRI 1989.

ifa fossil-fired plant is the source of charging electric-
ity, then greenhouse gas emissions will be increased
by using pumped hydroelectric or any other storage
device because of the inherent inefficiencies of stor-
age. This increase in greenhouse gas emissions would
be at least partially offset, however, by the increased
fuelefficiency fromoperating fossil-fired plants closer
to full-load conditions. Total greenhouse gas emis-
sions would be reduced if the pumped hydroelectric
plant rather than a gas turbine supplied peaking
power and if the pumped hydroelectric plant was
charged with electricity from a nonfossil energy
source.

Flywheels

Kinetic energy stored in rotational motion can be
easily converted to and from other types of mechani-
cal or electrical energy. Thus, flywheels have been in
use since ancient times and have more recently
become common in machinery. Primarily, they are
used to mechanically correct the timing mismatch
that commonly occurs in most energy-delivery sys-
tems. This correction allows the energy sources to
meet energy demands more effectively. Some fly-
wheel applications include punch presses, piston
engines, spinning wheels, and grain milling machines.

Flywheel energy storage technologies offer
several particularly attractive characteristics for
energy conservation. One is the ability to accept and
deliver energy at high rates. In contrast to electro-
mechanical energy storage methods, flywheel energy
storage capacity is independent of delivery rate.
Compared with other mechanical energy storage

devices such as hydraulic accumulators, flywheels are
more volume-efficient and lighter (i.e., store more
KJ/kg).@)

Applications for Flywheels. The components of a
flywheel energy storage system include rotor, bear-
ings, the flywheel assembly housing (also called con-
tainment), and power transmission:

* Rotor. The amount of energy stored in a body
rotating about a fixed axis is proportional to its
moment of inertia and the square of its angular
velocity. In practice, the maximum possible ener-
gy storage for a flywheel is obtained from the rela-
tion (Jensen and Sorensen 1984):

WM = (o/p)K,,

where W is energy, M is the flywheel mass, p the
density, K is a shape factor that is dependent
only on flywheel geometry, and ¢ is the maximum
allowable (design) stress. Thus, flywheel rotor de-
velopment has emphasized finding and testing
materials that are stronger and less dense, par-
ticularly for acrospace applications, where weight
and volume concerns are critically important.

Advances in composite graphite fiber technology
have enabled experimental flywheel rims to attain
storage densities as high as 878 kJ/kg compared
with 20 to 40 kJ/kg for steel flywheels (Olszewski

(a) Phone conversation with Mitch Olszewski of Oak Ridge
National Laboratory, June 26, 1990.
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1988). With these high-strength densities, practi-
cal operational storage densities of 200 kJ/kg can
be achieved. These lower levels account for cyclic
fatigue constraints on the materials.

Bearings. An essential problem with flywheel
technology is control of frictional losses in bear-
ings, especially in applications requiring slower
energy discharge rates. Mechanical bearings are
generally avoided because of high losses. Instead,
magnetic suspension systems using both perma-
nent and electromagnets are preferred and are
feasible for flywheels of up to about 200 tons. For
stationary applications that may have even larger
flywheels, the recourse is to mount them hori-
zontally, with rollers along the rim or magnetic
suspension used for support (Jensenand Sorensen
1984).

Power Transmission. The input and output of
power from the flywheel is application-specific
and can be electrical-to-mechanical or
mechanical-to-mechanical.  Electrical-to-
mechanical power transmission is achieved using
a motor-generator inserted between the magnetic
bearing suspension and the flywheel rotor. If the
motor is placed inside the containment vacuum
(when used), a brushless type is preferred (Jensen
and Sorensen 1984). Mechanical-to-mechanical
power transmission assemblies are typical of en-
visioned vehicle applications of flywheel tech-
nologies, where the flywheel integrates mechani-
cally with an engine/transmission system.

Containment. Containment requirements of fly-
wheels are dictated by the importance of windage
losses on the specific application being con-
sidered. Windage losses have been found to
increase with increasing energy density and
decrease with mass density (Fulkerson etal. 1990).
Thus, high-energy-density and low-mass-density
composite flywheels have much larger windage
losses than steel flywheels. Along with bearing
frictional losses, windage losses also become more
important for applications in which energy
recovery periods are prolonged. Windage losses
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are controlled by operating the flywheel in
evacuated containment.

Applications. Applications currently being con-
sidered for flywheelenergystorage technologyare pri-
marily in the aerospace industry, but several potential
land-based applications also have been identified.
Perhaps the most seriously considered land-based ap-
plication of flywheel energystorage is for urban trans-
portation applications, where many starts and stops
typically occur. The braking energy losses are stored
in the flywheel in this application, rather than dissi-
pated as heat.

A stationary flywheel application is envisioned as
a wayside energy storage system for recuperating
potential energy from electric trains. As in auto-
motive applications, braking energy losses are stored
in the flywheel rather than dissipated as heat. The
stored energy is delivered back to the train as electri-
city to boost its acceleration when traveling uphill or
when starting up from a dead stop. Studies of these
applications found that large steel flywheels might be
cost-effective on heavily trafficked rail lines (Lawson
et al. 1981) and that little or no additional develop-
ment is required for such systems because they can be
engineered with available technology.

Anotherapplication for flywheels is electric utility
load-leveling. By operating on a 24-hour cycle, base-
load power could be stored during periods of low de-
mand for use during peak-demand periods
(Eisenhaure et al. 1981). This discharge rate is much
slower than transportation applications and thus re-
quires much more attention to windage and bearing
losses.

Flywheels can also be used to complement other
energy storage devices, such as batteries in electric
vehicles, for a more effective and economical system.
In such an electric-flywheel hybrid vehicle, a flywheel
would be used to 1) extend the battery life by reducing
peak demands, 2) improve acceleration by comple-
menting the total power, and 3) increase the range by
allowing the battery to operate in a more favorable
load regime.



Performance of Flywheels. A combined engi-
neered system that uses 1) the flywheel to obtain
power through this regeneration braking concept,
2) acontinuously variable transmission, and 3) a con-
troller capable of controlling these components while
retaining conventional acceleration control could in-
crease fuel efficiencies in taxicabs by as much as 150%
to 170% (Kubo and Forrest 1981). A numerical opti-
mization study using an urban bus duty cycle pre-
dicted savings as high as 148% if all components of
the flywheel system could be optimized (Flanagan
1982). However, about half of the theoretical fuel
savings obtained from such a system would come
from the continuously variable transmission alone
because it facilitates use of a small, efficient internal
combustionenginewithconstant (steady-state) power
output.

In contrast to these urban driving benefits, high-
way driving applications of the flywheel system result
in losses that are predicted to be greater than the po-
tential braking energy recovery. Thus, flywheels may
be less applicable for highway driving (Kubo and
Forrest 1981).

The mass/energy storage requirements for fly-
wheelsin urban transportation applicationsare small,
and steel rather than composite rotors provide ade-
quate energy densities (Beachley and Frank 1981).
Also, because energy recovery periods are quite short,
friction and windage losses are less critical than in
other applications, making bearing and containment
design less critical.

Estimates of range increases in electric-flywheel
hybrid vehicles are as high as 40%.() Such a hybrid
system would likely have a favorable impact on the
use of electric vehicles.

Cost of Flywheels. On a 20- to 30-year lifetime
basis, a flywheel system for electric utility load-
leveling applications would have to have a capital cost
for storage capacity of $100 to $150/kWh to be com-
petitive with other storage technologies. This cost

(a) Phone converation with Mitch Olszewski of Oak Ridge
National Laboratory, June 26, 1990.
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goal theoretically can be achieved by current steel fly-
wheels. Composite rotors will require substantial
cost reductions or further improvements in material
energy densities in order to meet the goal. No cost
information is available for transportation applica-
tions of flywheels.

Greenhouse Gas Emissions from Flywheels. Un-
fortunately, although the component designs of fly-
wheel energy storage systems have progressed quite
far, very little work has been completed on physically
integrating the components into actual systems. This
lack of either laboratory or field-test data makes it
very difficult to assess the impact that integration of
flywheel technology would have on fossil fuel
consumption and, hence, on greenhouse gas
emissions.

One assessment looked at the potential energy
savings from using flywheel technology in the New
York City taxicab fleet (Krupka and Jackson 1981).
Assuming a 50% gain in fuel economy in a 12,000-car
fleet traveling 50,000 to 80,000 miles per year, savings
were estimated to be about 25 million gallons of gaso-
line per year. The results of that study suggest that
applying flywheel energy storage tourban taxiand bus
fleets nationally could substantially affect bothenergy
conservation and greenhouse gas emissions.

Assuming that fossil-fired power plants supply the
electricity for electric-flywheel hybrid vehicles, fly-
wheels could reduce greenhouse gas emissions at the
source compared with nonhybrid electric vehicles
because fuel efficiency is dramatically increased by
adding flywheels. If source electricity is supplied by
nonfossil power plants,emissions reductions attribut-
able to flywheels will likely be even larger, equal to
the total displaced emissions provided by the net in-
crease in using electric vehicles that the performance
benefits of this hybridization would cause. Given the
current mix of fuels used to generate electricity,
carbon dioxide displacement assuminga20% battery-
powered domestic vehicle fleet in the year 2010 is
estimated to be approximately 1 x 10® tons annually
(Landgrebe and McLarnon 1989). If using flywheels
to enhance the range and acceleration of electric



vehicles increases their use to 25% of the domestic
fleet, another 25 million tons of carbon dioxide pro-
duction would be displaced.

Similar benefits could be obtained by using way-
side flywheel systems for electric trains. Finally,
fossil-fired power plant greenhouse gas emissions
could be reduced if flywheel systems were used for
electric utility load-leveling rather than gas turbines,
assuming renewable energy resources or other non-
fossil resources are used to charge the flywheel
systems.

5.1.4 Chemical Energy Storage

This section discusses two types of chemical ener-
gy storage: hydrogen and reversible chemical
reactions.

Hydrogen

Hydrogen has long been recognized as an efficient
energy carrier. Analyses of scenarios with hydrogen
as the only liquid energy carrier in an industrial
economy show that hydrogen can be an adequate re-
placement for conventional fuels such as petroleum
and natural gas. In the 1960s and even in the early
1970s, the "hydrogen economy” concept was seriously
considered, with nuclear power plants as a source of
inexpensive electricity to produce hydrogen. As the
cost of nuclear power escalated and fears of an im-
pending energy crisis subsided, so did our interest in
the hydrogen economy. The costs of adapting to a hy-
drogen economyand the sustained commitmentofre-
sources required to develop and implement the tech-
nology were considered to be prohibitive, and federal
support was drastically reduced.

The emerging concerns about global warming and
the realization of the harmful effects of increasing
greenhouse gas emissions are again encouraging con-
sideration of hydrogen as a clean energy carrier.
Under appropriate circumstances, its use could pro-
vide the nation with an alternate form of fuel and, de-
pending on the production method, reduce green-
house gas emissions. This section summarizes the
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current status and future prospects of hydrogen tech-
nology, potential applications, performance and cost
characteristics, impacts on greenhouse gas emissions,
and key issues that must be addressed for this tech-
nology to enter the marketplace.

Description of Hydrogen. Hydrogen is an excep-
tionally clean energy carrier. When hydrogen is
burned, there are no emissions of carbon monoxide,
carbon dioxide, or SO,, and reduced emissions of
NO,.

Hydrogen does not occur naturally in abundant
quantities. It is obtained either from fossil-fuel
sources such as natural gas or from the electrolysis of
water. If it is produced from methane, it has no
greenhouse gas emissions benefit. Nonetheless, if the
end useis in urban centers, hydrogen still makes a sig-
nificant contribution to mitigating air-quality prob-
lems at the possible expense of the area where the
primary source energy was consumed.

The real advantage of hydrogen in terms of both
greenhouse gas emissions and urban air quality is
realized if the hydrogen is produced via the electroly-
sis of water, with the electricity being generated by
nonfossil fuels such as nuclear energy or solar photo-
voltaics. To realize the environmental benefits of
hydrogen, it has to be produced, stored, and distri-
buted competitively with similar energy carriers. Un-
fortunately, it cannot at present, especially compared
with fossil fuels like oil and natural gas.

The following sections summarize the current
status and future prospects of hydrogen production,
storage, and distribution technologies.

Production of Hydrogen. As mentioned earlier, if
the hydrogen is produced from natural gas or from
electricity produced at a fossil-fired power plant,
greenhouse gas emissions are not reduced. Because
of production inefficiencies, they would actually be
increased. Consequently, technologies related to
these options for producing hydrogen are not dis-
cussed further. Hydrogen produced by the electroly-
sis of water, using electricity from photovoltaic arrays,



solar thermal electric conversion, wind, or nuclear
power plants, or through the direct photoelectrolysis
of water will have the maximum positive impact on
greenhouse gas emissions and are discussed below.

Water Electrolysis. At present, only about 1% of
the worldwide production of hydrogen is via water
electrolysis. The remainder is produced by steam/
methane reforming of natural gas. This fact clearly
indicates the costdifferential between the two proces-
ses. Electrolysis is economical only in locations with
an abundant supply of very inexpensive electric
power. At typical electricity prices, the cost of the
produced hydrogen is several times higher than pre-
vailing prices of competing fuels. Developing cost-
effective water electrolyzers is a major goal if an envi-
ronmentally benign hydrogen economy is to become
a reality.

Photoelectrolysis of Water. 'The photoelectrolysis of
water produces hydrogen directlyfrom solarenergyin
an electrochemical cell using photoactive semicon-
ductor electrodes as anodes and cathodes. The maxi-
mum theoretical energy conversion efficiency in such
systems is expected to be 35% to 40%. Laboratory
results to date have accomplished conversion effici-
encies from 5% to 10%. Some preliminary estimates
indicate that efficiencies from 15% to 20% are re-
quired for the system to be economically competitive.

The technology is still in its infancy. Not only are
improvements in conversion efficiency needed, but
other major technical hurdles have to be overcome.
One such hurdle is the photoinduced corrosion of the
semiconductor electrodes. The electrodes that are
least susceptible to corrosion also have high band
gaps and absorb in the ultraviolet region of the solar
spectrum. Thus, they use only a small portion of the
available solar energy. Many innovative approaches
are being investigated to stabilize low band-gap semi-
conductors (which absorb most of the solar spectrum,
but also have a greater propensity to corrode) for use
in this application. These approaches include chemi-
cally modifying the semiconductor surface and de-
positing islands of precious metal catalysts. Success
is essential if this technology is to be commercially
viable.
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Research on the photoelectrolysis of water is still
in a very early stage and is primarily focused on
identifying promising semiconductor electrodes and
on understanding how the system operates. Very lit-
tle development activity is in progress. For example,
no long-term testing has been done on any of the
promising systems. Thus, even if the technical
hurdles are overcome, this technology option wiil re-
quire at least a decade before it reaches the demon-
stration phase. However, this approach is probably
the most exciting in terms of low-cost hydrogen pro-
duction using a renewable energy resource.

Storage of Hydrogen. Hydrogen can be stored as
a compressed gas, a cryogenic liquid, or a solid
hydride. The last option would appear to be ideal;
however, although hydrides can store a large amount
of hydrogen on a volume basis, they can only store
about 1% hydrogen on a mass basis. This obviously
leads to extreme weight penalties and increases the
cost for hydrogen storage, particularly for transporta-
tion applications.

Cryogenic hydrogen storage and distribution also
are technically feasible but extremely expensive
because of the high cost of cooling the hydrogen
enough to keep it in a liquid state. Storage of hydro-
gen as a compressed gas is probably the least-cost
option. Large-scale storage of hydrogen gas is feas-
iblein depleted gas and oil fields. Fields that are con-
sidered to be tight for natural gas are expected 1o be
suitable for hydrogen storage. Underground storage
of hydrogen at 700 psia will, however, only hold about
one-quarter of the Btu-capacity of an equivalent vol-
ume of natural gas. As a result, the cost of hydrogen
storage is at least 2 to 3 times that of natural gas for
every million Btu stored.

Transmission and Distribution of Hydrogen. Hy-
drogen can be transported through pipelines either as
a compressed gas or as a liquid. However, transmis-
sion of liquid hydrogen is expected to be very expen-
sive because of the need for significant refrigeration
and pipe insulation and, thus, is not expected to be a
practical option.



Transmitting hydrogen as a compressed gas is
more practical, with an estimated cost of $0.034 to
$0.048/million Btu per 100 miles at 750 psia. These
costs are approximately 2 to 3 times higher than the
cost of natural gas for equivalent energy throughput.

Commercial experience with hydrogen transmis-
sion through pipelines is limited. In the United
States, experience is limited to a 50-mile network in
the Houston area. A 130-mile network has also been
inoperation in the Ruhr area of Germany since 1940.
These networks do not have any online compressor
stations and are constructed from seamless steel pipe.

A common assumption made by proponents of a
hydrogen economy is that the existing natural gas
pipelines can be used for transporting hydrogen.
These pipes may well be corroded by hydrogen
through a phenomenon known as hydrogen embrit-
tlement. The extensive experience at the National
Aecronautics and Space Administration in handling
hydrogen and the experience of the local hydrogen
pipelines in operation today indicates that mild-steel
pipes may not be adversely affected. Further mate-
rials science research is needed to resolve this issue.

Applications for Hydrogen. In principle, hydrogen
canreplace petroleum and natural gas in all their cur-
rent end uses. Its most important potential impact
would occur if it replaces gasoline as our primary
transportation fuel. In this application, hydrogen
could potentially 1) reduce dependence on imported
oil, 2) profoundly improve urban air quality, and
3) eliminate greenhouse gas emissions from the trans-
portation sector, but only if it is produced from do-
mestic renewable or nuclear energy sources. Con-
ventional spark-ignited internal combustion engines
have operated with hydrogen fuel in many prototype
vehicles. Stratified-charge engines are also fully
capable of operating with hydrogen fuel. In addition,
hydrogen greatly facilitates the use of alkaline fuel
cell technology as a propulsion system for vehicles.
Because fuel cells are approximately twice as efficient
as the best internal combustion engines, this tech-
nology can dramatically improve vehicle on-board
fuel efficiency.
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The storage of hydrogen in vehicles is a problem.
The two common options are storage as compressed
gas or as metal hydrides. Both options involve signifi-
cant weight and volume penalties. Research is
needed to develop compact and lightweight hydrogen
storage systems for vehicles.

In addition to transportation applications, hydro-
gen as an energy carrier also has the following
applications:

1. residential and commercial space heating and/or
small cogeneration systems using fuel cells to sup-
ply both electricity and heat for residential and
commercial buildings

industrial heat and power using conventional co-
generation techniques or fuel cell technologies.

The use of hydrogen in these applications requires
that it be safe. Everyone remembers the Hindenburg
disaster; thus, the widespread use of hydrogen in con-
sumer applications is of some concern. However, cer-
tain physical properties of hydrogen (e.g., limits of
flammability in air, minimum energy for ignition,
buoyant velocity in air, leak rate, and toxicity) com-
pare very favorably with gasoline and natural gas.
Hydrogen-rich "town gas" (50% hydrogen) was exten-
sively used for residential heating in the United States
until the 1950s. It is still commonly used in many
parts of the world.

Performance and Cost of Hydrogen. The produc-
tion of hydrogen commercially via water electrolysis
consumes 4.5 kWh per cubic meter of hydrogen. Ad-
vances in electrolyzer technology are expected to re-
duce this energy consumption to approximately
3.0 kWh per cubic meter of hydrogen. As photo-
electrolysis technology matures, further significant
reductions in energy consumption are possible for hy-
drogen production. Itis too early to speculate on the
magnitude of those reductions. Thus, at present, the
major cost component of hydrogen production is the
electricity cost.




An optimistic estimate projects the delivered cost
of hydrogen produced with electricity from photo-
voltaic arrays to be $13 to $18 per gigajoule (GJ) for
transportation and residential use (Ogden and
Williams 1989). This analysis assumes that photovol-
taic modules will be 12% to 18% efficient and that
their costs will come down to $0.2 to $0.4 per peak
watt. Even under these optimistic assumptions, the
price of gasoline must rise to more than $2.50 per gal-
lon for hydrogen to be competitive. However, these
costs are in the same general range as the cost of
many other synthetic fuels being considered for trans-
portation applications. The likely cost of hydrogen
will probably be from $25 to $30 per GJ, making it
competitive only at much higher gasoline prices. The
only realistic scenario that will encourage hydrogen
use in transportation is an international consensus to
aggressively pursue policies to reduce greenhouse gas
emissions.

Greenhouse Gas Emissions from Hydrogen. The
shift from gasoline (or any other carbon-based fuel)
to hydrogen in the transportation sector will elimi-
nate all on-board emissions of carbon monoxide,
carbon dioxide, particulates, and volatile organic
compounds. If the hydrogen is used in conjunction
with internal combustion engines, then NO, will still
be produced; however, the amount could be 20%
lower than with gasoline-powered vehicles. In addi-
tion, if the hydrogen is used in conjunction with a fuel
cell, emissions of NO, at the vehicle point of use will
also be eliminated. The overall impact on green-
house gas emissions by a complete switch to hydrogen
in transportation could be favorable, depending pri-
marily on the method by which the hydrogen is
produced.

The present domestic fleet (including trucks) is
about 180 million vehicles, annually consuming ap-
proximately 2900 million barrels of oil equivalent
(MBOE). It is expected to grow to 300 million vehi-
cles by the year 2010. Oil consumption, however, is
not expected to increase because the increased num-
ber of vehicles will be offset by the improved energy
efficiency of the newer vehicles. If only 20% of the
vehicles are switched to hydrogen, 580 MBOE will be
displaced, and carbon dioxide emissions will be
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reduced by 200 million tons. The corresponding
worldwide reduction of carbon dioxide will be
550 million tons. These reductions are very signifi-
cant. In addition, there will be parallel major reduc-
tions in SO, and NO, emissions. However, these
emissions would be offset by emissions, if any, that
occur during the hydrogen production stage.

Ashydrogen is introduced for residential and com-
mercial buildings and for industrial cogeneration, the
effect on carbon dioxide emissions will also be direct-
ly proportional to the displacement of fossil fuels
used for those purposes. The impact, however, will
not be of the same magnitude as described for the
transportation case.

Reversible Chemical Reactions

Reversible chemical reactions provide one ap-
proach to storing and transporting thermal energy.
Some reversible chemical reaction concepts were
originally considered in connection with using waste
heat from nuclear power plants, but they can also
readily use heat from solar thermal systems. Re-
search on this energy storage technology has been
limited, particularly in the United States. The limited
research reflects the fact that public support for
nuclear energy has waned in the United States and
that solar photovoltaic technologies to produce elec-
tricity and solar thermal systems with hot water stor-
age for heating residential and commercial buildings
are judged to be more attractive. Reversible chemical
reaction storage technology is not at the point where
reliable cost projections can be made; and because it
will be applicable to relatively small niche markets, its
impacts on greenhouse gas emissions are expected to
be marginal. It is not clear whether this technology
will ever be commercialized, when its potential bene-
fits are compared with alternative storage
technologies.

Description of Reversible Chemical Reactions.
The process of burning fossil fuels is a chemical reac-
tion where the chemical energy of the fuel is released
in the form of heat and other products. If the revers-
ible chemical reactions are promoted by catalysts and
the original reactants are regenerated from the



products, releasing the stored energy in the process,
a closed-loop energy storage system is formed. This
is precisely what the reversible chemical reaction en-
ergy storage concept attempts to accomplish.

The interest in reversible chemical reaction stor-

age technology emanates from the pioneeringwork of
German investigators on the steam/methane reform-
ing reaction:
Q + CH, + H,O0 = CO + 3H, 5.1
This reaction was studied as a method of transmitting
high-temperature heat from nuclear reactors over
long distances. The process consists of the steam re-
forming reaction (5.1) at the nuclear power genera-
tion site, transport of the reformed gas containing
carbon monoxide and hydrogen through natural gas
pipelines, and the subsequent methanation at the
customer’ssite. The methanation reaction [reverse of
reaction (5.1)] releases heat that can be used to pro-
duce electricity or provide district heating. The meth-
ane produced must be transported back to the origi-
nal site so that it can be reused in the steam reform-
ing reaction. Both reactions require specific catalysts
in addition to thermal energy, thus the reverse reac-
tion is prevented from occurring until it is needed.

A very similar process has been considered by

General Electric in their HYCO process, which uses
the reaction:
CH, + CO, = 2CO + 2H, (5.2)
Many other schemes have been considered, such as
1) splitting ammonia into nitrogen and hydrogen,
2) adsorbing ammonia onto salt compounds, 3) re-
ducing sulfur trioxide to sulfur dioxide and oxygen,
and 4) adsorbing gases onto materials such as silica
gel, charcoal, zeolites, and salts.

A problem shared by all of these approaches is the
smallenthalpy of reaction (or adsorption) that results
in systems where large quantities of materials must be
handled for each unit of energy storage. This ac-
counts for the low energy density and high cost of
these systems. There are other chemical reactions
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involving high specific heats; however, the compli-
cated separation processes required create severe
problems in implementing the technology.

Another approach to energy storage using revers-
ible chemical reactions is the chemical heat pump.
Two experimental demonstration systems are in use
in Sweden, where the heat pump is charged by the
reaction:

Na,S + 5H,0 = Na,S.5H,0O + 312 kJ/mole  (5.3)
One is a demonstration of a 7000-kWh system for a
residential building, the other is a 30,000-k Whsystem
for a commercial building. Although the systems

operate reliably, they do not appear to be cost-
effective compared with other storage options.

Applications of Reversible Chemical Reactions.
Thermal energy storage through reversible chemical
reactions can have applications in district heating and
space heating for residential and commercial build-
ings. The closed-loop systems were originally con-
sidered for district heating using the waste heat from
nuclear power plants, but they can also be used with
solar thermal energy. The chemical heat pumps are
mostly targeted toward the heating needs of residen-
tial and commerctial buildings.

Ineachof these applications, the reversible chemi-
cal reactions are competing with other storage tech-
nologies such as batteries and passive solar systems.
Performance, reliability, and cost will determine the
extent to which reversible chemical reaction storage
systems will be commercially acceptable.

Performance and Cost of Reversible Chemical
Reactions. The typical enthalpy of reaction for a
reversible chemical reaction is approximately 200 to
300 kJ/mole of reactants. This low enthalpy change
requires a very large volume of chemicals to be
processed to store an adequate amount of energy.
The resulting energy density can be as low as 10 kJ/kg,
increasing the size and cost of the system. In some
specialized cases, in conjunction with the ready avail-
ability of high-grade waste heat from nuclear plants,
these technologies may be competitive. However, in




most common applications, other storage technolo-
gies are clearly more cost-effective.

When used in conjunction with solar energy, the
low conversion efficiency of the reversible chemical
reaction energy storage scheme causes additional
problems. For example, a combined solar thermal
and chemical heat pump system offers no economic
advantage over solar thermal systems with hot water
storage. Conversion efficiencies of the reversible
chemical reaction storage processes must be in-
creased to 30% to 40% before they can be cost-
effective. Some analyses show that, considering the
energy in the solar spectrum, achieving more than
20% may be very difficult. Current conversion effici-
encies are only 5% to 10%.

The two Swedish chemical heat pump demonstra-
tions proved that these prototypes will not be cost-
effective for residential or commercial buildings. The
same study projects that with automated production
techniques, the cost can be reduced to $0.04 to
$0.05/kWh for a 15-m? storage system for a detached
house. The cost of this unit is equally divided
between the solar collectors and the chemical heat

pump.

Greenhouse Gas Emissions from Reversible
Chemical Reactions. The low energy density of re-
versible chemical reaction storage technology makes
it unlikely that this technology will be commercially
viable for many applications. District heating within
an industrial energy park may be its only realistic ap-
plication. Consequently, it will probably not have any
significant impact on greenhouse gas emissions in the
foreseeable future. The most optimistic projection is
thatifnuclear power becomes the dominant contribu-
tor to the energy generation mix in the United States,
reversible chemical reaction storage technology may
be viable for less than 1% of the district heating
market. Even under this optimistic scenario, the po-
tential impact of reversible chemical reaction storage
technology on greenhouse gas emissions would be
very small.

In addition, many of the reversible chemical
reaction concepts use greenhouse gases in the energy
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storage process. Leakage of these gases and/or the
greenhouse gas emissions that might occur during the
synthesis of the reversible chemical reaction reactants
would increase greenhouse gas emissions. Thus, it
appears that the overall impact of this technology on
greenhouse gas emissions would be marginal at best.

5.1.5 Magnetic Energy Storage

This section discusses superconducting magnetic
energy storage (SMES). It includes a description of
the technology and its applications, performance and
cost characteristics, greenhouse gas emissions char-
acteristics, and potential greenhouse gas emissions re-
ductions that might occur if SMES technology were
introduced into electric utility operations. The dis-
cussion is largely based on a preliminary scoping
analysis done by the Pacific Northwest Laboratory to
illustrate examples of the benefits that utilities might
derive from SMES (DeSteese and Dagle 1990).

Overall, the benefits and economics of supercon-
ducting magnetic energy storage suggest that it might
be the first superconducting technology to penetrate
the utility component market. The earliest applica-
tions of this technology would contain superconduc-
tors operating at liquid helium temperatures. Even-
tually, high-temperature superconductors (HTS)
operating at liquid nitrogen temperatures or above,
may be developed. If HTS technology is adaptable to
SMES systems, their economics could improve
significantly.

Description of Superconducting Magnetic Energy
Storage. In this decade and into the next century,
U.S. utilities will face the need for increased power
loadings and interconnections and for the integration
of new energy resources into their systems. Electric
utility systems will be forced to operate nearer 1o
their limits and with lower reserve margins. These
developments will cause new stability, reliability, and
peak load management problems that could be
addressed, in part, by adding dynamic energy storage
to the systems. If SMES technology continues to ad-
vance, it could become a major energy storage option
and provide many other potential benefits in utility
applications.



Superconducting magnetic energy storage pro-
vides the means for the direct storage of electrical en-
ergy without the need for mechanical or chemical en-
ergy conversion in the charging and discharging
processes. The essence of the storage system is an
electric current passing through a circular inductor
made of superconducting material. Because super-
conductors incur no resistance losses, current will
circulate forever in a superconducting wire in a huge
coil (approximately a half-mile in diameter in a large
system) held below the critical temperature.

The core of the SMES concept is a superconduct-
ing solenoid or toroid. The intense magnetic field
created when high-amperage direct currents flow in
this coil is the medium for storing magnetic energy.
Energy is stored proportionally to the coil’s induct-
ance and the square of the current flowing at any in-
stant. In published designs, the superconducting coil
is contained in a liquid-helium cryostat and is charged
from and discharged into the utility’s AC-
transmission system through a power conditioning
system that includes solid-state, multiphase AC-DC
converters.

Applications for Superconducting Magnetic
Energy Storage. The storage efficiency, instantane-
ous dispatch capability, and multifunction uses of
superconducting magnetic energy storage are unique
attributes, giving it the potential for revolutionary ap-
plications in the electric utility industry. The results
of a preliminary study by DeSteese and Dagle (1990)
indicate several potential cost-effective SMES applica-
tions in credible system-specific scenarios. With rela-
tively simple benefit and cost-estimating methods,
severalrepresentative SMESapplications wereshown
to have annual benefit/cost ratios that exceed unity.
However, in the cases considered, itappeared that the
value of SMES derived from a single design purpose
rarely justifies the unit’s cost. For this reason, the
best applications for SMES, in all but the smallest
unit sizes, may be in situations where benefits from
multiple-function use are realized.

In addition to its value as an energy storage tech-
nology, SMES has other valuable attributes including
higher cycle-efficiency and instantaneous charge,
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discharge, and dispatch capabilities that may make it
more attractive than competing storage technologies
for certain applications. The following are some
specific beneficial applications of SMES (from
Schoenung et al. 1989):

* load following - SMES units could be used to pro-
vide load-following capacity, allowing convention-
al generating plants to approach constant load
operation. SMES could also be the controllable
clement in Automatic Generation Control
systems.

» ramping - Conventional generators could operate
with less cycling and at reduced ramping rates
(MW/min) with SMES online.

* setpoints - SMES could facilitate the operation of
conventional generation plants at optimum set-
tings to maximize thermal efficiency and reduce
cycling at times of minimum load.

* system stability - A demonstrated capability of
SMES is its ability to damp low-frequency power
oscillations (see discussion of Tacoma experiment
under "Performance of Superconducting
Magnetic Energy Storage"); SMES could also
damp system oscillations that are due to transient
disturbances.

* spinning reserve - SMES could provide some of
the spinning reserve capacity of a system at higher
levels of availability and lower cost than conven-
tional generating units.

* volt ampere reactive (VAR) control - The power
transfer and stability limits of transmission sys-
tems could be extended by using SMES to absorb
and dispatch reactive power, as required.

* Dblack startcapability - SMES could provide power
to start a large generating unit without power
from the grid.

» peakload management and capacity value - SMES
could be incorporated into a system as capacity to
supply peak loads and as a component of a




dispatchable peak load management portfolio of
measures. Such a portfolio could be designed to
substitute for construction of equivalent conven-
tional generation and, in some cases, transmission
capacity.

Opportunities appear to exist where SMES units
atasingle location could provide several of the above
benefits either simultaneously or at the discretion of
the dispatcherin real-time responses to system condi-
tions. Many of these capabilities are unique to SMES
and increase its utility application potential to a
larger number of opportunities than might be
achieved on the basis of its energy storage value
alone.

Performance of Superconducting Magnetic
Energy Storage. In 1983, a 30-MJ (8-kWh), 10-MW
SMES unit began operation in the Tacoma substation
of the Bonneville Power Administration (BPA) utility
system to damp unstable oscillations. As energy was
exchanged between the SMES system and the Pacific
Intertie grid, the unit effectively damped the 0.35-Hz
oscillations typically observed on the grid. The unit
operated for over 1 million cycles during a 1-year
period, at frequencies of 0.1-1.0 Hz. Although BPA
had originally intended the unit for dynamic stability
control of transmission lines, it was mainly used for
dynamicresponse characterization studies of the BPA
power grid.

The results of over 1,200 hours of operation
showed that the SMES unit was a versatile and re-
sponsive device for power system testing and control.
It provided an initial base of operating experience for
estimating the cost- effectiveness and special require-
ments of superconducting power equipment (Rogers
and Boenig 1984).

Even though the stored current in a SMES unit is
DC and must be converted to AC before going out
onto the grid, round-trip energy storage efficiencies
of 90% to 95% are expected (Fitzgerald 1988).
According to Loyd (1988), SMES technology should
be approximately 95% efficient. About 3% of the
input energy is lost in converting from ACto DCand
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back, and the other 2% is consumed by the refrigera-
tion equipment.

One key benefit of a SMES unit is that it can
respond to a load change in only 20 milliseconds
(Boutacoff 1989), which is faster than any other ener-
gy storage system except batteries. This capability
would enable SMES to damp out disturbances in the
electrical grid that could cause large-scale power
outages.

Cost of Superconducting Magnetic Energy
Storage. EPRI has estimated the cost of a 1000-MW
SMES plant, including engineering, land, materials,
and allowance for interest and escalation during con-
struction (Boutacoff 1989). The total cost of
$975/kW was obtained by multiplying the energy-
related costs ($275/kWh) by the hours of storage
(3 hours), and adding the result to the power-related
costs ($150/kW). As stated previously, these costs
may be substantially reduced if high-temperature
superconductorscanbemadeintoappropriateshapes
that can withstand the high current fluxes required in
a SMES unit. According to Loyd (1988), the SMES
capital costs could be reduced by as much as 25%.

The literature emphasizes the attributes of SMES
as a potential competitor to pumped hydroelectric,
gas turbines, batteries, and CAES peaking systems.
Typical comparisons between systems have been
based on predominantly large systems in the storage
capacity range of 1,000 to 10,000 MWh with power
capabilities at the 1000-MW level. With fuel costs of
$6/MMBtu and a 3-cent/kWh cost of charging elec-
tricity, SMES systems have a competitive application
potential when used as a large storage system operat-
ing with a capacity factor between 0.05 and 0.25 (1 to
6 hours/day) (Luongo et al. 1987). This result was
based on the value of energy storage only, without the
benefits of the other numerous SMES functions that
can enhance an electric power system.

Greenhouse Gas Emissions from Superconduct-
ing Magnetic Energy Storage. A SMES system, when
viewed by itself, is essentially free of greenhouse gas
emissions. However, this perspective does not
include any fossil fuel that may have been consumed



in generating the off-peak electricity used to charge
the system. In general, if a fossil-fired plant is the
source of charging electricity, then greenhouse gas
emissions will be increased by 5% to 10% if a SMES
system is used because of its 90% to 95% round-trip
storage efficiency. This increase in greenhouse gas
emissions would be partially offset, however, by the
increased fuel efficiency of operating fossil-fired
plants closer to full-load conditions.  Total
greenhouse gas emissions would be reduced if the
SMES system were used to supply peaking power
instead of a gas turbine and if the SMES system were
charged with electricity from a nonfossil energy
source.

Environmental acceptability of SMES technology
hasyet to be established. In particular, the impacts of
intense long-term magnetic field exposure must be
evaluated.

5.2 ENERGY TRANSMISSION AND DISTRIBU-
TION TECHNOLOGIES

This section deals with the impacts of the trans-
mission and distribution of various fuels on the at-
mospheric levels of greenhouse gases. The problems
created by transporting fuel to its point of use are
likely to be more socioeconomic than ecological. A
definite exception is the oceanic oil contamination
from tankers. Noise and traffic from energy transpor-
tation systems such as large and frequent unit trains
are likely to annoy people but have little direct effect
on plants, animals, or the environment. However,
ecological difficulties are possible both with diverting
water at the source and disposing of the water at the
terminus if coal-slurry pipelines are ever used on a
very large scale.

In the following sections, solids, liquids, gases, and
electricity are described, and their applications, per-
formance, cost, and potential greenhouse gas emis-
sions are discussed.

5.2.1 Solids

In this section, coal and biomass are discussed.
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Coal

Of all the nonrenewable fuels, coal is the most
abundantly available. In terms of total energy con-
tent, the United States has roughly six times as much
coal as oil. The potentially recoverable reserves are
roughly equivalent to 12 trillion barrels of oil, while
the economically recoverable reserves are equivalent
to about 3 trillion barrels. In 1982, U.S. coal energy
production was 18.65 quad. To use coal as a "bridging
fuel” from today’s oil-based economy to a future
economy based on renewable resources, the United
States will have ta use 50% more coal in the year
2000 than it does today. Thus, serious economic,
social, and environmental issues may have to be
resolved.

Description of Coal. Coal is mined in three ways:

1. Surface mining accounts for 60% of U.S. coal pro-
duction. In the eastern United States, strip min-
ing is the main type of surface mining. In the
West, open-pit mires are more common. In the
hilly regions, hillside contour mining is practiced.

Underground mining accounts for most of the re-
maining 40% of U.S. coal production. This
method is used when the coal deposits are deep
underground (up to 1000 meters) or when the
deposits are located near or under heavily popu-
lated or heavily used areas. Underground mining
is not as efficient as surface mining. Underground
mining is economical only when the coal deposits
are at least a few feet thick. Even then, only half
the available coal can be extracted from an under-
ground mine; the rest must be left to support the
weight of the overburden.

Auger mining is relatively unimportant, but in
special situations, it can be the best method of ex-
tracting coal.

Coal accounts for 21% of the primary energy use
in the United States. Notall the coal produced in this



country is consumed at home; 14.5% of U.S. coal ex-
ports go to Japan, the largest importer of coal in the
world (Mills and Toke 1985). Within the United
States, 84% of all coal consumed is used to generate
electric power. To minimize coal transport, much
western coal is burned in power plants located at the
mine site ("mine-mouth” plants). The balance is used
for industrial purposes, including iron and steel and
chemical production.

Performance and Cost of Coal. Because coal is a
heavy, solid fuel, transportation is a relatively expen-
sive component of coal consumption. Unlike oil or
natural gas, coal cannot simply be pumped to the
point of use. This has made the coal industry vulner-
able to breakdowns in transportation and railroad
strikes, as well as to problems in coal production.

Rail transport is widely used to move coal from
the mine to the end user. Large trucks and barges are
also used; and more recently, waterway traffic ton-
miles and the number of barges and towing vessels
have been steadily increasing. Because few waterways
are directly adjacent to coal mines, most waterway
coal movements include a short truck or rail haul
from the mine. Most utilities and industrial plants
using waterborne coal are located on waterways, and
the coal is unloaded directly at the destination. The
average waterway is a circuitous route between origin
and destination. Nevertheless, waterway rates, which
have been less than half the corresponding rail rates,
make water transport attractive for hauling coal des-
pite longer distances and slower speeds. This advant-
age is subject to change with the implementation of
user charges and increasing waterway traffic
congestion.

Truck transportation is dominant in the short-
haul segment of coal shipping and is the most flexible
mode. However, it is not significant in the cross-
country movement of coal.

A more efficient method of transporting coal is by
slurry pipelines. The coal is mixed with water to
make aslurry that can be pumped through a pipeline.
However, slurry pipelines require large amounts of
water to be transported along with coal. Much of the
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coal mined in the western portions of the country
cannot benefit from this technology because of water
supply shortages. It is difficult to generalize about
the relative economics of coal slurry pipelines versus
unit trains because the comparison depends heavily
on route conditions such as the relative circuitry of
each system and the terrain. However, several
general statements can be made:

» The construction cost per mile for slurry pipelines
exceeds that of a railroad track with equivalent
capacity.

¢ Railroads have much higher variable costs than
pipelines, and consequently, their rates are more
susceptible to inflation.

*» Pipelines are only economically competitive with
railroads when the transport distance is relatively
long (probably over 500 miles) and the throughput
is large (probably over 10 million tons annually).

A second concern pertains to the possible future
transport of coal slurries composed of coal and liquid
fuel mixtures. Such transport may present potentially
severe safety and environmental problems in the
event the pipeline ruptures or slurry is spilled at
terminal transfer points. Carriers besides water, such
as alcohol or petroleum, have been considered. The
liquid fuel carrier would be burned with the coal, and
the slurry pipeline could operate without the dis-
advantage of consuming potentially scarce water re-
sources. However, the potential environmentat ef-
fects and safety concerns in liquid fuel/coal slurry
pipelines appear to be more severe than those for a
water/coal slurry.

A third concern is that a continuing increase in
inland waterway congestion might reduce the future
value of barge transportation as a competitive alter-
native for moving coal. Other than slowing traffic,
congestion has the potential of increasing transporta-
tion cost and causing accidents (groundings, ram-
mings, or collisions) and pollution. Waterway con-
gestion will probably affect the national petroleum
delivery system far more than the coal system because
of the relative volumes involved.



Greenhouse Gas Emissions from Coal. The envi-
ronmental consequences of burning coal will require
the development of expensive and technically
sophisticated pollution-control technologies. Theair
pollutants of concern for coal combustion are carbon
monoxide, carbon dioxide, and hydrocarbons. How-
ever, the transportation and storage of coal have no
direct environmental impact, except for the socioeco-
nomic concerns that are discussed later. Two factors
could cause the quantity of waste requiring disposal
to approach one half ton for every ton of coal con-
sumed: 1) large amounts of sludge are generated,
combined with the ash collected, and 2) the sulfur
content varies.

Large increases in coal consumption will acceler-
ate the depletion of present disposal sites and force
the expansion of waste disposal systems. This expan-
sion will likely involve increased shipping distances
and, thus, develop an increased dependence on ade-
quate and compatible transportation facilities.
Present transportation planningefforts do notappear
to adequately address the long-term implications of
greatly increased sludge production. Therefore, the
biggest concern is the lack of preparation to transport
large amounts of sludge and ash that may restrict the
use of coal in future environmentally compatible gen-
erating stations and plants.

Biomass

The term "biomass" refers to a wide variety of en-
ergy resources based on converting plant material to
usable forms of energy. Wood burning can be re-
garded as a form of biomass conversion, but the term
is usually reserved for more complex processes such
as the production of gas or alcohol fuels from plant
materials. Agricultural wastes, animal wastes, garb-
age, and forestry by-products are all classified as bio-
mass. Biomass can be used for energy needs through
a variety of conversion processes, categorized under
three general headings: 1) direct utilization,
2) thermochemical conversions, and 3) biochemical
conversions.

Biomass production is not an especially efficient
way to convert solar energy. Most plants store only
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about 1% or 2% of the sunlight that reaches their
leaves; therefore, large-scale biomass projects would
require large areas of land. Promoters of biomass
conversion recommend using land that currently lies
idle. This land could be used to produce rapidly
growing energy crops such as sugarcane or hybrid
trees. Up to an estimated 20 quad of energy per year
could be obtained by using about 5% to 10% of the
idle land in the United States. However, the costs
and energy needs of irrigation, transportation, and
processing of vegetable matter produced by such a
scheme need to be considered.

Some environmentalists fear that widespread
cultivation of biomass crops could take prime farm-
land out of production or impede wider cultivation of
human foods. The other widespread impact of cut-
ting down plants is the loss of the key mechanism for
removing carbon dioxide from the environment.
However, the ecological balance can be attained by
planting more crops and trees where they once were.
In many cases, the environmental effects of reducing
municipal wastes and replacing fossil fuels by wide-
spread biomass conversion are clearly beneficial.

5.2.2 Liguids

In this section, petroleum and other liquid fuels
are discussed.

Petroleum

In the following sections, petroleum is described,
and its applications, performance, cost, and potential
greenhouse gas emissions are discussed.

Description of Petroleum. Petroleum is the larg-
est single energy source for the Western world. As of
July 1983, the United States used approximately
14.8 million barrels of petroleum per day (1 bbl = 42
U.S. gallons). This is approximately 30% of the
world’s total consumption of petroleum by a country
with only 5% of the world’s population (Mills and
Toke 1985). Because total domestic oil production is
only 8.67 million barrels per day, the United States
imports roughly 6 million barrels per day, approxi-
mately 40% of its total petroleum consumption. This



percentage has recently risen to more than 50%, even
though projections were to reduce the import levels
and the total consumption.

In the past, oil drilling was done on land near sur-
face deposits or other known sources of petroleum.
As land deposits became less abundant, oil drilling
moved offshore. As the search for oil has moved to
more remote regions, the cost and effort involved in
drilling a well have increased. In 1980, the average
depth of a U.S. oil well was 1425 meters (nearly nine-
tenths of a mile) and the average cost was $130,000,
measured in constant 1972 dollars.

Performance and Cost of Petroleum. Petroleum
is distributed by primary and secondary systems
(DeSteese and Dawson 1979). The system of pipe-
lines, tankers, and barges that move crude oil from
producing areas to refineries, and similar facilities
that move petroleum products in bulk to marketing
areas, make up the primary distribution system. Ship-
ments from the bulk terminals by pipeline, truck,
barge, and rail to consumers characterize the second-
ary distribution system. Approximately 24,000 bulk
terminals handle the interchange of petroleum pro-
ducts among the transport modes.

Transport modes and storage facilities shown in
Figure 5.6 are the basic elements involved in moving
petroleum. When oil is to be transported across the
ocean (e.g., from the Persian Gulf to the United
States or Japan), it is carried in specialized oil
tankers. However, ocean transport of oil can cause
environmental problems. Some oil tankers are
enormous and have significant problems in maneu-
vering. A loaded "supertanker” can take more than
2 miles to stop. Ifatanker is damaged in an accident,
the consequences can be very serious, as evidenced by
the Exxon Valdez and the Megaborg incidents in dif-
ferent oceans.

Accidents are not the only source of oil contami-
nation to the oceans. Some operators routinely flush
out their empty tankers with seawater before picking
up a new shipment of oil. This practice accounts for
roughly 30% of the oil discharged to the
environment.
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New technologies are being devéloped to prevent
oil spills at sea and to cope with them when they
occur. Double-bottomed tankers, deep-water "super-
ports,” new detergents for cleaning up oil spills, oil-
absorbent sponges, and even oil-eating bacteria have
been developed in an attempt to cope with the envi-
ronmental problems caused by ocean transportation
of petroleum.

While tank trucks are used for distributing
petroleum products to gas stations and residential
users, pipelines and railroad tank cars are the pre-
ferred methods for long-distance land transport.
Pipelines are expensive to build and maintain, and
breaks along a pipeline can cause significant oil spills.
Because of the great length of a pipeline, locating and
repairingleaks can be quite expensive, often requiring
repair crews to travel long distances over difficult
terrain. However, pipelines are the most energy-
efficient means of transporting petroleum overland.

Tank truck and railroad tank car are the most ex-
pensive modes of transportation (Figure 5.7 and
Table 5.6). Although movement by tank truck and
rail is expensive, these modes are relatively less
susceptible to interference by outside forces. Barge
trafficis vulnerable to disruption from natural occur-
rences such as severe weather or too much or too lit-
tle water in the waterways. Fuel efficiency of the vari-
ous transport modes varies significantly, with the
large tankers being the most efficient means at 0.41x
10 fuel Btu/Btu-mile.

Greenhouse Gas Emissions of Petroleum. The air
pollutants of concern in transporting oil are hydro-
carbons, carbon monoxide, and carbon dioxide, in
addition to the ecological problems created by any oil
spills from tankers or pipelines. The costs of pre-
paredness, reaction time following an accident, and
the actual cleanup are gradually rising to the point of
maintaining shared resources among the govern-
ments, the oil companies, and the tanker operators.
The only legitimate way of minimizing the risks in-
volved is by being prepared and taking quick and ef-
ficient actions to control the damage caused by a leak
or spill.
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Table 5.6. Comparative Costs of Moving Petroleum

Transportation Mills per bbl
Mode Low High
Tanker 0.13 0.35
Pipeline 0.20 1.00
Barge 023 1.50
Rail 1.05 5.00
Truck 4.70 6.50
Other Liquid Fuels

Other processed fuels such as liquefied natural gas
(LNG) and liquefied petroleum gas (LPG) can also
be shipped in specially designed tankers. For LNG,
the vessels contain large dewars that keep the liquid
at or below the boiling point of natural gas: -160°C
(-260°F).

An alternative to LNG is converting natural gas to
methanol. Because natural gas consists primarily of
methane, the technology is relatively straightforward.
Methanol is aliquid at normal outdoor temperatures
and therefore does not require refrigeration; and it
can be burned directly in its liquid form.

In the United States, about 30% of the LPG con-
sumed is refined from crude oil, while 70% is ex-
tracted from natural gas. Total production in 1975
was 430.5 million barrels, while imports totaled near-
ly 41 million barrels. LPG characteristically moves
from the oil or gas well to the refinery or gas process-
ing plant by pipeline. It may then continue by all of
the transport modes to a distribution plant,an under-
ground storage cavern, or a consumer. Though infre-
quent, the problems that exist with the tanker trans-
port of LPG or LNG are similar to those with the
transport of petroleum, in that spills and leaks can
cause environmental damage.

5.2.3 Gases

In this section, natural gas is discussed.
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Natural Gas

In the following sections, natural gas is described,
and its applications, performance, cost, and potential
greenhouse gas emissions are discussed.

Description of Natural Gas. Natural gas and
crude oil (petroleum) are usually found in the same
geographic areas. Natural gas is usually found to co-
exist with oil, although there are cases where an oil
well contains no natural gas, and some natural gas
wells produce no oil. The geological requirements for
natural gas formation are the same as for oil and so
are the prospecting, exploration, drilling, and produc-
tion procedures. Natural gas also shares some of the
advantages of petroleum, in that they are both easy to
transportand control. Natural gas is somewhat easier
to produce and distribute, and its clean-burning
properties make it preferable to oil for many
purposes.

The world’s supplies of natural gas are being used
up, although not quite as rapidly as the supply of
petroleum. Some energy policy analysts believe that
huge reserves of natural gas remain to be tapped, and
that natural gas presents fewer supply problems then
most other forms of energy. As of 1980, U.S. proven
resources consisted of approximately 200 trillion
cubic feet (tcf) of natural gas, with an energy content
of approximately 200 quad. (Total U.S. energy con-
sumption in 1987 was 76 quad.) Total recoverable
reserves are closer to 1,000 quad. Ultimate recover-
able reserves (assuming improved technology and
favorable economic conditions) around the world are
estimated at 13,000 tcf of natural gas and 2,100 tcf of
liquid reserves, equivalent to 13,000 and 5,750 quad,
respectively (WEC 1989).

Natural gas is generally found with oil in the pore
spaces of oil-bearing sands or rock. The gas may be
dissolved within the crude oil or may be entrapped
separately in a geological structure known as a gas
cap. About half the current supply of natural gas is



produced from oil wells and must undergo field treat-
ment to be separated from the oil (DeSteese and

Geffen 1978). Most of this gas also contains substan- -

tial amounts of water vapor, which must be removed
at dehydration plants because the water can react
with the gas to form hydrate crystals, which may in
turn accumulate and partially or completely block
pipeline systems.

Performance and Cost of Natural Gas. 'Transpor-
tation can be a difficult and costly process because in
its gaseous state, natural gas occupies an enormous
volume compared with liquid and solid fuels. How-
ever, natural gas flows through pipelines readily, so
most overland transportation of natural gas is carried
out by pipelines. However, it can also be a dangerous
arrangement. Explosions and fires can occur as a
result of improper installation or operation of gas-
fired appliances, breaks in gas lines (resulting in the
leakage of methane gas to the atmosphere), or even
sabotage.

Aschematicdiagram of the natural gas transporta-
tion system is shown in Figure 5.8. After separation
and dehydration, the gas travels through field gather-
ing lines to a natural gas processing plant, which is
designed to recover certain gaseous and liquefiable
hydrocarbons (natural gas liquids) from the gas
stream. A typical plant removes 40% of the ethane
(as a gas), 95% of the propane, and 100% of the bu-
tane and other heavier hydrocarbons.

Before the gas enters transmission lines, hydrogen
sulfide and carbon dioxide must also be removed be-
cause these gases are extremely corrosive. Natural
gas can also enter the transmission lines as gas im-
ported from Canada and Mexico, gas from synthetic
natural gas (SNG) and LNG plants, or from under-
ground storage facilities. Distribution systems
radiate from transmission line terminals to individual
consumers.

The marginal costof transmission and distribution
of natural gas is expected to remain constant at about
$0.52/mcf (thousand cubic feet), expressed in 1978
dollars (Nieves and Lemon 1979). Pipelines may not
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always be the most appropriate form of transporting
natural gas; it may also be shipped in tankers after it
has been liquefied into LNG or methanol, as discus-
sed in the earlier section. However, LNG and SNG
have higher accident risk and emission levels than
conventional natural gas does. Thus, their increased
use will lead to increasing nonmarket costs (those
costs that are not borne by the producers and con-
sumers) for natural gas. The effects of emissions
from npatural gas processes cannot be accurately
quantified from currently available information. Re-
search is needed on both models and data for emis-
sions dispersion and damage functions.

Greenhouse Gas Emissions from Natural Gas.
Greenhouse gas emissions from the transport of
natural gas would occur if the pipeline fails or
ruptures. The gas industry is heavily involved in im-
proving materials and procedures to prevent pipeline
damage. Pipeline materials, welding techniques, and
cathodic protection against pipeline corrosion have
received a great deal of attention. Much of the cur-
rent effort focuses on materials suitable for use in
arctic and undersea pipelines, which are subjected to
stresses quite different from those affecting pipelines
on land.

Public relations programs to make farmers and
construction contractors aware of the danger of dig-
ging without checking with the gas company for pipe-
line locations are also a major part of industry safety
programs. The gas industry is developing improved
leak detection methods, such as acoustic detectors
which "hear" leaks. Distribution companies add
chemicals to natural gas to give it an odor, which
would help detect gas leaks.

The transportation of natural gas does not have a
significant effect on air or water quality because most
of the U.S. pipelines are underground. However, the
initial construction of a pipeline may have severe
local impacts on the environment. The land must be
cleared; the pipeline trench must be excavated, and,
after the pipeline is laid, the fill dirt is spread and
compacted. Major natural disasters may cause exten-
sive damage to gas distribution systems, damage that
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could result in fires and explosions in populated Substituting natural gas for coal/petroleum fossil
areas. The potential deterioration of aging distribu- fuels is one of the options to reduce carbon dioxide
tion systems may cause safety hazards in the olderand emissions. The specific carbon dioxide emissions
larger urban areas. from burning natural gas are lower, and the energy
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conversion efficiency in stationary applications (e.g.,
power plants, boilers) generally is higher than coal/
petroleum fuels. However, concerns have been raised
about emissions from increased natural gas use (e.g.,
pipeline leakage). Furthermore, the infrared absorp-
tion of one molecule of methane is 30 to 50 times as
much as the infrared absorption of one carbon
dioxide molecule. This has led to several suggestions
that leakage of natural gas, even of small quantities,
would offset the advantage of its lower carbon dioxide
emissions. But the effective atmospheric lifetime of
carbon dioxide is longer than that of methane. More-
over, the atmosphericlifetime of methane is, to some
extent, determined by the magnitude of carbon
monoxide emissijons.

5.2.4 Electricity

In the following sections, electricity is described,
and its applications, performance, cost, and potential
greenhouse gas emissions are discussed.

Description of Electricity

Electricity is a vital commodity in modern socie-
ties and economies. In 1987, the United States con-
sumed 76.01 quad of energy, and 36.3% (27.56 quad)
of this consumption was electricity. The U.S. electric
power system is the largest in the world, with a gen-
erating capacity larger than the sum of the next four
largest power systems combined.

Thetransmissionanddistribution (T&D)network
used to deliver electricity to consumers represents a
major part of any electrical utility system. Transmis-
sion is the generic term used to describe high-voltage
facilities (69 kV and above) that carry electricity from
generating stations to major substations throughout
the bulk electric system. At these major substations,
the voltage is reduced and supplied to the distribution
system (typically between 2.4 kV and 34.5 kV). Dis-
tribution transformers, which are located along distri-
bution feeder lines, provide electric service at volt-
ages between 120 and 600 volts to homes, commercial
buildings, and industries. Figure 5.9 shows the ele-
ments of this system.
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The major transmission components are the over-
head and underground lines and substations. Within
substations, the major components are typically
circuit breakers, transformers, and related control
gear. The amount of electrical power dissipated as
heat during transmission is proportional to the
square of the current flow. One method of reducing
power losses in T&D systems is to operate them at as
high a voltage as is economically practical. Hence,
long-distance transmission lines operate at between
230 and 765 kV in the United States, and up to
1,000 kV elsewhere in the world (Callaway and
DeSteese 1986).

Performance and Cost of Electricity

Power plants normally generate electricity from 2
to 25 kV. Step-up transformers connected between
the generator and transmission line typically increase
this voltage to a level appropriate for long-distance,
bulk-power transmission. Substations located along
the transmission route connect the line with other
generators and primary and secondary transmission
lines in the network. Distribution substations, con-
taining step-down transformers, supply the distribu-
tion networks serving load centers. Feeder lines in
the distribution system bring power to end-use
customers.

Typical transmission and distribution losses, as a
percentage of sales, are estimated to be about 8%.
Feeders are responsible for a relatively large portion
of transmission losses (32%) because of the relatively
low voltage and correspondingly high current trans-
mitted. The distribution transformers are next in
contributing 28% of the overall losses.

Several approaches to improving T&D efficiency
are established practices of the electric utility
industry. However, most system improvements are
made to increase system capacity and reliability. Ef-
ficiency gains alone are relatively infrequent motiva-
tions for system improvements. Reconductoring (i.e.,
rewiring with larger-size conductors), transformer re-
placement, voltage upgrading, and capacitance addi-
tions are the most frequently used options. High-
efficiency distribution transformers now on the
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market use an amorphous steel core to reduce core
loss by 75% compared with that of a conventional
transformer.

Potential future improvements may occur through
development of high-temperature superconducting
materials. While losses in transmission cables could
be substantially reduced, the major benefits of super-
conductors may be their ability to increase the capac-
ityofexisting transmission corridors. This is expected
to be an important value as it becomes more difficult
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to obtain new transmission rights-of-way, largely
because of environmental restrictions.

Superconducting transmission cables offer several
significantadvantages over current systems, including
the potential for reduced losses. At a given capacity,
superconducting cables potentially could be designed
to operate at lower voltages than those of conven-
tional systems. Direct connection of lower-voltage
superconducting cables with conventional generators
may be a possible option that could eliminate the



need for generation step-up transformers. Lower-
voltage operation might be more reliable and allow
the use of reduced clearances for terminal facilities.
Therefore, when the costs/benefits of systems using
superconducting cables are compared, the entire
circuit, including all terminal equipment, must be
considered.

If the enabling materials technology is developed,
analyses done at the Pacific Northwest Laboratory
show that high-temperature superconducting (HTS)
power transformers could be made significantly more
efficient, smaller, lighter, and less expensive (on a
life-cycle cost basis) than conventional units of the
same capacity. Depending on capacity and design
efficiency, a three- to sixfold reduction in size and
weight appears possible. These potential new attri-
butes translate into several system benefits and opera-
tional advantages. The size and weight reduction po-
tential of HTS transformers could result in lower
transportation costs and easier logistics when new
units are delivered or when failed units need replace-
ment. Also, the HTS transformers could embody
higher capacities than conventional units of a given
size and weight, an attribute that offers a means of ex-
panding the capacity of facilities that might otherwise
be limited.

Superconductors may also allow an efficiency im-
provement in the generation of electricity. The effici-
ency of large conventional generators is typically
98.6%; whereas, efficiencies of superconducting gen-
erators have been estimated to be from 99.5% to
99.7%. Generator weight may be reduced by about
50%, with a corresponding reduction in volume.
Superconducting generators could be designed to
produce electricity directly at transmission voltages
and thereby provide another way to eliminate the
need for generation step-up transformers.

The exposure of the public to electric and mag-
netic fields has become a significant concern in T&D
system siting. Visual "pollution” also limits public
acceptability of transmission lines, particularly high-
capacity lines. Difficulties in siting new transmission
lines and the need for increased transmission capacity
are creating additional pressures to increase the
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capacities of existing transmission corridors. Super-
conducting cables and other components maybecome
the enabling technology that addresses this need.

Greenhouse Gas Emissions from Electricity

The transmission and distribution of electrical
power makes essentially no contribution to green-
house gas emissions. Corona, which exists in varying
degrees on most high-voltage equipment, may result
in noise, radio and television interference, and asmall
amount of ozone production. Any improvement in
T&D efficiency would offer little net reduction in
greenhouse gas from generating plants. In most
cases, the energy saved by system improvements
would be made available for sale to consumers.
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6.0 TRANSPORTATION TECHNOLOGY

This chapter discusses technology to reduce
greenhouse gas emissions in the transportation sec-
tor. Except for carbon dioxide, sources of carbon in
vehicle exhaust are minimal for circa 1990s vehicles
in the United States. The less fuel consumed, the
less carbon dioxide emitted. Accordingly, it has
been asserted that the most important way of de-
creasing the emissions of carbon dioxide from auto-
motive vehicles operated on gasoline is to improve
their fuel economy (Amman 1989). From this per-

" spective, research on the attainment of fuel econ-
omy is, in effect, research on the problem of reduc-
ing carbon dioxide and other greenhouse gas
emissions.

An alternative approach is to switch fuels.
DeLuchi (OTA 1991) has estimated that nuclear-
electric,. solar electric, and/or biomass-based al-
cohols could reduce net greenhouse gas emissions
substantially. These reductions are accomplished
either because there is no carbon in the fuel used
(nuclear and solar) or because the carbon is recy-
cled in the global system (biomass).

6.1 TECHNOLOGY OPTIONS TO ACHIEVE
EMISSION REDUCTIONS

6.1.1 Gasoline Technologies Available to Reduce
Carbon Dioxide in Light-Duty Vehicles

Large increases in the fuel economy of light-duty
vehicles have been demonstrated for various "con-
cept" four-passenger vehicles using current engine
technology (Bleviss 1988; EEA).®) A computer
model constructed by Argonne National Labora-
tory (ANL), based on 1988 vehicles, was able to
closely reproduce the miles per gallon (mpg) per-
formance of these vehicles.

(a) Energy and Environmental Analysis. (EEA). 1990. Analysis
of the Fuel Economy Boundary for 2010 and Comparison to Pro-
totypes. Draft Final Report. Energy and Environmental Anal-
ysis, Arlington, Virginia.
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However, while technical feasibility exists, econ-
omic feasibility is far less certain. For example, to
achieve a doubling of fuel economy through ad-
vanced fuel economy concepts, consumers would
probably have to shift to smaller, lighter vehicles
with some possible sacrifice to performance--
including acceleration and ride quality. Consumer
resistance to these changes, together with the re-
bound effect of extra travel in response to lower
per-mile driving costs, would delay and partially off-
set reductions in carbon dioxide emissions from
light-duty vehicles.

The question of an optimal rate of mpg im-
provement that will not excessively disrupt the vehi-
cle manufacturing industry is another key issue.
Santini (1988, 1989) has presented a theory that
argues that sharp, dramatic multiyear fuel efficiency
and fuel type transitions in transportation can cause
depressions through direct effects on vehicle sales
and indirect effects on cost of travel. The same
theory, however, argues that the transitions are ulti-
mately necessary to maintain long-term economic
growth (Santini 1988). Thus, the implications of
the theory are that any transition should be made
with as little disruption as possible.

Several currently available automotive technol-
ogies could improve the new car fleet economy if
adopted universally. However, if these technologies
are to result in greater mpg values for cars, they
must be used for fuel economy rather than perform-
ance. Thus if engine and drivetrain systems were
redesigned to hold horsepower per pound of vehi-
cle weight constant, then technologies such as
supercharging, turbocharging, 4 valves per cylinder,
overhead camshafts, intercooling, multipoint fuel
injection, four-speed lockup automatic transmis-
sions, and continuously variable transmissions
could all be used to improve fuel economy. How-
ever, Difiglio et al. (1990) have shown by engineer-
ing calculations and Santini and Vyas (1988) have
determined by statistical testing that this is a costly
proposition because new engine and transmission



production lines would have to be set up to produce
the smaller engines. The last time the industry dra-
matically reduced engine sizes to improve fuel
economy, it went through a depression; and the
economy suffered two closely spaced recessions, the
second of which was the worst since the Great De-
pression. The current emphasis is on using these
technologies to increase performance by modifying
a proven engine coming off of an existing produc-
tion line.

Section 6.2 contains several different sources of
estimates of the mpg gains possible with most of
these technologies. Section 6.2 also lists other
technologies--many of which are not in produc-
tion--compiled from Bleviss’ book (1988), from an
EEA report,(") and from an SRI International re-
port (1991).

6.1.2 Alternative Fuels Available to Reduce Carbon
Dioxide

At present, essentially five major fuel alterna-
tives are being considered for future use in the
transportation sector: modified gasoline, diesel oil,
alcohols (methanol and ethanol), natural gas, and
electricity. Gasoline and diesel oil are derived from
crude oil. Most analysts expect any large quantities
of methanol to be produced from natural gas, al-
though coal has been touted as a feedstock in the
past. However, DeLuchi et al. (1987, 1989) have
shown that methanol produced from coal would
have a very detrimental effect on carbon dioxide
emissions. If methanol is produced from natural
gas and if all other technical factors are equal,
DeLuchi et al. (1989) estimate that it can have a
slight beneficial effect on greenhouse gas emissions.
DeLuchi et al. (1989) also estimate that the use of
natural gas in vehicles dedicated to the use of nat-
ural gas only and with reduced range and perform-
ance relative to average cars sold today could re-
duce carbon dioxide equivalent emissions by be-

(a) Energy and Environmental Analysis. (EEA). 1990. Analysis
of the Fuel Economy Boundary for 2010 and Comparison 1o Pro-
totypes. Draft Final Report. Energy and Environmental Anal-
ysis, Arlington, Virginia.

tween 10% and 15% (see Figure 6.1). Unnasch et
al. (1989) come to a similar conclusion with respect
to vehicles dedicated to the use of natural gas. In
more recent research, DeLuchi (OTA 1991) has
estimated significant carbon dioxide reductions for
alcohol fuels produced from woody biomass.

Electricity

The ideal transportation fuel, if greenhouse gas
emissions are the only consideration, is electricity
generated from nuclear power plants (Figure 6.1).
However, like any of the other options, this one has
a cost. In the case of electric vehicles (EV) the
costs tend to be quite high. Asbury et al. (1984) es-
timated in 1984 that methanol from offshore nat-
ural gas (NG) suppliers was then economical (at
85¢ per gallon in 19848), while finding that electric
commuter vehicles could compete with gasoline en-
gines if the price were $2.00 per gallon. However,
even at that price, the electric vehicles could only
compete with passenger cars for which a range of 50
to 90 miles would be acceptable to the consumer.

~ They found that natural gas fleet vehicles could
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compete with gasoline vehicles if the vehicles used
1,000 gallons of fuel a year (20,000 miles per year at
20 mpg) and the natural gas cost 50¢ per gallon less
than gasoline on a "gasoline-equivalent” basis.
Thus, at 1984 prices, wholesale natural gas prices
had to be less than half those of gasoline on a
"gasoline-equivalent” basis. Through 1988, real gas-
oline prices had been at lower levels than those pre-
vailing in 1984, giving methanol, natural gas, and
electric vehicles a tougher target with which to
compete.

Natural Gas

A detailed analysis of the potential of substitut-
ing natural-gas-based transportation fuels for
crude-oil-based gasoline in light-duty vehicles has
been completed (Santini et al. 1989). The numbers
developed by Santini et al. (1989) imply that, aside
from electric vehicles using nonfossil electric power
or woody biomass-based fuels, fuel substitution in
transportation cannot alone accomplish significant
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reductions in greenhouse gas emissions from light-
duty vehicles if consumers insist on owning vehicles
with driving ranges typical of today’s vehicles. Sub-
stitution of coal-based transportation fuels for
oil-based fuels is not desirable because it would
clearly increase greenhouse gas emissions (Fig-
ure 6.1). However, use of natural-gas-based trans-
portation fuels does offer the opportunity for some
improvement. It depends a great deal on the spec-
ifics of the fuel produced from natural gas and the
way it is used in vehicles.

DeLuchi et al. (1989) and Unnasch et al. (1989)
have shown that compressed-natural-gas (CNG) ve-
hicles (using only natural gas and optimized specif-
ically for natural gas) could achieve per vehicle re-
ductions of approximately 20%, compared with
vehicles using gasoline produced from crude oil. In
order for this reduction to be achieved, however,
vehicle consumers must be willing to purchase nat-
ural-gas-fueled vehicles with considerably less range
and less acceleration than current light-duty ve-
hicles. Even if consumers were willing to buy such
vehicles, the achievement of a 20% per vehicle re-
duction would not be a large enough improvement
to offset the increases in vehicle ownership and use
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that would accompany economic growth. If con-
sumers were to insist on performance and range
equivalent to current light-duty vehicles, then cur-
rent fuel economy and performance test data indi-
cate that use of either compressed-natural-gas or
methanol vehicles (using methanol from natural
gas), with the exception of dual-fuel gasoline/
compressed-natural-gas vehicles, would result in
only small changes in emissions (Figure 6.2). Use
of compressed natural gas in a dual-fuel vehicle,
however, would increase emissions by a few per-
cent. Use of gasoline produced from natural gas in-
stead of gasoline produced from crude oil was esti-
mated to increase greenhouse gas emissions by 30%
to 40%, depending on fuel production technology.

Modified Gasoline

An option not investigated by Santini et al.
(1989) was that of partial substitution of natural-
gas-based chemicals into gasoline, as is now being
seriously considered by automakers and gasoline re-
finers. A "clean gasoline” for the 1990s has been
proposed in a recent paper by Colluci (1989) and
has been introduced by Atlantic Richfield in Cal-
ifornia. One of the key differences in the proposed
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Figure 6.2. Estimated Differences of Greenhouse Gas Emissions for Natural-Gas-Based

Transportation Fuels in Light-Duty Vehicles Versus Gasoline from Crude Oil
(Performance Equivalent Vehicles Using Best Pathways from Santini et al. 1989)

"clean gasoline” and the current gasolines is the
substitution of methyl tertiary butyl ether (MTBE)
for some of the more volatile and carcinogenic con-
stituents of gasoline. Such a substitution is al-
ready under way on a small scale, but would be
substantially expanded if planned environmental
experiments with "clean gasoline" demonstrate that
the fuel can reduce ozone as well as, or better than,
methanol or compressed natural gas in vehicles de-
signed to use those fuels.

The environmental evaluation of the proposed
clean gasoline should include an evaluation of its
potential to cut emissions. The probable result of
such an investigation can be logically deduced.
MTBE is produced by further processing of meth-
anol. Accordingly, more total energy will be used in
the production of MTBE than in the production of
methanol, so greenhouse gas emissions from fuel
production will be greater. Converting methanol to
MTBE and blending it into gasoline lowers the ef-
fective octane of the resulting MTBE/gasoline mix
relative to the methanol feedstock. Accordingly,
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the efficiency of the vehicle optimized for the clean
gasoline will be less than for methanol, causing
more energy to be used as the vehicle moves. This
also will increase greenhouse gas emissions.

While it is critical that specific values be es-
timated in future research, the physics of the sub-
stitution makes it certain that use of methanol-
derived MTBE as a constituent of clean gasolines
will lead to greater emissions per vehicle-mile than
if the methanol (or the natural gas feedstock) were
used directly in the vehicle. Thus, the speculative
value presented in Figure 6.2 implies that use of
MTBE in gasoline will increase emissions, but the
magnitude of the effect remains to be determined.
DeLuchi (1991) has recently presented an estimate
that the effect is slight, on the order of a few
percent.

Note that a relatively wide long-term swing in
emissions is possible. If natural gas used to pro-
duce MTBE were instead used in a compressed-
natural-gas vehicle with limited range and



acceleration, as characterized by DeLuchi et al
(1989), then the compressed natural gas vehicle
would cause 19% less greenhouse gas emissions per
mile. Use of compressed natural gas or natural-gas-
based methanol in "performance equivalent” vehi-
cles dedicated to use of the single fuel could also
offer moderate advantages compared with using
MTBE blended into gasoline. In any of these cases,
the emission advantage would also translate into an
energy conservation advantage, allowing natural gas
reservoirs to provide more miles of vehicular travel
before exhaustion of the reservoir.

The relationships discussed above and presented
in Figure 6.2 imply that great reductions effects
cannot necessarily be obtained by substituting alter-
native natural-gas-based fossil fuels such as com-
pressed natural gas or methanol for gasolinc re-
fined from crude oil. However, they also imply that
turning natural gas into the wrong types of trans-
portation fuel could, over the long run, cause in-
creases in emissions. The "wrong" fuels, from the
greenhouse gas emissions perspective, are MTBE
from natural gas and especially gasoline from nat-
ural gas. The economic incentives to introduce a
natural-gas-based transportation fuel or fuel exten-
der at this time are substantial. The desirability of
the added processing step and capital expenditure
for the MTBE plant will be a function of whether
methanol or MTBE is the natural-gas-based trans-
portation fuel of choice. Thus, economic decisions
about natural gas transportation fuel are being
made now in anticipation of mid-1990s choices of
transportation fuels. One of many questions to be
asked now is how far governments and industry
wish to continue down a natural-gas-to-MTBE path
that they may later choose to reverse because of
€mission concerns.

In addition to the small greenhouse gas im-
provements possible if compressed natural gas or
methanol is substituted for current gasolines, the
near-term limits to a fuel substitution strategy in-
volving methanol or compressed natural gas can be
further delineated by using Santini’s logistic curve
equation fitted to the U.S. substitution of oil for
coal in the powered ground transportation sector of
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the U.S. economy (Santini 1989). If natural-
gas-based fuels were to substitute for oil-based
transportation fuels at the same rate that oil sub-
stituted for coal, then to go from 0.5% of the
powered ground transportation market to 3%
would take about 15 years. To go from 5% of this
market to 95% would take about 35 more years.
Since 0.5% of the transportation fuel market is not
yet held by natural gas, a complete replacement of
oil-based transportation fuels by natural-gas-based
fuels would be expected to take over 50 years, a
time frame far longer than the "near term.” Thus,
even if the "best" natural-gas-for-crude-oil substit-
ution were made, it would not reduce the emissions
enough per vehicle to offset expected economic
growth (expansion of population, vehicles, and ve-
hicle use) in the next half century.

The primary point here is that the substitution
of the best alternative natural-gas-based fossil fuels
for gasoline would be a relatively costly and ineffec-
tive proposition as a means to reduce transporta-
tion-related greenrhouse gas emissions to proposed
target levels in the time period being considered.

Diesel Fuel

Another fuel substitution option is the diesel
engine for the gasoline engine. An equivalent per-
formance diesel cnginc can obtain about 30% bet-
ter mpg fuel economy than a gasoline engine. How-
ever, because there arc more Btu per gallon of
diesel fuel, the energy efficiency advantage is signif-
icantly less than the mpg advantage. Unnasch et al.
(1989) estimate that the cnergy advantage in the ve-
hicle is about 15%. Further, since diescl fuel is car-
bon rich, there are more carbon dioxide emissions
per Btu from dicsel fuel, resulting in an estimate
that diesels emit about 88% of the carbon dioxide
per mile that gasoline vehicles do. After accounting
for the effect of nitrous oxide and methane emis-
sions, Unnasch et al. (1989) cstimate that diesel en-
gines have about 20% lower cmissions than gas-
oline engines.

Diesel engines for passenger cars failed in the
United States. Although they increased to 6.8% of



the new car market in 1980, passenger diesels
dropped to almost zero in 1988 (Flax 1989). This
failure was the result of several factors: diesel
engines failed to exhibit the expected reliability;
both gasoline and diesel prices dropped sharply;
and the gap in prices between diesel fuel and gas-
oline closed as motor fuel taxes were levied on die-
sel fuel. Particulate emissions standards also be-
came too tight for the diesel engine. Nevertheless,
diesels could easily be reconsidered again in the fu-
ture if fuel prices rise as high as projected in the
National Energy Strategy study. Further, if conges-
tion increases and average speeds of driving in
urban areas drop, the inherent and pronounced ad-
vantage of the diesel at idle and low speed (SAE
1981a) could lead to its revival.

The diesel’s major advantage--fuel efficiency--is
offset by several drawbacks, including cost, noise,
and odor. Diesels are used in Europe partially
because considerably higher taxes on gasoline
create an economic incentive to use the more effi-
cient fuel (SAE 1981a). Given the National Energy
Strategy projections of a rising share of diesel fuel
use in the national mix of transportation fuels,
primarily because of demand by heavy trucks, it is
doubtful that enough diesel fuel would be left from
the national refinery product mix to allow
substantial use of diesel fuel by passenger cars.

A Note on Fuel Switching

Santini’s theory implies that a switch from one
fuel to another is more likely to cause a depression
in the vehicle manufacturing industry than is a
jump in efficiency using the same fuel (Santini
1988). If this theory is correct, it implies that pol-
icies promoting fuel switching should be followed
somewhat more reluctantly than ones promoting
more efficient use of the same fuel. Santini’s (1989)
more recent statistical analysis of the effects of the
process of fuel switching supports the theoretical
model’s prediction that fuel switching causes a con-
traction in the affected transportation sector and
also supports the argument that contractions in the
largest transportation sectors in the economy cause
contractions in the economy as a whole. On a more
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optimistic note, Santini’s empirical findings indi-
cated that the problematic contractions did not oc-
cur until the new fuel had about a 50% share of the
new vehicle market, and the affected market had to
be large to have macroeconomic effects. Thus, a
"market niche" sequence of progressive fuel
switches in small segments of the overall transpor-
tation system should allow a smooth long-term ag-
gregate switch of fuels without economy-wide
disruption.

6.1.3 Mode Switching to Reduce Carbon Dioxide

The amount of fossil fuel consumed can also be
reduced by adopting transportation modes that use
less fossil energy per person-trip or per ton-mile.
Options such as walking and bicycling do not re-
quire any fossil fuels. The need to travel may also
be reduced by inducing adoption of telecommunica-
tions as a substitute. This section discusses oppor-
tunities for three mode-switching options: switch
truck freight to rail, switch intercity air travel back
to passenger cars, and switch short air trips to
Maglev systems. The feasibility of altering the size
mix of existing personal vehicles is discussed in
Appendix F.

Freight: Heavy Truck to Rail

The projected growth of fuel use for freight pur-
poses is concentrated in trucks (Mintz and Vyas
1991). As previously noted, the potential to reduce
fuel consumption by trucks in freight hauling is
physically limited by the high percentage of freight
weight in the total loaded vehicle weight. Vehicle
downsizing, which has been very effective for light-
duty vehicles, has no effect on the freight weight
that needs to be hauled. Further, sacrifices in accel-
eration, which are possible with light-duty vehicles,
have already been made in the case of trucks. Fur-
ther sacrifices in acceleration would jeopardize
safety in mixed traffic. Finally, regulations requir-
ing sharp reductions of particulate emissions from
heavy-duty trucks appear to require particulate
traps, which will incur a fuel consumption penalty
of 3% to 4% (Needham et al. 1989). Two other fac-
tors that will tend to limit the effective increases in



the highway fuel economy of trucks are the anticip-
ated increases in congestion and the deterioration
of highway surfaces.

One alternative to the truck on the highway is
the truck on the railroad. On routes such as
Detroit to Atlanta, truck trailers hauled by locomo-
tives now are competing directly with trailers
hauled by trucks (Keefe 1989). Citing General Mo-
tors’ experience, Sobey (1988) indicated that freight
hauled on a "RoadRailer" (a trailer designed to be
hauled by rail or by truck) requires 20% of the en-
ergy required when the same freight is hauled by
truck. This relationship of energy use per ton-mile
for trucks and rail is about the same as that esti-
mated by the TEEMS model. The RoadRailer
technology is argued to be suitable for just-in-time
manufacturing (Callari 1987). On many routes, the
RoadRailer is also faster than trucks on highways,
but is obviously not suited to small, dispersed
manufacturing sites. Nevertheless, this technology,
used in an integrated rail and local highway delivery
system, clearly shows the most promise for reducing
energy use in hauling freight in truck trailers.

Individual Travel: Air to Passenger Car or Rail

Study of freight energy-intensity information
(Mintz and Vyas 1991) shows that air travel is far
more energy-intensive than trucks or rail. How-
ever, the total weight of air freight and the total en-
ergy used are relatively minor. The vast majority of
air transportation energy is devoted to passenger
travel. On the average, U.S. passenger cars carry
about 1.2 passengers per vehicle mile. This is less
than 33% of the average capacity of passenger cars
and trucks. Aircraft operate at a higher load factor,
consistently above 50%.

On the average, the energy required to carry a
passenger by car or air is about the same value.
However, much of the use of the automobile is not
directly competitive with aircraft (e.g., commutes
and shopping trips). Thus, an appropriate compar-
ison of aircraft and automobiles should consider
the load factor for passenger cars on trips that
might logically have been taken by air. Long trips
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taken by car were assumed to involve an average oc-
cupancy of 2 persons. Under such circumstances,
the energy consumption per passenger for a car is
almost half that for an aircraft. Thus, mode
switches from air to passenger cars could reduce the
energy consumption in the air transportation sec-
tor. Depending on the effects of altitude on green-
house gas emissions, this mode switch should also
reduce emissions.

As was the case with freight, rail is less energy-
intensive than highway vehicles, so use of railroads
for passenger trips would also reduce energy use
and emissions. Johnson (1989) estimated that
Maglev systems would use less energy than aircraft,
but about the same amount as passenger cars with
two passengers. However, Maglev systems would
use electricity rather than petroleum-based fuels.
Consequently, emissions would be a function of the
type of electricity used to power the Maglev system.
Similarly, an electric rail system in an area where
nuclear power provided most of the baseload power
would generate less emissions than aircraft.

6.1.4 Conclusions

In view of anticipated growth in population, per-
sonal income, vehicle ownership, personal miles of
travel, and freight generation from industrial out-
put and goods delivery, a policy promoting substitu-
tion of alternative fuels may not significantly affect
greenhouse gas emissions. In addition, incremental
modifications of gasolines through addition of
MTBE should slightly increase effects per mile of
gasoline vehicle travel (DeLuchi 1991).

Given a repeat of historical rates of fuel substit-
ution, the emission effects (whether positive or neg-
ative) of substitutions of new transportation fuels
are likely to be relatively small in the near term.
Given the NES projections of current trends in
transportation fuel use by mode and function, it ap-
pears likely that the only way to achieve emission
reductions from the U.S. transportation system is to
combine increased vehicle efficiency and the sub-
stitution of more energy efficient modes for those
projected to experience rapid growth. An



unpleasant complement to, and possible side effect
of, these changes would be a slowing of U.S.
economic growth.

6.2 NEAR-TERM OIL-BASED TECHNOLOGIES
FOR IMPROVED FUEL ECONOMY

In this section the feasibility of reducing carbon
dioxide emissions from motor vehicles by achieving
higher mpg per vehicle is examined. However, it
should be noted that mentioning various technol-
ogies and their ability to improve fuel economy is
not an endorsement of any of the values claimed by
the authors of the various studies, nor is it intended
to indicate that all technologies could be applied to
all vehicles or that the items in the following tables
reflect a complete listing of fuel economy
technologies.

The Department of Transportation (DOT),
which has rulemaking responsibility in this area, is
currently undertaking an analysis of feasible future
fuel economy levels and has contracted with the Na-
tional Academy of Sciences to analyze, among other
things, the technological potential to improve light-
duty fuel economy over the next decade. The
Academy is due to complete its report by the end of
calendar year 1991. The technologies and values
shown in Tables 6.1 through 6.6 are listed solely to
describe the range of fuel efficiency enhancing ac-
tions which could be taken and an order of magni-
tude estimate of their ability to reduce fuel con-
sumption. The Academy’s study will be used by
DOT to help develop the Administration’s views on
the need for higher automobile fuel efficiency.

According to Amman (1989), improved fuel
economy is "the only way to decrease the emission
of carbon dioxide from automotive vehicles oper-
ated on gasoline." A complete examination of this
subject would include passenger cars, trucks, air-
craft, rail, ships and towboats, pipelines, and off-
road vehicles. At this time, the information in-
cluded covers only automobiles and trucks, with the
greatest detail being provided for automobiles and
light trucks. Information from several primary
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sources of information is summarized here: the
book entitled The New Oil Crisis and Fuel Economy
Technologies (Bleviss 1988); the report entitled
Characterization of Future Flexible Fuel Vehicle At-
tributes (EEA 1988); the report entitled Analysis of
the Fuel Economy Boundary for 2010 and Compar-
ison to Prototypes (EEA 1990); the report entitled
Potential for Improved Fuel Economy in Passenger
Cars and Light Trucks (SRI 1991); the paper en-
titled "Cost Effectiveness of Future Fuel Economy
Improvements” (Difiglio et al. 1990); the "product/
specifications” table from the 1988 and 1990 Market
Data Book (Automotive News 1988); the report en-
titled Gas Mileage Guide (DOE 1988, 1990b); and
automotive product brochures and manuals.

Tables 6.1 through 6.6 provide information com-
piled from Bleviss (1988), Energy and Environmen-
tal Analysis,® and SRI International (SRI 1991),
listing technologies that can improve vehicle mpg.
This list has been compiled without critical review.
Those technologies listed that did not include or al-
low an estimate of percentage improvement in fuel
economy were not included in these tables. The
quoted values are often from a secondary source.
Generally original estimates are from vehicle
manufacturers.

Bleviss, an advocate of relatively aggressive gov-
ernmental efforts to promote fuel efficiency, gener-
ally gives the most optimistic estimates of the
potential gains from various fuel economy technol-
ogies. EEA, a contractor to Oak Ridge National
Laboratory, and SRI International, a contractor to
the Motor Vehicle Manufacturer’s Association,
give generally similar estimates, with the SRI values
being least optimistic overall. As discussed below,
improving the fuel economy potential of a vehicle
component by a given percentage does not mean
that the actual fuel economy will be improved by
that percentage if the technology is applied. Very
often the improvement is devoted instead to im-
proved performance. Sometimes, synergistic

(a) Energy and Environmental Analysis. (EEA). 1990. Analysis
of the Fuel Economy Boundary for 2010 and Comparison to
Prototypes.  Draft Final Report. Energy and Environmental
Analysis, Arlington, Virginia.



Table 6.1. Technologies for Improving Power and/or Efficiency: Gasoline Engines

Technology
Variable Valve Timing
Variable Valve Timing & Compression Ratio
Variable Engine Displacement
Variable Turbocharger
Turbocharger
Supercharger

Dual Cooling Circuits
Electronic Temperature Control
Ultra-Lean-Burn

Compression Ratio up 0.5 units
DARB Lifter for Hydraulic Lifter
Special Lubricants

Friction Reduction
Deceleration Fuel Shutoff

Overhead Camshaft (OHC) for Pushrod

4 Valves for 2 Valves in OHC Engine
Throttle Body Injection (TBI) for Carburetor
Multiport/Sequential Fuel Injection for TBI
Advanced Pushrod

Roller Cam Followers

Split Port

Retuned Standard Intake

Reduced Cylinder Count

Estimated Fuel Economy Gain (%)

Bleviss EEA SRI
10-20 6.0 2.6 (USC)®
NE® 14 (EU) NE

11 (USU) NE NE
11 (EU) NE NE
NE NE 5.0
5-13 NE 8.0
5-10 NE NE
5 NE NE
8-20 5-6 8.0
NE 0.5 2.0
NE NE 1.5
NE 0.5 0.3
NE 2.0 2.0
NE NE 1.0
NE 3.0 2.5
NE 5.0-8.0 2.63.0
NE 3.0 2.6
NE 3.0 2.0-4.0
NE 3.0 NE
NE 2.0 1.0-2.3
NE NE 2.6
NE NE 0.5
NE NE 0-1.0

(a) If the driving cycle is specified, a notation on the type of cycle is given, as follows: USC = US combined
city and highway cycle; H = US highway cycle; USU = US city (urban) cycle; EU = European Community
cycle (an urban cycle); JU = Japanese city (urban) cycle.
(b) NE = comparable value not estimated or estimable from information given.

Sources: Bleviss 1988; SRI 1991; EEA (Energy Environment Analysis. 1990. Analysis of the Fuel Economy
Boundary for 2010 and Comparison to Prototypes. Draft Final Report. Energy and Environmental Analysis,

Arlington, Virginia.)

benefits are possible. The most important example
of this is in the use of an improvement in the
specific output of an engine technology. Such an
improvement can allow the the size of the engine to
be reduced in a vehicle of given interior volume,
allowing a reduction of engine and vehicle weight
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while retaining the same level of performance and
amount of useful space.

Often, however, there is a tendency by engineers
working on a technology to report an optimistic
contribution for the technology. For example, a



Table 6.2. Technologies for Improving Power and/or Efficiency: Diesel Engines

Technology
Naturally Aspirated Indirect Injection
(IDI) Diesel for Gasoline 2-valve

Turbocharging Indirect Injection Diesel
Direct Injection for Indirect Injection
Stratified Charge for Indirect Injection
Electronic Controls

10% Friction Reduction

Flywheel Engine Stop/Start

Estimated Fuel Economy Gain (%)

Bleviss EEA SRI
NE® 15-18 NE
NE 5-11 NE
10-26 12-15 NE
15by GM NE NE
10 @ 60 km/hr NE NE
NE 5 @ low load NE
7 (EU & JU)Y® 6 NE

(a) NE = comparable value not estimated or estimable from information given.

(b) If the driving cycle is specified, a notation on the type of cycle is given, as follows: USC = US combined
city and highway cycle; H = US highway cycle; USU = US city (urban) cycle; EU = European Community
cycle (an urban cycle); JU = Japanese city (urban) cycle.
Sources: Bleviss 1988; SRI 1991; EEA (Energy and Environmental Analysis. 1990. Analysis of the Fuel Econ-
omy Boundary for 2010 and Comparison to Prototypes. Draft Final Report. Energy and Environmental Anal-

ysis, Arlington, Virginia.)

reduction of fuel consumption at idle or an im-
provement in EPA city fuel economy will not nec-
essarily lead to the same improvement in combined
EPA fuel economy. Consequently, to improve
combined EPA fuel economy ratings by a given per-
centage, it will be necessary to improve either the
city or highway fuel economy of the vehicle by a
greater amount than the combined amount, or to
improve every contributing component by a similar
amount. Also, EPA test results are not the only
mileage results that consumers will use to decide on
a vehicle. Consumer Reports tests vehicles by oper-
ating them and recording the on-road results. The
195-mile test trip results used by Consumer Reports
consistently give higher fuel economy results than
EPAs highway test, and the city driving tests used
by Consumer Reports consistently give mpg results
lower than EPASs city mpg test (Markovich 1989).
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Efficiency-enhancing alternatives can be mutu-
ally exclusive. For example, the continuously vari-
able transmission (CVT) in the 1989 Subaru Justy
clearly improves city fuel economy more than high-
way fuel economy. The advantage of the CVT is a
continuously adjustable belt system that allows for
some slippage. According to statistical estimates
developed by Poyer and Santini (1990), four-speed
lock-up transmissions provide a statistically signif-
icant improvement in highway fuel economy, but
not in city fuel economy. This result is similar to
that of Berger et al. (1990), whose combined coeffi-
cients for a four-speed and lockup also imply gains
in highway fuel economy, but not city economy.
The advantage of the lock-up transmission is that it
almost completely eliminates slippage in high gear
by "locking up" the transmission and driveshaft.
The belt system on a CVT is not amenable toa



Table 6.3. Technologies to Improve Drivetrain Efficiency

Technology
Advanced Lock-Up Clutch

4-Speed Lock-Up for 3-Speed Automatic
4-Speed Lock-Up for 3-Speed Lock-Up
Increased Gears and Ratio Range
Electronic Transmission Control
Fifth Speed with Automatic 5-4 Shifts
Sixth Speed over 5-Speed Automatic
Continuously Variable Transmission (CVT)
CVT vs. 3-Speed Automatic
CVT vs. 4-Speed Lock-Up Automatic

Front-Wheel for Rear-Wheel Drive

Estimated Fuel Economy Gain (%)

Bleviss EEA_ _SRI
6-18 NE® NE
NE 1.5 2.8
NE NE 1.1

6 (JU), 8 (H)® NE NE

6.6 (JU) 0.5 0.5-2.5

5(H) 2.5 0.5
NE 2.0 NE
10-20 10 4.8
NE 2.5 2.0
NE 5.0 0.5

(a) NE = comparable value not estimated or estimable from information given.

(b) If the driving cycle is specified, a notation on the type of cycle is given, as follows: USC = US com-
bined city and highway cycle; H = US highway cycle; USU = US city (urban) cycle; EU = European Com-
munity cycle (an urban cycle); JU = Japanese city (urban) cycle.

Sources: Bleviss 1988; SRI 1991; EEA (Energy and Environmental Analysis. 1990. Analysis of the Fuel
Economy Boundary for 2010 and Comparison to Prototypes. Draft Final Report. Energy and Environmen-

tal Analysis, Arlington, Virginia.)

lockup capability. Also, CVT belts take a great deal
of stress and, at present, cannot take the stresses
that occur in large cars. Thus, as a result of current
engineering realities, the lock-up transmission
makes more sense on a large car likely to be driven
many highway miles, such as a family car intended
for vacations, while a CVT makes sense in a small
urban commuter car. The choice in this case is an
either/or choice. In many cases, however, technol-
ogies to improve fuel economy can be added in
"layers” to get better and better fuel efficiency.
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When a potential percentage improvement in
fuel economy is claimed, one should always ask,
"Compared with what?" The CVT is an example.
Bleviss (1988) cites a 10% to 20% fuel economy im-
provement for this technology. However, in 1988 in
the United States, the only transmission available
in a Subaru Justy had five forward speeds and was
rated at 37 mpg city and 39 mpg highway. In 1989,
the CVT became available in addition to the five-
speed transmission. In 1989, the city mpg of the
five-speed transmission was 34, the same as for the



Table 6.4. Technologies to Reduce Weight and Effects of Weight Reduction

Technology or Scaled Change

Fuel Economy Improvement per 10%
Reduction in Weight

Aluminum Body

Implied Car Weight Reduction Effects
1% Reduction
10% Reduction
26% Reduction

Light Valve Train

Aluminum for Iron Engine Head

Aluminum for Iron Engine Block

Magnesium Transmission Housing

Plastic Engine for Iron Block/Aluminum Head Engine

Estimated Fuel Economy Gain (%)

Bleviss EEA SRI
7-8 City 5.4-6.4 5.0
4-5 Highway

4-8 NE® NE
=0.6 0.54-0.64® 0.5
=6.0 5.4-6.4 5.0
=15.6 14.6-16.6(@) 13.0
NE NE 0.5
NE 0.4-0.7® 1.0-1.5
NE 1.5-1.8@ 1.5

<0.4© NE NE
NE 2.6-3.9()d) NE

(a) Upper value assumes that the engine is also downsized, holding horsepower per pound of vehicle wight

constant.

(b) NE = comparable value not estimated or estimable from information given.
(c) Uses EEA estimate of share of weight in drivetrain.
(d) Uses EEA estimate of engine weight share and engine weight reduction.

Sources: Bleviss 1988; SRI 1991; EEA (Energy and Environmental Analysis. 1990. Analysis of the Fuel Econ-
omy Boundary for 2010 and Comparison to Prototypes. Draft Final Report. Energy and Environmental Anal-

ysis, Arlington, Virginia.)

CVT, while the highway rating of the five-speed
transmission was 37, which is 2 mpg better than the
CVT’s 35 mpg. Thus, while the CVT offers an im-
provement in fuel economy relative to an automatic
transmission, it does not get better fuel economy
than a manual transmission. In the case cited, the
introduction of the CVT might have contributed to
a reduction in the Subaru Justy’s fuel economy.

These two examples illustrate the fact that
the numbers presented in Tables 6.1 through 6.6
must be read with caution. The basis of comparison
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is very important. Further, several of the listed
technologies are mutually exclusive, while many al-
ready have a significant share of the market.
Consequently, the technical potential for fuel
savings is likely to be far less than the sum of values
in those tables.

6.2.1 Passenger Cars and Light Trucks

The technologies examined in Tables 6.1
through 6.6 relate primarily to passenger cars and




Table 6.5. Technologies to Reduce Rolling and Aerodynamic Resistance

Estimated Fuel Economy Gain (%)

Technology or Scaled Change Bleviss EEA SRI
Injection-Molded Polyurethane Tires 10 NE® 1.0
10% Tire Rolling Resistance Improvements 34 23 1.0
Potential Tire Improvement by 2010 NE >0.5 NE
10% Aerodynamic Drag Reduction 2-3% USU® 2.2 2.4

5-6% H®

=3-49 USC(®

Model-Specific Potential Drag Reduction NE 1.1-4.6 NE

(a) NE = comparable value not estimated or estimable from information given.

(b) If the driving cycle is specified, a notation on the type of cycle is given, as follows: USC = US
combined city and highway cycle; highway cycle; USU = US city (urban) cycle; EU = European
Community cycle (an urban cycle); JU = Japanese city (urban) cycle.

Sources: Bleviss 1988; SRI 1991; EEA (Energy and Environmental Analysis. 1990. Analysis of the Fuel
Economy Boundary for 2010 and Comparison to Prototypes. Draft Final Report. Energy and Environmen-
tal Analysis, Arlington, Virginia.)

Table 6.6. Accessory Improvements

Estimated Fuel Economy Gain (%)

Technology Bleviss EEA SRI
Improved Alternator 07t03 NE® NE
Electric Power Steering 4-8 @ 25mpg 1.0 14
2-Speed for 1-Speed Accessories NE NE 0.7

(a) NE = comparable value not estimated or estimable from information given.

Sources: Bleviss 1988; SRI 1991; EEA (Energy and Environmental Analysis. 1990. Analysis of the Fuel
Economy Boundary for 2010 and Comparison to Prototypes. Draft Final Report. Energy and Environmen-
tal Analysis, Arlington, Virginia.)
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light trucks. The three primary means of improving
fuel economy are engine efficiency (Tables 6.1
and 6.2), drivetrain efficiency (Table 6.3), and
weight reduction (Table 6.4). Smaller gains are
possible through reduced rolling resistance in tires
(Table 6.5) and increased efficiency of accessories
such as air conditioners, alternators, and power
steering (Table 6.6). Very expensive long-term
options include flywheel storage (Table 6.2), a tech-
nology that should be particularly attractive for
diesel-powered urban vehicles that stop and start
very frequently. However, it is technically unsuit-
able for gasoline vehicles. In the event that conges-
tion worsens substantially, the diesel flywheel stor-
age technology, which shuts the engine off when it
would otherwise be idling, could become compara-
tively attractive. Note that the diesel has a com-
parative advantage over the gasoline vehicle in con-
gested conditions, even without the flywheel
technology.

Engine Efficiency

The technologies Bleviss cites for improving gas-
oline engines (Table 6.1) are variable turbochar-
gers, pressure wave superchargers, variable engine
displacement, variable valves, dual cooling circuits,
electronic temperature control, and ultra-lean burn.
Supercharging has recently been introduced as a
performance enhancing technology; variable valve
timing has been introduced on some luxury cars;
and "variable engine displacement” (turning cylin-
ders off during low engine load) was tried in the
early 1980s by Cadillac and dropped because of reli-
ability problems. A problem with variable engine
displacement is differential thermal loading be-
tween the cylinders that are on and off. Variation
of thermal stresses within the engine block in-
creases substantially with this technology. Com-
pared with the technologies cited by EEA and SRI,
Bleviss’ estimates are optimistic implying big gains
with few technologies. EEA and SRI present esti-
mates for more numerous technologies, each offer-
ing a smaller contribution.
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Various forms of fuel injection have been
adopted over the last few years. Automotive News
passenger car specifications tables list four types of
fuel injection: electronic, throttle body, sequential,
and multipoint. Difiglio etal. (1990) list throttle
body and multipoint fuel injection, indicating that
the less efficient throttle body fuel injection had
24% of the passenger car market in 1987, while the
more efficient multipoint type had 48%. EEA and
SRI estimate that adoption of throttle body fuel
injection over carburation increased efficiency by
about 3%, while switching to multipoint fuel injec-
tion added about another 3%. Most of these gains
have already been implemented.

Technologies cited for diesel engine efficiency
improvement (Table 6.2) are electronically con-
trolled diesels; direct injection diesels (which have
environmental problems); and a stratified charge
diesel. The adiabatic diesel, once thought promis-
ing, has so far failed to live up to early expectations
(Needham et al. 1989; Amman 1989). Amman’s
summary article lists the potential for improvement
at 4% and notes that even the 4% has not been con-
firmed experimentally. Reporting on research by
Ricardo Consulting Engineers, Needham et al. re-
ported that experiments with a single-cylinder low-
heat-rejection diesel, when optimized for emissions
reduction, resulted in a fuel economy penalty of 9%.
Electronic controls for diesels (Table 6.2) are now
being implemented by manufacturers. The most
optimistic fuel efficiency estimates presented by
Bleviss and EEA rely on the use of diesels. Thus,
the most optimistic energy conservation technol-
ogies can only be introduced with a fuel switch.

Drivetrain Efficiency

Technologies listed for improving drivetrain
efficiency include various combinations of advanced
lockup clutches, extra speeds for transmissions,
electronic controls, and gear ratio changes. Belt-
driven CVTs are also included. Many new cars
with automatic transmissions already have lockup




clutches in the high gear, while many of the newer
automatic transmissions have four speeds rather
than three. Five- and six-speed automatics are now
available on a few cars. Gear ratio changes have
long been an option for gaining fuel efficiency, as
have more speeds in transmissions. A very good ex-
ample of experimental estimation of these relation-
ships can be found in Weidemann and Hofbauer
(1978). In that case, an approximate 40% decrease
in final top gear drive ratio led to about a 17% in-
crease in highway fuel economy.

The CVT is currently an option only on cars
with low inertia weight. If sharp weight reductions
were implemented in the future, it would probably
see widespread use. The CVT was made available
by Subaru in the 1989 Justy model and is advertised
for its ability to improve acceleration in comparison
to a "conventional automatic." Unfortunately, in
Consumer Reports’ 1991 Annual Auto Issue (April
1991), subscribers who owned the Justy CVT
caused its rating to be "much worse than average.”
It should be noted, however, that the introduction
of ultimately successful new technology is often ini-
tially accompanied by poor reliability.

Weight Reduction

Bleviss (1988, Table 3-2) gives a number of ex-
amples of prototype passenger car models whose
design objective was to improve fuel economy pri-
marily through weight reduction. Four of the
11 models Bleviss cites have gasoline engines--the
rest use diesels. Two of the 11 are products of
American manufacturers. The four gasoline mod-
els are the TPC of General Motors, the ECV-3 of
British Leyland, the VESTA-2 of Renault, and the
ECO 2000 of Peugeot. The average EPA combined
fuel economy of these four vehicles is about 70 mpg
and the average number of passengers these cars
can carry is about 3.5 persons. The weight-reducing
materials substitutions cited in Table 6.4 include
use of plastics, aluminum, and magnesium.
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Effects of Other Regulatory Actions

EEA®) asserted that new safety and emissions
standards expected in the 1987-1995 time frame can
be expected to cause a 3% decline in fuel economy.

6.2.2 Heavy-Duty Vehicles

In its National Energy Strategy analysis,
Argonne National Laboratory assumed relatively
little percentage improvement in fuel efficiency for
heavy trucks and railroads compared with that for
light-duty vehicles. Duleep (1991) has also esti-
mated that the potential gains in fuel economy for
heavy trucks are well below those of passenger cars
and light trucks. The base scenario projected a
22% improvement in the efficiency of hauling
freight by heavy and light trucks from 1985 to 2010.
Heavy truck fuel economy is projected to increase
by 14%, while commercial light truck fuel economy
is projected to increase by 38% (see Mintz and Vyas
1991). The annual miles traveled of most heavy
trucks and locomotives are so great that the most
fuel-efficient technologies are found to be economi-
cal at higher first cost than for light-duty vehicles
because the savings accrue much faster. Accord-
ingly, advanced technologies are found in heavy
trucks before they are found in light trucks and
passenger cars.

One reason that light-duty vehicle purchasers do
not purchase economically efficient technology,
considering market interest rates and full vehicle
life, is the tendency of the new vehicle purchaser to
hold the vehicle only for a limited percentage of the
miles of its life (Difiglio et al. 1990). In the case of
heavy trucks and locomotives, purchaéers, who are
businesses, would likely hold the vehicle for a far

(a) Energy and Environmental Analysis. (EEA). 1990. Analysis
of the Fuel Economy Boundary for 2010 and Comparison to
Prototypes. Draft Final Report. Energy and Environmental
Analysis, Arlington, Virginia.



larger proportion of its useful life and would, in any
case, apply pure economic reasoning to the selec-
tion process to a greater degree than would
households.

A second problem in the case of households is
the high percentage of households that drive a lim-
ited number of miles per year, making expenditures
on fuel efficiency less of a virtue than if the vehicle
were used intensively. Businesses would probably
schedule the use of the vehicle with multiple drivers
such that most new vehicles are driven frequently.
With an assumption of consistent intensive use, one
can expect average business purchasers to be willing
to pay more for fuel efficiency than households
would. Consequently, an argument cannot be made
for regulation of business purchasers on the basis of
an assumption that a substantial increase in fuel ef-
ficiency is justifiable because of probable depar-
tures from the best technology available. One can-
not expect as much "slack” in the technology with
which fuel efficiency can be improved. However,
the Btu used per ton-mile of freight hauled by heavy
truck is about five times as great as that for rail,
while freight in aircraft is estimated to be five times
more energy-intensive again (Mintz and Vyas
1991). Of course, to the consumer of transporta-
tion services, energy is only one of the values affect-
ing the merits of a mode of shipping.

Heavy Class-8 trucks were switched to diesel
fuel for fuel efficiency purposes after World War II
and are now almost exclusively diesel-fueled.
Turbocharging to improve efficiency has since be-
come predominant in heavy-duty diesel compres-
sion ignition engines; the technology has had limi-
ted use in passenger cars. Further, the use of four
valves per cylinder is probably more common in
new heavy-duty direct-injection diesel compression
ignition engines sold today than is two valving.
According to the Southwest Research Institute,(®
the efficiency gained by adding four valves to
current turbocharged two-valve compression
ignition engines is very small, partly because better

(a) Personal communication with C. D. Wood, October 30,
1989.
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port design has been emphasized in such engines.
As a result, the better inlet airflow needed to
improve efficiency has been obtained.

In any case, the state of technological develop-
ment and the complexity of U.S. heavy-duty com-
pression ignition engines is clearly well in advance
of that for light-duty spark-ignited engines, as one
would expect from economic considerations alone.
Accordingly, further percentage efficiency gains can
be expected to cost more for heavy-duty engines
than for light-duty engines.

Environmental legislation and high energy
prices in the 1970s led to turbocharging of diesel
engines to reduce fuel consumption, reduce rated
speeds, and lower specific weight of the engine
(SAE 1981b; Anderton and Duggal 1975). In gas-
oline engines, turbocharging an engine of a given
displacement leads to a substantial increase in fuel
consumption. In contrast, turbocharging a diesel
direct-injection compression ignition engine of a
given displacement can both increase power and de-
crease specific fuel consumption, while also lower-
ing the engine speed at which peak power can be
obtained (Anderton and Duggal 1975); also com-
pare turbocharging effect estimates in Tables 6.1
and 6.2. The potential improvement in efficiency at
lower operating speed of these engines was found
to create a transitional problem for drivers at one
trucking company. Because drivers had become
used to operating engines at 2,100 rpm, they failed
to operate the new fuel-efficient engines at the re-
quired 1,500 to 1,600 rpm until a training program
was instituted (Millian and Broemmer 1981).

A number of fuel efficiency technologies are
steadily working their way into the heavy-truck
fleet, including fan clutches, radial tires, aerodyna-
mic devices (wind deflectors and reshaped cabs),
smoothside trailers, and variable opening radiator
covers to avoid overcooling in winter (compare this
latter technology to the "dual cooling circuit" tech-
nology in Table 6.1). Much of the economic gain
from these technologies has already been achieved.
The Pauls Trucking Company reported fleet fuel
economy gains from 1973 to 1981 of 3.8 10 5.6 mpg.



Oil and diesel fuel prices peaked in 1981 and
dropped thereafter. In 1985, the national estimate
of Class-8 truck fuel economy was 5.8 mpg.

A theme of the 1981 Society of Automotive En-
gineers’ (SAE) report on voluntary efforts to im-
prove truck and bus fuel economy was the need to
use driver training to realize some of the fuel sav-
ings technically achievable with new technologies
(SAE 1981c). Another theme in that publication
was the lack of concern for fuel economy by owner-
operators. In 1981, when real fuel prices were at
their peak, anecdotal evidence implied that many
owner-operators still purchased decorative features
rather than fuel-efficient technologies. Driver
education programs that proved successful for cor-
porations included reporting results and creating
peer pressure to achieve good fuel consumption. In
the article on owner-operators, the effects of the
CB radio and on-road peer pressure to speed were
cited as causes of poor fuel economy. Another
point involved the energy needed to stop and accel-
erate at toll booths. In the case of heavy-duty
trucks, the experts’ estimates in the Patterson
(1989) survey implied that government promotion
of driver training could save 0.10 quads over the
free market case.

In the near term, the 1991 and 1994 particulate
emissions standards for heavy-duty engines are
creating extreme pressures on engine designers
(Needham et al. 1989; Wood).® According to
Needham et al. (1989), even a number of technol-
ogical innovations and fuel modifications improv-
ing combustion and reducing lubricating oil con-
sumption may not be sufficient to meet the 1994
standard, thereby requiring use of the particulate
trap, a costly aftertreatment device that is estimated
to reduce fuel economy by 3% to 4% in urban
operation.

Wood,(a) whose views are cited in the remainder
of this paragraph, notes that engine customers and
designers see the particulate trap as a performance-

(a) Personal communication with C. D. Wood, Southwest
Research Institute, October 30, 1989.
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robbing device that is likely to cost a few thousand
dollars. The view is that a considerable amount of
technological innovation improving the engine
could be bought with those few thousand dollars, so
research on technical improvements to the engine
is receiving substantial attention. To meet the 1991
standards, the addition of intercooling to all heavy-
duty engines is very likely. A zero to 2% mpg im-
provement should result at a cost of up to $1,000.
Air-to-air intercoolers should give the best gains,
but are most costly, perhaps as much as $1,000.
Water-to-air intercoolers, which take up less space,
are a second-best solution and cost a few hundred
dollars. Improved fuel injection systems will re-
ceive a great deal of emphasis t0 meet the more
stringent 1994 standards. Computer-controlled
electromechanical injection pumps for the direct-
injection diesel engine are being investigated and
show great promise for emissions reduction, but at
an estimated mass-produced cost of $1,500 to
$2,000. Although the new fuel injection systems are
being considered for emissions reduction and little
fuel economy gain is anticipated by 1994, some
learning about possible improvements in fuel effi-
ciency is likely to occur. Twin turbochargers and
intercooling systems, which will lower cylinder inlet
air temperature to near the freezing point of water,
are also being examined. Friction reduction and
improved port design are two other areas where
some small efficiency gains may be expected in the
future. Unfortunately, it is possible that all of the
fuel economy gains through regulation-forced im-
provement in heavy-duty engines could be lost if
the technological improvements cannot reduce
emissions to the 1994 standards. In that event,
particulate traps may be necessary and any fuel
economy gains obtained as side effects of the effort
to meet the standard could be wiped out by the fuel
economy penalties of particulate traps.

The experts Patterson surveyed also projected a
gain in efficiency of engines as a result of govern-
ment intervention: a reduction of 0.19 quads due to
adiabatic diesels, gas turbines, and ceramic parts.
Ceramic parts are critical to the success of the gas
turbine. Amman (1989) has noted the poor fuel
consumption of the idling gas turbine as a



drawback, but in certain over-the-road truck appli-
cations where cruising is predominant, this would
not be much of a drawback. The absence of evi-
dence to support earlier claims for 25% to 30%
efficiency gains for the adiabatic (low heat rejec-
tion) diesel was noted earlier. Competition for the
gas turbine in applications where most of the time
is spent cruising include turbocompounding and
Rankine bottoming, the two purportedly capable of
theoretically achieving about a 10% gain over an
intercooled turbocharged diesel (Amman 1989). In
light-load urban driving however, the turbocom-
pounding technology penalizes fuel consumption
(Amman 1989), so it is likely to be a very special-
ized technology for limited markets. In the
Patterson survey, government incentives to use
more aerodynamic devices and radial tires were es-
timated to create an additional 0.15 quad of savings.

In total then, the incremental improvement the
government has projected to be able to support
through behavior modification, more efficient en-
gine technology, better tires, and better aerodyna-
mics was about 0.44 quads. In percentage terms
this was a greater gain than the experts projected
for government intervention into light-duty vehicle
technology development. The seriousness of the
problem of growing truck traffic makes this a key
point of that survey.

The experts’ estimation of the potential effect
on oil savings through government intervention in
fuel substitution was similar, amounting to 0.5
quads for heavy trucks and fleets. This savings in-
cluded the use of methanol, electric vehicles, hybrid
vehicles (electric plus fossil fuel), and com-
pressed-natural-gas vehicles. The predominant
contribution was from promoting methanol use,
amounting to 0.34 quad. This 0.34 quad reduction
would be in addition to the 0.14-quad saving pro-
jected for the $1.50 per gallon gasoline case in the
first round of the Patterson survey, for a total of
0.48 quads of reduction in oil use in heavy trucks
and fleet vehicles. If accomplished, this would be a
useful reduction in oil use. Consumption of oil-
based transportation fuels in heavy-duty trucks and
fleet vehicles would be reduced from 6.4 quads in
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2010 to 5.9 quads, a reduction of only 7.5%. This
reduction, however, could be of little value as far as
greenhouse gas emissions are concerned.

The greenhouse gas emission effects of fuel sub-
stitution can be positive or negative, depending on
the feedstocks, processing efficiencies, and the en-
gine efficiency of the vehicle. Unlike spark-ignited
engines in anutomobiles whose energy efficiency im-
proves when using methanol, a compression igni-
tion engine does not increase in energy efficiency to
any notable degree when methanol is introduced.
The substitution of methanol for diesel oil fuel in
compression ignition engines is less likely to reduce
carbon dioxide emissions. The estimates of
Unnasch et al. (1989) and DeLuchi (1991) indicate
that switching from diesel fuel in compression
ignition engines to compressed natural gas or
methanol fuel in spark-ignited engines would
increase greenhouse gas emissions.

6.2.3 Air Transport Technology

In the projected 1990 to 2010 National Energy
Strategy base case, the 1.7 quad expansion in diesel
fuel use in heavy trucks greatly exceeded the 0.8
quad expansion in nonmilitary aircraft use of jet
fuel. This occurred for several reasons. First, high
fuel prices resulted in a projected shift from gaso-
line to diesel fuel in trucks. If the share of gasoline
and diesel fuel had remained the same in 2010 as in
1990, there would have been 0.7 quads less diesel
fuel consumed and 0.7 quads more gasoline
consumed.

Second, the projected fuel efficiency gains for
the aircraft fleet were well in excess of those pro-
jected for the truck fleet. From 1990 to 2000, the
energy use per air revenue passenger-mile was pro-
jected by Argonne National Laboratory to drop by
27%, a percentage drop identical to that of the
light-duty vehicle fleet energy use per vehicle-mile.
The effects of congestion, however, were antici-
pated to be even more severe for trucks than for
passenger cars because most truck deliveries are
projected to occur during peak urban travel
periods, while many more passenger car trips will




occur during off-peak periods. The Argonne
National Laboratory estimate of this effect reduces
the gain in efficiency for trucks to a 17% reduction
in Btu per ton-mile.

A third reason for the higher growth in diesel
fuel use was the fact that rail energy use was pro-
jected to increase by 0.4 quads, a reversal of the de-
clining use of fuel by railroads over the last decade.
This shift is consistent with historical patterns of
distillate use by railroads. Although the long-term
trend has been slowly downward, railroads clearly
increased their use of distillates in the years of the
two major oil price shocks in the last 20 years (API
1990).

The success of air travel relative to other forms
of travel is projected to continue in spite of rising
fuel costs. Revenue passenger-miles are projected
to increase at a rate of 3.3% per year, while vehicle-
miles of household travel are projected to increase
at an average rate of 1.3% per year. Ton-miles of
truck travel are projected to increase at 2.5% per
year. The 27% improvement in energy efficiency
for household vehicles and aircraft amounts to
about 1.6% per year. These efficiency gains offset
travel increases in ground transportation (by house-
hold light-duty personal vehicles), leading to a re-
duction in energy use there, but do not offset air
travel revenue passenger mile increases, leading to
increased demand for jet fuel. Similarly, the effi-
ciency gains for trucks are about 0.9% per year and
do not offset increased truck traffic.

Since the Maglev technology (Johnson 1989)
was not regarded as on-the-shelf technology, the de-
velopment times before substantial introduction
precluded projection of any fuel substituting tech-
nology in the air transportation sector. The ulti-
mate potential of this technology for jet fuel use re-
duction was estimated to be from 0.26 to 0.37
quads. The first U.S. Maglev routes are already in
the late stages of planning. It is likely that a short
route will soon begin construction in Orlando to
connect the Orlando airport to Disney World, and a
more lengthy route from Los Angeles to Las Vegas
could begin construction before 2000. Thus, some
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of the ultimate potential may be realized in the
2000 to 2010 time frame. The level of carbon
dioxide emissions that would result depends on the
mix of fuels used to generate the electricity to run
the Maglev systems.

In the case of air transport technology, Argonne
National Laboratory expected a substantial im-
provement in fuel efficiency in the National Energy
Strategy base case. The rate of increase in efficien-
cy per revenue passenger mile for Argonne’s
projections amounts to about 1.5% per year from
1990 to 2010. This estimate, which is related to
rapidly rising real fuel prices, is substantially less
than Boeing’s (1989) optimistic assumption of a 2%
per year gain through 2000 in conjunction with con-
stant real fuel prices. It is also about the same as
Argonne’s base estimate of a 1.6% per year fuel
efficiency gain in automobiles. As a result of good
knowledge of potential cost-effective fuel
efficiency-enhancing technologies for light-duty
vehicles, in Argonne’s optimistic scenario the rate
of improvement in fuel-efficiency was increased
from 1.6% to 2.8% per year. In view of the
Boeing’s optimism (1989) under a projection of
constant fuel prices, Argonne judged that an
assumption of an increase in rate of fuel efficiency
gain from 1.5% to 2.5% per year would be a reason-
able "optimistic" value to use in conjunction with
the very high fuel price projections.

A number of technologies could contribute to
such a gain in fuel efficiency. The use of fewer,
larger airplanes could reduce congestion. Success-
ful development and implementation of a retrofit-
table ultrahigh bypass ratio engine with counter-
rotating advanced propellers for MD-80 aircraft
and other aircraft with pairs of fuselage-mounted
rear engines could reduce fuel consumption by ex-
isting aircraft. Orders for such aircraft, however,
have recently been cancelled because the high first-
cost of the engines cannot be justified with current
fuel prices. Advanced ducted high bypass ratio en-
gines could be retrofit on airplanes using wing-
mounted nacelles. Stricter maintenance procedures
for older aircraft could cause earlier retirement of
older, less fuel-efficient aircraft. Jet fuel taxes for



the purpose of building the proposed "wayport" re-
mote airport concept and feeder systems could push
less fuel-efficient aircraft out of the market sooner,
while reducing congestion in the system.

Even with the optimistic assumption concerning
aircraft fuel efficiency gains, the total jet fuel use in
commercial passenger aviation increases to 2 quads
in 2000 and 2.1 quads in 2010. Relative to
Argonne’s base case projections, this reduces en-
ergy consumption by 0.55 quads, about 20% of the
2.7 quad reduction relative to the base case
achieved in the optimistic case for light-duty house-
hold and fleet vehicles.

6.2.4 Rail and Marine Technologies

Rajlroad fuel consumption in Argonne’s
National Energy Strategy base transportation case
was projected to buck the recent declining trend
and to expand its share of the market for freight,
partly because of its inherent efficiency and partly
because of a DRI model projection that industries
historically dependent on rail will once more
expand in the United States. Because rail uses
about 20% the energy per ton-mile that trucks use,
Argonne’s FRATE computer model projected that
the high energy costs of this scenario would force
some reversal of the trend toward the "just-in-time"
manufacturing emphasis on truck use. Rail gained
market share in this case partially because of its
inherent efficiency, not because it achieved greater
improvements in efficiency than other sectors. In
fact, rail was projected to lag in this respect,
improving efficiency only at a low rate of about
0.3% per year from 1990 to 2010.

Marine fuel use for freight shipments also was
projected by Argonne to increase, but at a lesser
rate than for trucks or rail. Jet fuel use to haul
freight also increased at about the same rate as for
trucks. Pipelines were projected to be the only
"freight” category that will not exhibit a continuous
increase. Energy use for pipelines rose in the
National Energy Strategy base case from 1990 to
2000 and declined thereafter.
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There is some basis for reevaluating the pessi-
mistic estimates for marine and rail. For trucks,
such technologies as turbocompounding and
Rankine bottoming may not make it into the
marketplace because they offer improvements only
at steady speed and high engine load. Such
operating conditions are more common in loco-
motives and ships, so a greater gain than has been
projected may be possible for rail and marine appli-
cations. The overall transportation sector error
introduced by the pessimism in these two sectors is
small.

6.3 LONG-TERM TECHNOLOGY OPTIONS
FOR HIGHWAY VEHICLES

The best way to think about long-term engine/
vehicle options for reduction of carbon dioxide
emissions is to think about the total pathway from
energy production to conversion and, potentially, to
reconversion. One of the implications of reducing
carbon dioxide emissions through the internal
combustion engine is that the costs of added units
of mpg begin to rise sharply as the 40 mpg value for
the existing size mix is approached.

There are three ways to attack this problem.
One is to develop new engine/drivetrain technol-
ogies that can achieve much higher levels of effi-
ciency (mpg) at a lesser cost than for the contin-
ually modified/advanced internal combustion en-
gine. The second is to use substitute fuels for gas-
oline, a course which can sharply reduce the magni-
tude of net carbon dioxide emissions per mile from
gasoline engines. Some combination of these first
two is also possible. The third possibility is to con-
tinue to rely on gasoline engines of the types just
examined, but to sharply alter the size mix of vehi-
cles and the way that vehicles are used. This last
possibility is given the least attention in this report,
because, by definition, the orientation is toward a
technological solution.

Using a vehicle choice model, Difiglio et al.
(1990) estimated that the next decade’s technolog-
ical options for fuel efficiency gains (including some




weight reduction for current sizes of vehicles)
would be exhausted at 39.4 mpg, and any further
gains would have to be met by shifts in the sizes of
vehicles. That valuation led to an average estimate
of $480 per CAFE mpg gain by shifting sizes to
achieve the 7 mpg gain, implying that consumers
would pay to avoid switching to smaller cars. Pre-
sumably, this also provides a measure of their will-
ingness (or lack of willingness) to accept smaller ve-
hicles to reduce emissions. The numbers used to
develop these estimates are from the academic
literature and are therefore measures of past prefer-
ences of consumers. This leaves open the possibil-
ity that the estimates reflect consumers’ lack of
knowledge of the environmental consequences of
their choices, rather than an unchangeable desire
for current vehicle sizes. Accordingly, it is reason-
able 1o at least consider the possibility that con-
sumers may in the future become far more willing
to purchase smaller vehicles in order to reduce the
greenhouse gas emissions associated with their
actions. Such a possibility might be realized if on-
going scientific analysis of the effects of emissions
reached a solid conclusion that such effects would
undoubtedly be severe, and if information on these
findings was disseminated to the public.
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6.3.1 Much Smaller Vehicles

Before proceeding to a detailed discussion of the
former two approaches, a brief examination of the
latter is in order, to the extent that it implies em-
phasis on selected technological pathways. The na-
ture of this report is to discuss the modification of
existing light-duty vehicles with little modification
of the system in which they operate and little modif-
ication of the amount of weight and passenger vol-
ume. However, if the scope of thinking is widened
to include a modification of the system, as recom-
mended by Garrison (1991), then other options
emerge for consideration.

One vehicle option proposed by Sobey (1988) is
the "lean machine,” essentially an enclosed one- to
two-passenger motorcycle-sized three-wheel vehicle
that leans into turns. Sobey’s estimate of the poten-
tial of such a vehicle to improve fuel economy, at
different levels of performance, is illustrated in Fig-
ure 6.3.

Sobey estimates that a lean machine with the
acceleration of an economy car would be capable of
well over 100 mpg, without an air conditicner.
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Figure 6.3. Performance and Fuel Economy Tradeoffs for Single- and Double-Occupant "Lean Machines,” No

Air Conditioning
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When it has the acceleration of a performance car
and an air conditioner (not shown), its fuel econ-
omy would drop below 100 mpg.

In the context of earlier estimates of what is
necessary, the numbers in this figure clearly indi-
cate that it is not technically unthinkable that a
society still heavily dependent on gasoline vehicles
could reduce carbon dioxide emissions from light-
duty vehicles by 50%. However, the estimates of
Difiglio etal. make it clear that consumers may
value current sizes of vehicles far too highly to
accept this method of reduction. Implicitly, the
National Energy Strategy choice of alternative
fuels, which have the long-term potential to realize
the needed reductions, takes this into account.

A concern with making vehicles lighter is safety
in collisions. For example, studies by the National
Highway Traffic Safety Administration of the ef-
fects of the vehicle size and weight reductions that
took place between the 1970s and early 1980s indi-
cated that the reduction of the average weight of
new cars from 3,700 to 2,700 1b resulted in increases
of nearly 2,000 fatalities and 20,000 serious injuries
per year. Thus, a careful analysis of safety conse-
quences is needed before undertaking policy initia-
tives that would stimulate development of smaller,
lighter vehicles. Perhaps the introduction of a
vehicle like the lean machine would occur in con-
junction with both transportation control measures
which reserve existing lanes, streets, and parking
spots for these small, light-weight vehicles and with
construction of new streets and roads dedicated
only to very light-weight vehicles (Garrison 1990).
Such streets and roads might be considerably
cheaper per lane mile to build and maintain and
might be more cheaply elevated in congested areas.

Assuming that lighter vehicles would allow
cheaper construction of roads and highways exclu-
sively for those vehicles, the introduction of integ-
rated vehicle highway systems in conjunction with
these light commuter vehicles might be made
easier. Such systems will more readily pay for
themselves in densely populated areas where traffic
volumes are high, and such areas should be an at-
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tractive market for very small, light-weight vehicles.
The Japanese already provide lower taxes and less
onerous parking regulations to cars in the mini-
compact category.

6.3.2 A Reexamination of Oil-Based Options

Alternative engines that have historically de-
pended on petroleum derivatives are diesel engines,
rotary engines, two-stroke engines, and automotive
gas turbines. The rotary engine is a technologically
successful engine used in the Mazda RX7 sports
car. It is highly reliable, but is not as efficient as a
four-stroke engine and will not receive attention as
a means of improving vehicle efficiency.

As mentioned, the passenger car diesel has been
estimated by Acurex to cause approximately 12%
less carbon dioxide emissions than a gasoline-
engine of equivalent performance, partly because it
does not use as much energy to produce a Btu of
fuel-and partly because each Btu of fuel can be con-
verted more efficiently in a diesel than can gasoline
in an otto-cycle engine (Unnasch et al. 1989). In
principle then, a switch to diesel engines in passen-
ger cars could reduce greenhouse gas emissions as
much as a switch to DOHC 4V (double overhead
camshaft four-valve per cylinder) technology.

Like another technology being actively consid-
ered--the gasoline two-stroke--the problem for the
diesel is the strict emissions standards passed in the
Clean Air Act Amendments of 1990. Nevertheless,
the diesel deserves to be considered as an option,
especially since the quality of crude oils worldwide
is declining.

One reason for the greater emphasis on use of
diesel fuels in Europe, where the diesel has histor-
ically been popular, is the crude oil from which the
products are refined. So-called natural product
yields for Nigerian, Arab light, and North Sea
crudes range from 19% gasoline to 23%, while the
West Texas Sour from the United States yields 35%
gasoline (Owen and Coley 1990). Thus, to the ex-
tent that the United States becomes more depen-
dent on imports of these crudes, more energy will




be required to produce the same amount of gas-
oline. Consequently, the option of using diesel oil
from such crudes in diesel-engined passenger cars
should continue to be given consideration.

The National Energy Strategy calls for research
on advanced diesel engines, high-temperature cera-
mic materials, and friction-reducing technologies.
High-temperature ceramics have been argued to
theoretically improve the efficiency of diesels, but
the results in tests have so far been disappointing.
Ongoing DOE-funded research is addressing this
problem by trying to develop friction-reducing coat-
ings for ceramic materials that could be used in
diesel engines. New technologies to deposit
molecule-thick coatings on a ceramic surface are
being developed.

The two-stroke is not a new engine concept,
having been used in diesels in urban buses and
gasoline-engine motorcycles. It has been used in
Eastern Europe for years. Its problem is the con-
trol of pollution. Significant advances in addressing
this problem may lead to its introduction in the
mid-1990s. If not, the more advanced versions will
likely be used in marine applications where emis-
sions control is not as strict and where the new tech-
nologies offer significant emissions benefits.

The diesel engine and the two-stroke engine
have in common a reduced rate of fuel consump-
tion at Jow engine load and at idle, relative to a
four-stroke gasoline engine of similar peak load
power. On these grounds, they are competing for
the urban commuter car market. It is important to
keep in mind that the two-stroke is being developed
to be a spark-ignition gasoline engine and not a
compression-ignition diesel engine. Consequently,
the ability of the diesel to use fuel which takes less
energy to process has to be included in a proper
evaluation of how the two compete in congested ur-
ban traffic as technologies to reduce carbon dioxide
emissions.

In a certain sense, the automotive gas turbine
has the opposite behavior of the diesel and
two-stroke engines. Specifically, it consumes much
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more fuel at part load and idle than does a four-
stroke gasoline engine of similar peak power. Its
advantages relative to the gasoline engine are two-
fold: first, it can easily burn lower quality fuel, like
the diesel, and second, it can have a considerably
higher efficiency if running steadily at optimum
load. It has a disadvantage in the sense of the scale
at which it can efficiently compete with four-stroke
engines. It is easier to retain the inherent efficiency
of a four-stroke engine as it is reduced in size than
to do so with a turbine engine. This is due to the
fact that the distance between the turbine blade tips
and the housing of the engine have to be a very
small fraction of the length of the blades if high effi-
ciency is to be maintained. As the engine is down-
sized, the absolute distance between the blade tips
and the housing must also decline. For very small
engines this becomes a manufacturing challenge,
requiring the maintenance of very close tolerances.
Another problem is the need to operate the turbine
engine at very high temperatures, thereby tending
to create nitrogen oxide emissions in excess of
standards.

The automotive gas turbine has been tested in
automobiles in the 1960s and 1970s. As a result of
the fuel consumption realized in these tests, re-
searchers concluded that redesign and development
of high-temperature ceramics were necessary to al-
low the engine to realize its theoretical potential. It
was also concluded that transmissions capable of
keeping the engine in its efficient operating range
had to be developed. Ceramics would allow the en-
gine to operate at higher temperatures, would de-
crease the weight of the engine, and would decrease
reliance on scarce materials (McLean and Davis
1976).

Because it is important to keep the gas turbine
operating at a high percentage of its peak load to
ensure efficient operation, a continuously variable
transmission is, in principle, an optimum transmis-
sion. Alternatively, an automatic transmission with
numerous speeds would allow efficient operation.
The introduction of automatic transmissions with
electronic controls and as many as six speeds (see
Table 6.3) has moved transmission design closer to



an ability to translate theoretical gas turbine effi-
ciency into actual on-road efficiency. Such trans-
missions can also address the problem of turbine
lag, a delay in throttle response. With many speeds
set electronically to keep the turbine at a high rpm,
the transmission itself would cause a higher propor-
tion of the acceleration by changing gears than
would the engine by changing rpm.

The key problem at this time is the development
of low-cost durable ceramic parts that will not fail
catastrophically. Much progress has been made,
and a commitment to continue the development of
this engine and its ceramic components was made
in the National Energy Strategy. The turbines be-
ing developed are in the 100-hp range, a reasonable
size for compact cars. The design goal for the
Allison Gas Turbine AGT 100 engine in a 2700-1b
car was initially indicated to be 36.4 mpg in 1980
(Polack 1980), but was increased to 42.5 mpg in
1984 (Helms et al. 1985).

The costs of achieving a goal of 42.5 mpgin a ve-
hicle of 2700-Ib-curb weight with a conventional
gasoline engine would be extremely high if the cal-
culations here are correct. Even the Toyota turbo-
charged, supercharged, intercooled, multipoint
fuel-injected four-valve per cylinder combination
was estimated by the methods used here to achieve
only 39 mpg in a 2700-1b car with 13-second O to 60
acceleration (to match the AGT theoretical value
stated by Polack).

If the AGT were to obtain 42.5 mpg on diesel
fuel, then the carbon dioxide emission reduction
benefits would be even greater than if the engine
used gasoline. The AGT can easily be modified to
run on gasoline, jet fuel, diesel fuel, methanol, or
any other liquid fuel. Since the Toyota technology
mentioned above is a gasoline technology, the pos-
sibility to use less refined fuels does not exist in that
case. Although the AGT continues to experience
setbacks in the effort to reach its stated design
goals, the rewards of success with the technology
may be considerable, if both technical and
economic success can be achieved.
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6.3.3 Non-Oil-Based Options

The prior discussion showed that fuel substitu-
tion among petroleum derivatives might reduce car-
bon dioxide emissions and should be considered as
one point of evaluation of engine technologies.
There are two very productive ways of reducing car-
bon emissions by switching away from petroleum-
based fuels. These are to switch to fuels derived
from advanced nuclear power technologies or to
switch to renewable fuels.

DeLuchi (OTA 1991, p. 160) has estimated that
nuclear-electric pathways could achieve an 80% re-
duction, while woody biomass as a source of alcohol
or natural gas could achieve a 60% to 70% reduc-
tion. Reemergence of nuclear power technologies
promoted through the development of reactors
with enhanced safety features could sharply reduce
the burning of fossil fuels. Such power can be used
either to power electric vehicles or to produce hy-
drogen from seawater.

Renewable fuels include solar-generated electri-
city, biomass-generated electricity, and hydro-
power-generated electricity. Use of solar or hydro-
power-generated electricity would reduce net
greenhouse gas emissions by 85%, according to
DeLuchi (OTA 1991). Thus, any of these power
sources for electric vehicles could sharply reduce
net carbon dioxide emissions. Another way of using
biomass as a renewable fuel is to make liquid fuels
such as ethanol or methanol from the biomass feed-
stock and burn the liquids directly in vehicle en-
gines or to make natural gas from the biomass, also
for use in vehicles. The carbon dioxide generated
by burning biomass-based alcohols is recycled as
carbon is fixed by new growth of biomass on the
land which grew the original fuel source.

Bleviss (1988) has pointed out the potentially
positive synergistic interaction between attainment
of greater fuel efficiency and use of biomass. A
problem with using biomass is that its use has envi-
ronmental side effects. In Brazil, the sugar-
cane-based ethanol program is contributing to the



cutting down of the rain forests, which is itself con-
tributing to increased greenhouse gas emissions.
Thus, one has to be cautious about how biomass-
based alcohols might be produced and how much
would be needed. As Bleviss points out, greater
fuel efficiency means that less biomass feedstocks
will have to be used to produce a given amount of
miles of travel. The problem with biomass-based
fuels is that they are quite costly to produce. Con-
sequently, if they prove to be made economically
viable by a high carbon tax on fossil fuels, then it
will also be economic to introduce more engine
technologies that enhance fuel efficiency.

The use of fuel substitution to reduce net carbon
dioxide emissions can occur more readily if two
types of engine research are undertaken. To use
the electric option, considerable research on battery
technologies and the vehicle package in which they
are used will be needed. Both are stated goals of the
National Energy Strategy (DOE 1991).

To use biomass-based fuels, also a projection of
the National Energy Strategy, it will be necessary to
introduce alternative-fueled engines and vehicles
that can use these fuels. Such engines include the
automotive gas turbine, redesigned conventional in-
ternal combustion engines, and the fuel cell.

The fuel cell can use alcohol from biomass or
hydrogen from nuclear power. It generates electri-
city from these fuels and converts it at a very high
efficiency. Acceleration capability and weight are
problems for the fuel cell. Weight and the ability to
accelerate repeatedly are problems that have to be
addressed in the development of battery-powered
electric vehicles.

An important point is that use of alcohols and
compressed natural gas in heavy-duty engines is be-
ing developed. Given the high rates of growth of
fuel use in the heavy-duty sector, the ability to
switch to fuels ultimately producible from woody
biomass is potentially a very valuable contributor to
reduction of carbon dioxide emissions. The gains
with these vehicles will not be as large because they
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currently use diesel fuel in compression ignition
engines. As noted earlier, alcohols can be burned
more efficiently in spark-ignition engines than
gasoline, while alcohols used in converted
compression ignition engines burn with about the
same efficiency. Accordingly, greater percentage
gains are possible by substituting woody
biomass-based alcohols in spark-ignition light-duty
engines than in compression-ignition heavy-duty
engines.

Alternative Fuels in Conventional Engines

The "methanol engine" concept proposed by
Gray and Alson (1989) of the EPA, and/or the
automotive gas turbine technologies being investi-
gated with DOE support by General Motors and by
Allied Signal both are potentially suitable engines
for use of biomass-based alcohols. The automotive
gas turbine has the potential advantage of running
on a variety of fuels with very little modification.

The methanol engine proposed by Gray and
Alson (1989) would be a downsized supercharged
engine without a traditional cooling system. This
engine would be even better than those of similar
technology using gasoline because the compression
ratio would be higher and the cooling system weight
would be eliminated. Deluchi’s most recent esti-
mates indicate that an advanced methanol engine
using natural-gas-based methanol produced by ad-
vanced production processes could reduce green-
house gas warming effects by 17%, a litile more
than the 14% estimated for an advanced short-
range compressed natural gas vehicle (OTA 1991,
p. 160).

There is little doubt that methanol or ethanol
can be introduced in current technology engines, as
can compressed natural gas. When used in dedi-
cated vehicles with a much shorter range than cur-
rent gasoline vehicles, compressed natural gas has
the potential to reduce emissions by a few percent,
while methanol from natural gas (in current, thor-
oughly tested engine designs) has a bit less poten-
tial to do so (see Santini et al. 1989).



Because fuel system weight is such an important
consideration in compressed natural gas vehicles,
significant gains in mpg are possible when range is
sacrificed. This property also holds for electric ve-
hicles, but not for vehicles whose engines run on al-
cohol, gasoline, or diesel fuel. In the long-run,
however, introduction of alcohol-powered vehicles
will create an ability to introduce alcohols produced
from woody biomass. In that case, significant emis-
sion reduction benefit will result through a recycl-
ing of carbon dioxide such that net atmospheric
loading will change far less than when alcohols or
petroleum products are produced from fossil fuels.

Methanol is unlike gasoline or diesel fuel in the
sense that it is being successfully burned in both
spark-ignition and compression-ignition engines.
This fact suggests that the fuel does have unique
properties of its own, as Gray and Alson (1989)
contend, which would make the ideal engine de-
signed for this fuel considerably different from cur-
rent engine designs. As in the case of the automo-
tive gas turbine, however, the proposed optimized
methanol engine is not likely to be available until
after the year 2000.

Both of these engine options should be consid-
ered long-term options that could not make a large
contribution to the reduction of carbon dioxide
emissions in the intermediate term. Other engine
designs may emerge or reemerge in the future, but
these are two that merit current attention because
they can be biomass-based in the long term. These
are two liquid-fuel-based engine/fuel concepts that
are currently considered promising by the DOE and
the EPA.

Systems With Electric Drive

The introduction of electric and hybrid vehicles
using a variety of battery technologies would dis-
place much of the emissions from the location of
the vehicle to the vicinity of the utility power plants
that provide the electricity to recharge the batteries.
Insofar as carbon dioxide emissions are concerned,
the use of electric vehicles in place of gasoline
vehicles can be either beneficial if nuclear power or

6.26

renewable fuels are used to generate the electricity
or very detrimental if coal is used. With fuel cells,
which are likely to use natural gas, hydrogen or
methanol as a fuel, the system efficiency has the
potential to result in a significant reduction (nearly
50%) of emissions of greenhouse gases relative to
current internal combustion engines modified to
use those same fuels or gasoline.

The Energy Information Administration (1990)
projects the mix of power plants in the United
States in 2010 would consist of coal (60.4%), petro-
leum (3.5%), natural gas (14.1%), and nuclear
(14%), with the remaining 8% a mix of hydro-
power, geothermal, petroleum coke, biomass,
wood, waste, solar, and wind.

Dowlatabadi et al. (The Energy Daily 1991) sug-
gest that the introduction of electric vehicles up to
15% of the transportation mix would not boost ag-
gregate utility emissions, assuming that new fossil-
fueled power production technologies using ad-
vanced designs and combustion technologies would
reduce the emission of carbon dioxide per unit of
power generated. Overall, on a per mile basis,
Wang and DeLuchi (1991) estimate a greater than
90% reduction in petroleum usage per mile of per-
sonal vehicle travel by 2010 by an electric vehicle
rather than a gasoline vehicle. As Wang and
DelLuchi note, however, significant reductions of
net carbon dioxide emissions are only likely if elec-
tric vehicles are recharged by power generated from
nuclear or renewable (biomass, hydro, wind, and
solar) fuels.

Battery Technology Development. The potential
of electric vehicles to displace emissions from
highly polluted urban areas and to displace oil use
has contributed to an increased interest in these ve-
hicles. A consortium of U.S. vehicle manufacturers
has been formed to conduct battery research in
hopes of a technological breakthrough.

Such a breakthrough is needed for several rea-
sons, but the most significant is the high weight per
unit of horsepower for a battery storage system. To
illustrate, the General Motors "Impact” prototype



vehicle has a lead acid battery power pack weighing
7.63 Ib/hp delivered by the electric motors (this
does not include the weight of the motors). This
contrasts with a weight of 1.77 lb/hp for GM’s
Saturn double overhead camshaft four-valve-per-
cylinder engine (not including fuel system weight).
The newly formed electric vehicle consortium con-
sisting of government agencies and major vehicle
manufacturers is focusing its attention and re-
sources on three types of battery systems, with
hopes of greatly reducing the weight per unit of
power deliverable and energy storable by commer-
cially viable batteries.(®) The battery types being
considered are

¢ Beta batteries
- sodium/sulfur
- sodium/metal chloride batteries using iron
chloride, nickel chloride, or copper chloride

¢ Molten salt batteries
- lithium/iron sulfide
- lithium/iron disulfide, bipolar lithium/iron
disulfide

* Ambient temperature batteries
- lead/acid
- nickel/iron
- lithium/polyethylene oxide.

Over an estimated 12-year life of the consortium,
the above battery systems have been classified as
follows:

* present term
- lead acid
- nickel/iron

e npear term
- sodium/sulfur

(a) Personal communication with D. R. Vissers and with J. F.
Miller, Argonne National Laboratory, March 19, 1991.
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* intermediate term
- lithium/iron sulfide
- lithium/iron disulfide, bipolar lithium/iron
disulfide
- sodium/metal chloride batteries using: iron
chloride, nickel chloride, or copper chloride

¢ farterm
- lithium/polyethylene oxide.

Both DOE and the consortium are focusing on
batteries with high specific energy (for range), high
power capability (for acceleration), and long service
life (to minimize replacement costs). The consor-
tium would like the nominal working voltage of the
battery system to be around 340 volts (the max-
imum voltage for the Impact prototype is 400). The
characteristics of each of these battery systems are
discussed in the following section and are listed as
defined by the consortium grouping. The overall
issue which needs to be addressed relates to the de-
velopment of appropriate materials for batteries.

Other battery types that have been funded by
DOE include the zinc/bromine, lithium, aluminum/
iron sulfide, and iron/air batteries (DOE 1990a).
Batteries that two western utilities are promoting
for present- to near-term use are the nickel-
cadmium and zinc-air batteries, which have been
used in combination (Cook 1991).

¢ Present-term systems

Recently, General Motors has described the Im-
pact, an electric vehicle powered by commerci-
ally available lead-acid batteries and developed
by their vehicle development group. This vehicle
is reported to have a range of 120 miles at a
steady 55 miles per hour [a practical range of
75-80 miles (Alcohol Week 1991)] and can accel-
erate from 0 to 60 mph in 8 seconds, though re-
peated rapid accelerations would significantly
shorten range (Amman 1989). This is probably
the least initial cost system.



Disadvantages include a change of a $1000-2000
battery system over every 20-25,000 miles
(4-10¢/mile) of travel and the need for regular
maintenance. These cost figures are somewhat
low in comparison to one source’s quoted $5000
battery replacement cost per 3 years for the
Volkswagen diesel-electric hybrid vehicle (J. E.
Sinor 1991, p. 162), which will be field tested in
Switzerland in 1992. Perhaps the Volkswagen
value is a current cost, while the GM value is a
projected cost for the date of introduction of the
vehicle. Concerns over environmental safety
and health and the high toxicity of lead make
this battery less desirable for long-term use, al-
though recycling could reduce these concerns.

As a point of reference, a car of 1550-1b curb
weight would roughly have an curb weight equal
to the 114-hp Impact, assuming the weight of
the battery pack is deleted [2200 Ib less 870 1b
(J. E. Sinor 1991)] and addition of the weight of
the 124-hp Saturn DOHC engine [220 1b (Reilly
etal. 1991)]. Such a car would realize about
42 mpg with essentially the same acceleration as
the Impact. At a cost of $1.20/gallon, gasoline
costs per mile for the performance equivalent
gasoline vehicle would be about 2.9¢/mile, less
than the Impact’s battery replacement costs
alone (ignoring recharging costs). Assuming
that the 42 mpg gasoline vehicle had a §25 oil
change every 3000 miles and went 25,000 miles
in 2 years, its undiscounted monthly operating
costs would be $38/month compared with an es-
timate of $80/month including electricity for the
Impact (J. E. Sinor 1991). Assuming GM used
12,500 miles/yr in its calculations of the $80/
month figure, then at roughly $2.90/gallon [a
price exceeded in Japan, France, Italy, and
Sweden (Davis and Hu 1991)], the battery re-
placement and electricity costs of the Impact
would be about the same as for fuel and oil for
an equal performance gasoline vehicle. Differ-
ences in initial cost of the vehicles are ignored in
this comparison, and the costs for the Impact
would vary according to the rates charged for
electricity. Nevertheless, these crude estimates
put the Impact’s fueling costs into perspective.
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Note that the Impact is a two-passenger com-
muter vehicle. The 1550-Ib curb weight esti-
mated above for a gasoline vehicle of compar-
able performance to the Impact can be com-
pared to the 1620-1b curb weight for a Geo
Metro, a four-passenger car.

The electric vehicle is likely to be introduced
first as a niche vehicle; that is, a vehicle with a
well-defined repetitive pattern of use. The Im-
pact is designed to be attractive as a commuter
car, while much of the other electric vehicle
work focuses on use of vans in commercial
fleets.

The most likely immediate alternative to the
lead acid battery is the nickel/iron battery. This
battery system has the advantage of long life but
the disadvantage of a higher initial cost, which
may be offset in the future by a salvage value for
the nickel. Charging inefficiencies in this system
and the resulting production of hydrogen make
adequate ventilation during charging essential.
Commercial facilities with central recharging
stations seem more likely than households to
have the incentive to build proper recharging fa-
cilities for these batteries. The advantage of this
battery system is that it has demonstrated a long
cycle life (over 1000 cycles) and adequate spec-
ific energy and power for normal operations
over a 100- to 120-mile range. The low life-cycle
cost of this system, combined with a moderate
range of 100 to 120 miles makes this battery
potentially attractive to a group of fleet opera-
tors. However, nickel is a strategic material,
which may make widespread use of this system
somewhat questionable.

The recent success of a modified Honda CRX
(Cook 1991) using a combination of nickel-
cadmium and zinc-air batteries has created in-
terest in these batteries. At steady speeds of 50
to 60 mph, this electric vehicle went 124 miles
with a reported reserve of 50 miles of range.
The battery pack for this electric vehicle was re-
ported to weigh 1100 1b, cost $1500 to $2500,
and require replacement every 20,000 miles



(Cook 1991). Weight and cost are higher than
those for the Impact. Without a battery pack, a
Honda CRX weighs 2000 Ib, so even the gutted
CRX (with the 1100-1b battery pack) must have
weighed more than the Impact.

Near-term systems

The sodium/sulfur battery is receiving the max-
imum attention worldwide as a near-term bat-
tery for electric vehicle propulsion. Chloride
Silent Power Limited in Britain is probably the
closest to building a pilot facility for the man-
ufacture of this system. A high specific energy
battery (140 W-hr/kg), the system operates at
about 300°C with all the reactants and products
in the liquid state. The open circuit voltage of
the system ranges from 1.8 to 2.1 volts, depend-
ing on the state of charge. The discharge needs
to be interrupted partway to avoid the formation
of a solid product which could render the cell in-
active. A solid electrolyte beta”” (read as beta
double prime) alumina is used. The beta family
of electrolytes is an aluminum-oxide-based cer-
amic defined as having specific electrical prop-
erties (a transference number of unity for the
sodium ion). This electrolyte has a high conduc-
tivity of sodium, yet the conductivity is low
enough that very thin electrolyte must still be
used. The main risks of this system are the frag-
ility of the electrolyte and the possibility of
shorting through the electrolyte by the sodium,
which results in the rapid release of heat (Sen
1988).

The 45-60 kWh capacity and high voltage re-
quirements would require the assembly of sev-
eral hundred cells in a series/parallel array
within each battery. The reliability of such a sys-
tem in actual operation within the battery re-
mains to be demonstrated. It is estimated that
failure of less than 2% of the individual cells
could result in overall battery failure. A correc-
tive approach may be to have an adequate excess
of cells and appropriate electronic diagnostic
sensing and cell replacement measures to avoid
a premature breakdown of the system. In addi-
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tion, questions of battery safety and thermal
management need to be addressed, as this sys-
tem operates at over 300°C. While these system
maintenance measures might be acceptable to
fleet operators, they might be a drawback for
sales of the battery for personal use vehicles.
The materials required for this system are read-
ily available.

Intermediate-term systems

The other beta batteries such as the sodium/
metal chloride batteries are in the early stages of
development. Further research and develop-
ment is required to increase the power capabil-
ities and reliability of these systems. These sys-
tems operate at 200°C to 250°C and, therefore,
the probability of and risks associated with
electrolyte failure are less than with the sodium/
sulfur system. In contrast with the sodium/sulfur
cells which fail in the open circuit mode, these
cells fail reliably in the short-circuit mode, which
makes battery design simpler. Further, the slow
reaction of the sodium with the metal chloride
results in a safer system. The nickel current col-
lector does not corrode and results in greater
electrode stability, and the higher density of the
sodium/metal chloride systems makes the design
more compact. Except for nickel, the materials
availability is not envisioned as a problem (Sen
1988).

The lithium/metal sulfide systems now being
developed at Argonne National Laboratory also
operate at above ambient temperatures. The
lithium/iron sulfide battery is closer to manufac-
ture than is the disulfide system. When devel-
oped, the disulfide system will be a reliable sys-
tem with several advantages as described for the
sodium/metal chloride systems, with the added
bonus of higher specific energy and power. The
batteries are inherently safe even under crash
conditions. The disadvantages of this system,
such as the high cost of lithium and the positive
current collector, are expected to be addressed
in further development work in progress (Sen
1988)



* Far-term systems

The lithium/polyethylene oxide ambient temper-
ature system is at a very early stage of develop-
ment at the University of California at Berkeley.
The electrolyte is an organic polymer that can be
made from readily available materials. Cycle life
and power capabilities of the system need to be
improved. Very little data are available on this
system (J. E. Sinor 1991, p. 163).

Examination of the lithijum-sulfur phase dia-
gram identifies a high temperature lithium/
sulfur system that has potential for high specific
energy and power. Argonne did some early
work on this system in the early to mid-1970s
(Miller®)), Further developmental work may
identify a reliable, safe, low-cost propulsion
system.

Fuel Cell Development. Fuel cells directly pro-
duce electricity from the hydrogen available in fuels
and are identified by the electrolyte used in the sys-
tem. Because it generates electricity, a fuel cell is
an alternative power source for the battery in ve-
hicles using electric motors. The direct energy con-
version results in higher fuel utilization with lower
emissions of criteria pollutants and greenhouse
gases. Anticipated low maintenance costs and long
life are further attractive features.

While current technologies are expensive, heavy,
and voluminous and rely on a nonrenewable re-
source when powered with fossil fuels, further de-
velopment to meet transportation needs may make
these systems attractive. Potentially, they may re-
duce the amount of fossil fuel required per mile.
Further, to the extent that hydrogen is provided
from biomass (as alcohol or natural gas) or nuclear-
powered dissociation of water, fuel cells will also
sharply reduce carbon dioxide emissions from
transportation, as discussed at the outset of this
section. '

(a) Personal communication with J. F. Miller, Argonne National
Laboratory, March 19, 1991.
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The developmental efforts are now concentrated
on the following three systems:

phosphoric acid

* proton exchange membrane (PEM)

solid oxide (SOFC).

The phosphoric acid fuel cell technology is the
most mature of the three listed above. An ongoing
joint program funded by DOE, DOT/UMTA, and
SCAQMD is designed to demonstrate the technical
feasibility of using a methanol-fueled phosphoric
acid fuel cell in combination with a battery system
to provide low emission propulsion for large transit
buses. In Phase II the evaluation will be extended
to the evaluation of the system in three smaller
27-foot buses. This fuel cell uses methanol as a
fuel.

The use of methanol as a fuel requires reformer
hardware to dissociate the hydrogen from the meth-
anol for use as fuel for the operation of the fuel
cell. The reformer adds weight and bulk, both
detrimental attributes in transportation applica-
tions. Another current problem with the reformer
is its inability to vary hydrogen production quickly
enough to allow the fuel cell to alter its power out-
put to accelerate the bus at rates needed for opera-
tion in normal applications.

There are two solutions to this problem. One is
to redesign the transportation system to ensure
smoother flow and fewer acceleration/deceleration
sequences. Approaches such as integrated vehicle
highway systems are attempts to implement this
solution. The second approach is to adopt a hybrid
power system for the vehicle, with a power source
which is highly efficient in steady-state operation
(the fuel cell) and a second power source which can
be operated intermittently to provide bursts of
power. This conceptual approach was used in the
recently tested Honda CRX electric vehicle, where
3501b of nickel-cadmium batteries were used for
bursts of power and 750 1b of zinc-air batteries were
used for efficient cruising (Cook 1991).



In the bus, the second approach is also used. A
battery system is used in combination with the fuel
cell to meet the power requirements for accelera-
tion and grade climbing. Under steady-state cruis-
ing, the fuel cell provides the power, with any un-
used power providing a charge to the battery.
Unless the bus is used on a route which repeatedly
requires rapid acceleration or hill climbing, the bat-
tery will be close to a 100% state of charge. Fewer
discharges and less "deep” discharges extend battery
life, so batteries in a hybrid system such as this one
would last far longer than those in vehicles relying
only on a single power source.

In general, one of the tradeoffs in use of fuel
cells in transportation is the cost and weight of the
fueling system. This is also true for the internal
combustion engine, but the system interactions are
different. Fundamentally the tradeoff is between
use of liquids and gases. At atmospheric pressure,
the liquids hold more energy per unit volume and
weight than do the gases. This can be overcome to
some extent by pressurizing the gases, but this re-
quires energy for the pressurization and fuel system
bulk (weight and volume) for the containers hold-
ing the gases. That bulk, in turn requires energy to
carry it around and sacrifice of storage space (carry-
ing capacity) in the vehicle.

In the case of the fuel cell, hydrogen is the ulti-
mate fuel. Its direct use on the vehicle in pressur-
ized containers requires bulky storage systems, but
does not require a reformer. Natural gas can carry
the hydrogen, but requires both pressurized storage
systems and a reformer to dissociate hydrogen and
carbon. Methanol, being a liquid, can be contained
relatively compactly in fuel tanks, but requires the
reformer to dissociate the hydrogen.

The proton exchange membrane fuel cell is po-
tentially capable of meeting transportation needs
early in the 21st century. As with the phosphoric
acid fuel cell, reformer technology is required, ex-
cept when hydrogen is used directly as the fuel.

Current concerns with this system are primarily
its high cost and the management of the accumu-
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lated water produced by oxidation of hydrogen dur-
ing operation. Under ambient conditions surface
deposits of the water produced in liquid form may
result in cell failure. Other systems, which operate
at higher temperatures, produce water as a gas
which does not coat the cell surface. The system re-
quires significant use of platinum, a relatively
scarce and expensive metal. For use in passenger
cars, its volume and weight need to be reduced,
without sacrificing its power output.

Tests of the proton exchange membrane fuel cell
in an automobile are reportedly being planned by
the Pennsylvania Energy Office (J. E. Sinor 1991,
pp.- 109-111.) This technology has been estimated
by R. H. Billings to cost $3500 per cell for mass
production of a cell which could give a hydrogen
powered version of a car a 300-mile range. This
cost may not include the cost of the metal hydride
hydrogen storage system. Even so, it is about half
the cost of the least expensive economy car avail-
able and compares to costs of a few hundred dollars
to produce internal combustion engines.

Nevertheless, the fact that a stationary fuel cell
(one sitting on the ground and not used to move its
own weight and the weight of its associated tanks of
fuel) can be twice as efficient as a gasoline-powered
internal combustion engine makes this technology
worth careful evaluation. According to the Ameri-
can Academy of Science, the weight of this cell per
horsepower generated is about 2 Ib/hp, (J. E. Sinor
1991, p. 110), a weight comparable to the Saturn
double overhead camshaft four-valve-per-cylinder
engine (Reilly et al. 1991). Tests of this cell and its
associated hydride refueling system in prototype ve-
hicles will allow comparisons such as those made
above for the GM Impact. Cell life, acceleration ca-
pabilities, and fuel consumption on EPA CAFE
test cycles will be very valuable.

The solid oxide fuel cell made of ceramics and
operating at close to 1000°C is capable of reforming
fuels such as methanol to produce hydrogen. How-
ever, significant development problems need 1o be
addressed. These include approaches to control
inter electrode and electrolyte ionic diffusion



(which may be difficult at the high operating tem-
peratures), as well as to protect the ceramic system
from failing during thermal cycling. A major issue
with this system when used as a propulsion system
for passenger cars would be the startup time re-
quired to bring the system to its operating tempera-
ture. Ideally, this system may be most useful in
trains and ships, which run almost continuously.

This system would need a long development and
evaluation time and is probably most likely to debut
sometime in the mid 21st century. Current devel-
opment work on this system is aimed at identifying
electrode and electrolyte materials that are capable
of operating at lower temperatures. This system is
far from ready for testing in vehicles.

Hybrid Systems. Another approach would be to
implement a high power density battery of nominal
specific energy and low cost as used in the GM Im-
pact (to conserve volume) in combination with a
high efficiency internal combustion engine running
off regular fuels. As with the fuel cell battery hy-
brid currently under evaluation for buses, the in-
ternal combustion engine could be used for steady-
state highway cruising with the battery providing
power for acceleration and climbing. In highly pop-
ulated and polluted urban areas, the battery power
may be used exclusively in selected zones for
shorter ranges. Volkswagen, AG has announced a
fleet demonstration of 40 hybrid vehicles running
on diesel fuel and electricity (J. E. Sinor 1991).
Depending on the usage profile, the hybrid system
may result in a lower emission of greenhouse gases
(Kalberlah 1991).
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7.0 INDUSTRIAL TECHNOLOGY

Unlike energy technologies in the building and
transportation sectors, those in the industrial sector
cannot be treated generically to yield reliable esti-
mates of conservation potential and costs. Energy
use in manufacturing depends primarily on the pro-
duction processes in each industrial sector. Applica-
tions such as motors and process heating are very
process-specific. Therefore, the analysis presented
here is quite different from the technology character-
izations for buildings and transportation, where a
generic analysis can be successfully applied.

Unfortunately, nongeneric (i.e., process-specific)
information on conservation technologies is not
available for many sectors. For example, an examina-
tion of the electricity conservation supply curve data
produced for the Michigan Electricity Options Study
(Battelle 1987) and for Bonneville Power Administra-
tion (Resource Strategies 1985) shows 1) a lack of
information on conservation opportunities tied to
specific production processes and 2)a lack of in-
formation relating to high energy-price regimes.
These shortcomings are not due to poor study meth-
odology but simply reflect the state of the art of in-
dustrial energy analysis.  Similarly, Energetics
(Babcock et al. 1988) has performed valuable studies
for the DOE’s Office of Industrial Programs on tex-
tiles, pulp and paper, cement, glass, and iron and
steel. Yet, even these detailed, sector-specific studies
donotsystematicallyaddress theinformation require-
ments for a conservation supply curve, since econ-
omic data are not provided for most of the
technologies.

Giventhislack of process-specificinformation two
alternatives were considered: 1) perform a generic
analysis in spite of its shortcomings and 2) rely on
process-specific analysis of a few narrowly defined
sectors, assuming that the conservation supply curves
thus obtained can be used to estimate the overall con-
servation supply curve for manufacturing. The later
approach is expected to produce more realistic re-
sults. However, it must be recognized that currently
available information is not adequate for any ap-
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proach to be used with confidence. The use of spec-
ific process cost and energy data at least is anchored
inactual industrial experience. Itis thoughttobe the
most effective means of estimating conservation sup-
ply curves which extend into higher energy price
regions.

This chapter, then, discusses technologies and
their conservation potential and the construction of
conservation supply curves. The subjects are some
what disjointed, however, in that the general de-
scriptions of technologies do not lead to conservation
supply curves. The supply curves are instead built
from analysis of specific processes or even specific
plants. Because the technology descriptions are not
the basis of the conservation supply curves, they do
not include detailed information on cost and per-
formance. They are intended, instead, to show exam-
ples of the variety of technologies involved in indus-
trialenergy use and to point out areas of potential en-
ergy savings.

7.1 INDUSTRIAL STRUCTURE

The role of manufacturing industries is to trans-
form materials. These transformations are accom-
plished through energy-consuming processes such as
heating, mixing, and shaping. When process energy
is derived from the combustion of fossil fuels, carbon
dioxide is a by-product of industrial activity. Produc-
tion of this greenhouse gas can be reduced through
energyconservation, fuelswitching,and process modi-
fications. An example of the latter is recycling, which
reduces the need to consume energy in primary mate-
rial transformations such as ore reduction. An out-
line of industrial energy use and the potential to
reduce greenhouse gasemissions through energy con-
servation is provided in the following pages. As
noted above, the approach taken is to develop energy
conservation "supply curves,” which correlate the po-
tential industry-wide savings with investment in con-
servation measures.



The industrial sector includes manufacturing,
mining, agriculture, and construction. Of these four
subsectors, manufacturing is the largest overall con-
sumerofenergy. In fact, manufacturing industries are
responsible for over 80% of all industrial energy con-
sumption. These investigations are limited to the
manufacturing industries (i.e., Standard Industrial
Classifications 20 through 39 as listed in Table 7.1).
Of these 20 industries, four stand out as the largest
energy users: Paper and Allied Products (SIC 26),
Chemicals and Allied Products (SIC 28), Petroleum
and Coal Products (SIC 29), and Primary Metal
Industries (SIC 33). With the exception of Food and
Kindred Products (SIC20) and Stone, Clay, and Glass
Products (SIC 32), other manufacturing industries
each consume less than 15% as much total energy as
one of these four major energy users. Together, the
six largest energy consumers account for over 84% of
total manufacturing energy consumption.(®

Industrial energy use can be further classified ac-
cording to energy source. The Manufacturing Energy
Consumption Survey (DOE 1988) identifies consump-
tion of net electricity, residual fuel oil, distillate fuel
oil, natural gas, liquid petroleum gas, coal, coke and
breeze, by-products, and other fuels. The energy
source distinction is important because the rate at
which greenhouse gas is produced (e.g., pounds of
carbon dioxide per million Btu) is fuel-specific. En-
ergy use by fuel is summarized in Figure 7.1. To sim-
plify the figure, both fuels and industries have been
aggregated. Primarily, this involves assigning petro-
leum coke and by-products to petroleum-based fuels
and coal and coke by-products to coal. Biomass en-
ergyis notincluded in Figure 7.1 because its contribu-
tion to carbon dioxide emissions is canceled by
growth from replanting. Process industries include
SIC 26, 28, 29, and 32. Fabrication includes all other
industries except SIC 33, Primary Metals.

The dominant position of the process industries as
energy consumers and of natural gas as an energy
source are clear from this figure. The process in-
dustries include three of the fourlargest industrial

(a) References to energy consumption do not include fuels used in
non-energy applications, only energy consumed for heat and power.
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Table 7.1. 1985 Manufacturing Industries Energy
Consumption

Energy Use
End-Use Energy Contributing®
Consumption® Carbon Dioxide

Industry Code (Trillion Btujyr)

Food and Kindred 20 946 1,180
Products

Tobacco Manufactures 21 19 29

Textile Mill Products 22 248 452

Apparel and Textile 23 30 62
Products

Lumber and Wood 24 333 210
Products

Fumiture and Fixtures 25 48 82

Paper and Allied 26 2,198 1,470
Products

Printing and Publishing 27 76 165

Chemicals and Allied 28 2,407 3,360
Products

Petroleum and Coal 29 2,631 2,896
Products

Rubber and Miscel- 30 212 418
laneous Plastics
Products

Leather and Leather 31 13 21
Products

Stone, Clay, and Glass 32 896 1,141
Products

Primary Metal Industries 33 2,391 4,608

Fabricated Metal 34 298 512
Products

Machinery, Except 35 239 467
Electrical

Electric and Electronic 36 209 455
Equipment

Transportation 37 317 579
Equipment

Instruments and Related 38 73 133
Products

Miscellaneous 39 31 56
Manufacturing

Total 590 13,615 18,296

(a) This column displays the energy directly consumed in industrial
processes. It does not include coal used to reduce iron oxide (in
steelmaking) and reports electricity use on the basis of electrical
energy, not the chemical energy required to generate power. In
addition, biomass, which contributes no net carbon dioxide, is
included.

(b) This column reports electricity in terms of primary energy
input for generation. Because it generates carbon dioxide, coal
used to reduce iron ore is included. Biomass is not reported.
Source: Manufacturing Energy Consumption Survey (MECS)
Table 3, DOE (1988)
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energy consumers: petroleum, chemicals, and paper.
Each of these consumes well over two quadrillion
(1015) Btu per year for heat and power. Primary
Metals, SIC 33, is the only other industry group in
this high consumption range.

7.2 POTENTIAL FOR REDUCING GREEN-
HOUSE GAS EMISSIONS

As noted above, greenhouse gas emissions are fuel
specific. Higher carbon content fuels generally
produce more carbon dioxide per unit of energy than
lower carbon content fuels. Coal combustion, for in-
stance, can release as much as twice the carbon diox-
ide per million Btu as natural gas combustion. Unit
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emissions are often expressed as pounds of carbon
per million Btu. Twelve pounds of carbon are re-
leased for every 44 pounds of carbon dioxide. Fig-
ure 7.2 is a plot of carbon release per million Btu
versus hydrogen content for various fossil fuels. The
composition of any natural fossil fuel spans a range
that is reflected in a range of emission factors as
shown. Emission estimates in this report are based
on the following representative emission factors:

Kilograms (Pounds) Carbon per Million Btu

Coal 26 (58)
Fuel Oil 20 (45)
Natural Gas 15 (32)
Electricity 50 (110)



The high carbon dioxide emissions associated with
coalcombustionare of particular importance because
most electrical energy is generated by coal-fired
power plants. This and the fact that such plants are
today only about 33% efficient make the electricity
portionofindustrialenergy consumptionasignificant
source of carbon dioxide. This fact is emphasized by
Figure 7.3, which compares the percent of industrial
energy consumption for various fuels to the percent
of carbon dioxide produced by those same fuels.
While purchased electricity accounts for only 17% of
manufacturing energy use, it accounts for 35% of
greenhouse gas emissions. In addition, a portion of
the fuel used by industry is for self-generation. This
suggests a strong incentive to reduce industrial elec-
tricity consumption.

Energy consumption can be reduced through con-
servation, changes in operating practices, fundamen-
tal process changes, and changes in industrial activity.
Conservation, which is the focus of this discussion,
generally involves capital investment in conservation
measures. Operating practice includes activities com-
monly considered housekeeping or energy manage-
ment. Fundamental process change (e.g., direct steel-
making) is motivated more by overall cost, design, or
marketing considerations than by energy use. In this
context, changing industrial activity refers to the

Energy Use

movementofeconomicactivity from energy-intensive
industries. Energy intensity is the ratio of energy use
to some measure of production, such as value added.
Sectoral shift affects the overall energy intensity of
manufacturing. Conservation,operating practice,and
process change affect the energy intensity of specific
sectors or even specific products. Because this inves-
tigation is intended to provide data for estimates of
conservation potential, the discussion will focus on
conservation measures.

7.3 CONSTRUCTION OF CONSERVATION
SUPPLY CURVES

As defined here, conservation is the reduction in
the energy intensity of production associated with in-
vestment primarily motivated by the energy savings.
Thetechnologies involved save energy compared with
currently used equipment and also typically have
important ancillary benefits. These technologies
should be distinguished from fundamental process
change (including new products and product rede-
sign), which may have quite large ancillaryimpacts on
energy use, but which are notadopted for their energy
impacts as such.

The likely extent of energy conservation is a func-
tion of energy prices. This conservation or savings

Greenhouse Gas
Production

Natural Gas

Coal and Coke

[/7] Petroleum-Based [ Purchased Electricity
Figure 7.3. Energy Usc and Greenhouse Gas Production by Energy Source
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potential is conveniently described with a conserva-
tion supply curve, which expresses the cumulative en-
ergy savings (as percent of base year consumption) as
a function of energy price. Such conservation supply
curves are the focus of this chapter. Although the
functional relationship is one of savings as a function
of price, conservation supply curves are typically
drawn with percent savings on the horizontal axis.
Figure 7.4 follows this convention and reveals the key
features of a conservation supply curve. The vertical
axis is energy price. As price increases, investment in
conservation measures increases, resulting in addi-
tional energy savings. Thus, the cumulative savings
increases continuously, subject to diminishing re-
turns, as the easiest conservation opportunities are
exploited first. Two different situations are shown,
curve A and curve B. In the latter, diminishing re-
turns set in early and limit savings to a modest level.
In the former, just a hint of diminishing returns is evi-
dent toward the end of the curve. Historical exper-
ience supports a type A curve. That is, as prices rise,
new technologyisintroduced, preventing an asympto-
tic end to the conservation potential. To avoid this
asymptotic effect, conservation supply curves should
be based on an adequate inventory of conventional,
new, and even advanced conservation measures.

Conservation supply curves can be estimated by
analytical or empirical means. The analytical ap-
proach applies engineering and cost analysis to an in-
ventory of conservation measures. These measures
can then be implemented in a least-cost order, with
the estimated savings accumulated a each technology
is introduced and penetrates the market.

With the analytical approach, it is important to
recognize the relationship between the cost of a con-
servation measure and the energy price at which such
a measure is likely to be implemented. Industrial
managershave historicallyimplementedconservation
measures only if the resulting energy savings guaran-
teed payback in 2 to 4 years. This decision criterion
suggests a high implicit discount rate for such invest-
ment. This discount rate relates the cost of a con-
servation measure to the energy price at which the
measure is likely to be implemented.

The empirical approach compares energy intensi-
ties for a cross section of industrial sites with various
energy prices. Lower energy consumption at sites
with higher energy prices provides a direct correlation
between energy prices and savings potential. Fig-
ure 7.5 summarizes these approaches. Both the

Price of Energy

Cumulative Savings, %

Figure 7.4. Conservation Supply Curves
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Figure 7.5. Comparison of Empirical and Analytical Approaches to Developing Conservation Supply Curves

empirical and the analytical approaches have been
used to develop the curves recommended here,
though the empirical approach is favored.

The analytical approach can be difficult to apply
because reliable, consistent data on representative
conservation measure performance and cost are not
easily obtained. This is especially true for advanced
technologies, which must be included in the analysis
to avoid sharply diminishing returns on conservation
investments. In addition, investment criteria are not
well understood. As noted, these criteria relate con-
servation measure costs to energy prices and tend to
be conservative in typical industrial practice, reflect-
ing a high implicit discount rate. The complexities of
plant investment decisions cannot be accounted for
by strictlyanalytical methods. The empirical or cross-
sectional analysis implicitly accounts for these deci-
sion processes, but the method is not without pitfalls
ofits own. Notably, few plants have experience in the
high energy price range that is of interest for policy
analysis. In fact, some industries, such as primary
aluminum, simply are not active in high energy price
regions and, therefore, provide no cross-sectional in-
formation. Actually, this raises doubts about the
fundamental adequacy of any approach that employs
a single conservation curve for diverse industries.
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Ideally, sites used for the empirical approach
should host similar industries and manufacturing
processes. Only then can energy use differences be
confidently attributed to energy price differences and
price-motivated conservation. For example, Kahane
(1986) has obtained data for Japanese electric arc
steelmaking, cement making, and auto manufactur-
ing. Electricity prices in Japan have long been at
about twice the U.S. level. The Kahane data thus
provide both a price and an energy consumption
level, but care must be taken that process, product,
and decision-making differences are taken into ac-
count. Detailed data at the lower end of the price
scale have been obtained on U.S. auto manufacturing
(Price and Ross 1989). Process and product similari-
ties give more assurance here that energy consump-
tion differences are from price-induced conservation.

7.4 THE CONSERVATION SUPPLY CURVES

Conservation supply curves are needed for four
energy services: industrial use of electricity, steam,
other fuels used for heat, and cogeneration. For elec-
tricity, new conservation supply curves have been de-
veloped for key manufacturing industries using actual



plantexperience (the empirical approach) where pos-
sible. This section constructs such curves for each
energy service.

7.4.1 Industrial Machines

The individual industry curves for electricity have
been weighted and combined to yield an overall curve
for the manufacturing sector. The weighting is based
on the relative fraction of total manufacturing electri-
city consumption. Although curves have notbeen de-
veloped for all industries, those industries for which
curves have been developed are responsible for 34%
of electricity consumed by the manufacturing sector.
In addition, process similarities suggest that the
curves can be reliably applied to additional industries
representing 26% of total manufacturing electricity
consumption.

Relativeelectricityconsumption by industrial sub-
sectors is summarized in Figure 7.6, which is based on
the Manufacturing Energy Consumption Survey for

1985 (DOE 1988). The shaded areas on the chart
correspond to industries for which component cost
curves have been developed. This is the 34% men-
tioned above. Industries to which these curves canbe
directly extended are indicated by dotted areas. The
remaining 40% is shown unshaded.

Asshown on this figure, representative industrial-
electricity-conservation supply curves have been de-
veloped for the following industries:

» Fabrication and Assembly of Metals, SIC 34, 35,
37

* Primary Aluminum, SIC 3334

* Energy-Intensive Process Industries
- Chlor-Alkali, SIC 2812
- Stone, Clay, and Glass, SIC 321,323,3296
- Cement, SIC 324,

Aconservation supply curve for all of manufactur-
ing electricity use has been constructed from a

Other Industries (21,23,25,31,38,39) Curve Assumed
Transportation Equipment (37) [ to Apply
Electric and Electronic Equipment (36) [ L g::;"c‘t’; Apply
Machinery, Except Electrical (35) 58 ] No Data

Fabricated Metal Products (34) [
Primary Metal Industries (33)
Stone, Clay and Glass Products (32)
Rubber and Misc. Plastics Products(30) [
Petroleum and Coal Products (29)
Chemical and Allied Products (28)
Printing and Publishing (27) ;]
Paper and Allied Products (26) [
Lumber and Wood Products (24) [=]
Textile Mill Products (22) i
Food and Kindred Products (20)

L

Industry (SIC Code) 0 50 1(;0 150

kWh (10%), 1985

Figure 7.6. Electrical Energy Use by Manufacturing Industries

1.7



weighted combination of these three curves. The
weighting is based on the relative contribution of
each to total electricity consumption for all three.
The proposed conservation supply curve has been con-
structed from price data and actual implementation
data. Therefore, it displays the savings likely to be
realized at a given price or equivalent incentive.

The most carefully developed conservation supply
curveis that for electricity in fabrication and assembly
industries, which is based on the automotive manu-
facturing sector. Process-specific as well as generic
technologies are involved. Even a technology that
analysts often treat as generic, such as variable speed
motor drives, may have major process-specific ele-
ments in many applications. Thus, more than half of
the cost of many variable speed drives is production-
specific engineering costs. Variable speed drive ap-
plications continue to be the subject of articles in
specialized engineeringjournals. Thisis notedsimply
to emphasize the point that in all major areas of man-
ufacturing energy use, including fabrication and as-
sembly industries and all energy-intensive materials
manufacturing, there are important conservation
technologies specific to each production process. The

new conservation supply curves presented here in-
clude this information for sample sectors. Rather
than limiting the description of all sectors to a list of
generic technologies, we have assumed that the same
curves would apply in all sectors. This conservation
supply curve is shown in Figure 7.7.

7.4.2 Industrial Steam and Industrial Other Heat

These supply curves will be roughly estimated
from ambitious proposals created at 1) a petroleum
refinery and 2) an integrated steel mill. The over-
whelming virtue of this information is its complete-
ness within its context. After suitable adjustments,
the petroleum refinery data are used to determine the
conservation supply curve for steam. The steel mill
data are used to determine the conservation supply
curve for other heat. Only one point is determined in
each case, the data not justifying further exploitation.
Based on the experience obtained from the more ex-
tensive information for the electricity conservation
supply curve, conservation supply curves can then be
drawn as discussed below. The conservation supply
curves presented hereare for natural-gas-fired boilers
and other heaters.

Price, $/MMBtu

1 1

0 10 20

30 40 50
Cumulative Savings, %

Figure 7.7. Conservation Supply Curve for Industrial Machines



The steam conservation supply curve is based on
aconservation plan for a particular refinery as shown
in Figure 7.8 (Larsen 1990). When the steam trap
maintenance and adjustable speed motor control pro-
grams are omitted from this plan, the cumulative sav-
ings up to the cogeneration proposal are 12%, with a
marginal simple payback of 3 to 4 years for gas cost-
ing $4/million Btu (19838$). If we correct for inflation
to 1988% and to a marginal willingness to invest in
such projects at a simple payback of 3 years, the mar-
ginal price of gas is $5.50/million Btu for 12% savings.
Another pointis obtained from the judgment that the
best investments would be marginally justified at a
price of $2.50/million Btu, somewhat under today’s
(all-industry) average price of about $3.00. The curve
is assumed to be a straight line (i.e., not to show an

acceleration of costs with increasing savings in the in-
terval to 30% savings). This assumption is based on
the typically very large opportunities for reducing
steam use through 1) powerful new methods of steam
system analysis, 2) the effectiveness of control sys-
tems, and 3) the extraordinary scope for redesign of
steam systems that were originally designed at a fuel
price of about $1.00/million Btu (19883). The steam
conservation supply curve is shown in Figure 7.9.

The curve for industrial other heat was derived
from arguments similar to those just noted for the in-
dustrial steam curve. Steel mill data were used to
produce the conservation supply curve shown in
Figure 7.10.

Simple Payback Period
12001 — —_— - ——-1 N [-5VYears
3% M
g g Q00 pr—————————————— ——-4Years
SE
28 goof -
E: N\
T2 600 - M
’é,gz Basis: Refinery Nelson Complexity: 9
Sg | Natural Gas Cost: $4/MMBtu
o § Power Cost; 6¢/kWh
ZW 400 G |n Refinery Feedrate = 230,000 bbl per
'§ g’ Calender Day
c
33 [~ -t - - —-3 Years
Ox 200fR g ¢ ? F
L _a—2Years
0##——4— ————— e P — e ————— ~4————1{ Years
0 5 10 15 20 25
Cumulative Energy Savings (%)
A: Preheat Boiler Feedwater using Vac Deaeration H: FCC Computer Control
B: Steam Trap Maintenance Program I: ROSE
C: Adjustable Speed Motor Control Program J: Insulation Program
D: Crude Unit and Other Heat Exchanger Rebuild  K: Utility System Computer Control
E: Stack Gas Heat Recovery L: Combined Cycle Generation (100 MW)
F: Hydrocracking Computer Control M: High Efficiency Motors Condensate Recovery
G: Computer Control of Older Crude Units N: FCC Power Recovery
M: Organic Rankine Cycles

Figure 7.8. Sample Refinery Energy Conservation Plan: Capital Cost, Energy Savings, and Economic

Performance
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Figure 7.10. Conservation Supply Curve for Industrial Other Heat
7.5 CONSERVATION TECHNOLOGIES tionsupply curve data.) Asnoted in the introduction,
adequate data are not generally available to estimate
Some important industrial conservation technol- the conservation potential of specific processes. The
ogies are briefly described below. (These technol- conservation supply curves developed above are not
ogies may not be explicitly included in the conserva- based on explicit ranking and costing of industrial
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energy technologies. However, it is useful to put the
cost and performance of some key energy conserva-
tion technologies into context.

This section describes and gives some example
costand performance figures for generic conservation
technologies and incremental process change. Gen-
eric technologies are those that provide energy serv-
ices found throughout manufacturing. Incremental
process change can be viewed as "upgrades” or "add-
ons" to existing processes in specific industries. Ex-
amples of fundamental process change are also given
in this section, but cost data are not. Fundamental
process changesinvolvemajorimprovementsinprod-
uctivity, totally new processes, product redesign, or
major industrial restructuring. Investment in funda-
mental process change is rarely for energy reasons,
but may have far-reaching impacts on energy use.
The investment and adoption incentives for this

change may be part of a global climate policy, so some
discussion of fundamental process change is clearly
warranted. Although fundamental process changein-
volves major investment and industry restructuring,
both generic conservation and incremental process
change may also involve significant investment by in-
dustry, and the impact of investment-related policies
should not be ignored.

7.5.1 Generic Technologies

Tables 7.2 and 7.3 illustrate the potential savings
from several generic conservation technologies. The
sampleinstalled cost [in ($/kWh)/yr for electricity and
($/million Btu)/yr for fossil fuels] represents a broad
cost distribution in most cases. A typical value is
shown; e.g., mid-range in size and hours of use. Thus,
across all applications only one-half to two-thirds of
the savings would be achieved at this cost. To

Table 7.2. Characteristics of Sample Generic Conservation Technologies - Electrical

Sample Installed Energy
Cost per Energy Savings
Sample Savings Capacity (% of Applicability
Technology [$/(kWhjyr)] Applicability) (%) _

Generic
High-efficiency lighting 0.10 40 3
(fluorescent system)
Energy management system 0.10 7 60
Variable speed motor controls®  0.20 30 15
High-efficiency motor(® 0.08 4 40
Pump modifications 0.12 20 17
Cogeneration 0.13 20 50

(a) Itis misleading to show all adjustable speed drives as generic; aside from HVAC
and plant utility applications, most applications are custom-designed process upgrades.
(b) At retirement of existing motors. The estimated total savings potential is

0.4 x 4 = 1.6% of all electricity.
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Table 7.3. Characteristics of Sample Generic Conservation Technologies - Natural Gas

Sample Installed Energy
Cost per Energy Savings
Sample Savings Capacity (% of Applicability
Technology [$/(10° Biupr)]  Applicability) (%)
Generic®
Steam systems improvements 4.0 7 20
Fired heater stack heat 9.0 2.5 40

recovery(®

(a) Based on refinery experience.

(b) Including use of new higher-temperature materials for heat exchange.

determine the price at which the user would be moti-
vated to invest, multiply the number shown by the
user’s behavioral capital recovery rate. Applicability
in the generic category is the percentage of all energy
types purchased by industry.

High Efficiency Lighting

Anestimated 5% of industrial electricity energy is
consumed for general lighting and miscellaneous ap-
plications. Althoughwidely used in industry, fluores-
cent lighting seldom exists in its most efficient form.
Efficient fluorescent lighting, which involves high-
reflectance fixtures, electronic ballasts, and high-
efficiency bulbs, can reduce electricity requirements
by 40% or more, compared with standard installa-
tions. For area lighting where color rendition is not
important,ultra-efficienthigh-pressuresodiumlamps
can reduce electricity consumption by up to 50% over
mercury lamps.

Energy Management Systems

Energy management systems refer to automatic
control systems that can turnoff equipment and light-
ing in nonproduction hours and make adjustments in
periods of low production. Submetering and time-
of-day records can also enable accounting systems and
procedures that lead to further savings. Extensive re-
wiring of existing plants is typically needed and ac-
counts for the major portion of the costs.
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High Efficiency Motors

This technology is established and is expected to
have a continuing impact on improved electricity effi-
ciency as older motors are replaced with new, more
efficient ones (Baldwin 1988). -

Electric Motor Controls

The use of variable speed control for motors is in-
creasing. The potential for energy savings is signif-
icant because 70% of industrial electrical energy use
is for motor drivers. The most common form of var-
iable speed control is based on semiconductor recti-
fiers that create a simulated alternating voltage com-
posed of square pulses of modulated time (width). In
recent years, the first cost of electronic controls for
motors of up to several hundred kilowatts have been
significantly reduced. Very large savings have been
achieved in specific applications, but the overall sav-
ings opportunityis not well knownbecause it depends
on the amount of variation in the load, the relative
sizing of the motor to load, and the amount of part-
load operation. No systematic surveys are available
on these characteristics.

Pump Modifications
There are three possible methods of energy sav-

ings in pump modifications: 1) improving the pump
design to minimize internal losses, 2) improving the



selection process so that higher efficiency pumps are
implemented, and 3) improving the design with re-
spect to predicting the proper head-flow require-
ments toreduce system-induced losses (Baldwin 1988;
A.D. Little 1980). High-efficiency pumps are avail-
able, but at higher costs.

Cogeneration

Cogeneration, the simultaneous generation of
process heat and electricity, is largely used by energy-
intensive industry with significant joint steam and
electricity demand. The "savings" shown, and used in
the cost estimate, is from the user’s perspective: the
electricity generated on site (which replaces pur-
chases). Thesocietal energy savings (of cogenerating
rather than centrally generating) is roughly 35% of
the electricity generated (heat rate of 7500 Btu/kWh
instead of 11,000 Btu/kWh delivered).

Similar benefits, in the form of societal energy sav-
ings, may also be realized via a district heating ap-
proach, in which waste steam from electric power
plants is used at collocated industrial facilities. The
greenhouse gasemissionsreduction benefitswould be
greatest if the district heat were provided using nu-
clear or renewable fuels.

Fuel/Air Controls

Controlling combustion close to the ideal stoi-
chiometric mixture of fuel and air improves the effi-
ciency of operation of a boiler or fossil-fired heater.
Accuratesensingequipmentallowsautomaticcontrol
of fuel and air flows. Fuel/air controls is a
well-established area of technology with considerable
further opportunities for improved applications.

Steam System Improvements

Much progress has been made in reducing steam
use and fuel use at boilers. However, steam trap
maintenance programs and the use of modern pinch
analyses to identify opportunities for optimal heat re-
covery and use continue to offer a substantial
opportunity.
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High-Temperature Heat Exchangers

The development of advanced heat recovery
equipment that would extend temperatures at which
heat can be recovered has been an activity at the
DOE Office of Industrial Programs. The develop-
ment of such equipment is potentially important for
industries such as glass and steel with very high-
temperature heaters.

7.5.2 Incremental Process Change

Tables 7.4 and 7.5 show some example costs and
applicability for several incremental process change
technologies. AsinTable 7.2, the estimates represent
a broad cost distribution in most cases. The applica-
bility, however is only for the energy use in the sector
in question. There can be much double counting be-
tween process upgrades and so-called generic tech-
nologies. Among the following, process controls are
important but do not significantly overlay energy
management. Motor-related "generic” technologies
are included in the cement example but not in the
other examples.

Primary Aluminum

Existing technology improvements that have not
yet been fully included in most U.S. plants include in-
creased anode size, lower current-density, improved
automatic process controls, continuous aluminum
feeding, and new-design cathodes (Galambas et al.
1988).

Electric Arc Furnace Steelmaking

Electric arc furnace steelmaking is being rapidly
improved in terms of electricity intensity (with a
10 kWh/tonne or 2% annual decline). Major further
improvement is practical for the average U.S. facility
(Center for Metals Production 1987). Among the
technologies are preheating, improved insulation,
higher power, and improved physical and electrical
contro} of the electrodes.



Table 7.4. Characteristics of Sample Incremental Process Change Technologies - Electrical

Sample Installed Energy
Cost per Energy Savings
Sample Savings Capacity (% of Applicability
Technology [$/(kWh/jyr)] Applicability) (%)
Process Upgrades
Primary aluminum 0.12 8 80
Electric arc furnace 0.20 22 80
steelmaking
Cement making 0.25 25 90

Table 7.5. Characteristics of Sample Incremental Process Change Technologies - Natural Gas

Sample Installed Energy
Cost per Energy Savings
Sampie Savings Capacity (% of Applicability
Technology [$/(10°Btujyr)]  Applicability) (%)
Process Upgrades
Replace reheat furnaces® 8.0 60 9
Blast furnace gas to fire 12.0 3 80

Coke ovens®

(a) Including use of new higher-temperature materials for heat exchange.

(b) An example of recovery and efficient reuse of combustible effluents.

Adapted from Larsen and Ross. 1985. "Energy Conservation in Petroleum Refining."
Unpublished report. University of Michigan.

Cement Making

Electricity consumption per ton has beenrising, as
fuel has been conserved (e.g., in switching to dry
processing and introducing suspension preheaters)
and stiffer environmental standards are met. Some
technologies to reduce the intensityare roller, instead
of ball-mills, for grinding; better sorting or classifica-
tion of the materials for grinding and regrinding;
computer controls to reduce excessive grinding; and
more efficient fan systems (Kahane 1986).
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Computer Process Controls

Computer process controls are widely used in sev-
eralindustries and applications are increasing assens-
ing and computer technologies develop. Develop-
ment of on-line sensing of the chemical makeup of
productstreams is, for example, greatly expanding the
potential of computer process controls.



Microwave Drying

Microwave technology, a multi-billion dollar mar-
ket in the residential sector, is slowly emerging in the
industrial sector. Microwave drying is geared toward
applications that heat or dry moist materials; it canbe
much more efficient than fuel-fired ovens. The food
industry has successfully incorporated many micro-
wave drying applications, and other industries could
do so. Recent success with lumber drying provides
another example.

Ladle Chemistry

The refining of hot metal and liquid steel is in-
creasingly being conducted in separate steps in ladles.
The benefits are closer control of alloy chemistry and
fewer constraintson the operation of steelmaking fur-
naces and blast-furnaces so they can be optimized for
their principal functions. This makes it possible to
avoid inclusions and create clean steel. The accom-
panying increase in ladle use requires energy-
conserving techniques for heating, drying, and in-
sulating ladles. These techniques are being widely
implemented.

Automatic Controls

Through direct rolling (e.g., of steel) and the use
of automatic controls, product yield is increased for
a given input of materials. Energy and other inputs
per unit of production are thus decreased. For exam-
ple, the thickness of product is controlled on-line
with feedback through hydraulic pressure on the
rollers and through the current to the motors that
control the tension in the sheet. In this way, excess
thickness is almost eliminated. Another example is
theimmediate identificationofvariations in thickness
and shape and of surface imperfections. The immedi-
ate correction of these problems reduces both the
number of rejections and the need to remelt and
reroll.

Surface Treatment with Electromagnetic Beams

Electromagneticbeams can improve surface prop-
erties of metals through evaporation, melting, or
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hardening (Schmidt 1984). Lasers, ultraviolet, and
electron beams can be used. The high degree of con-
trol possible with the beams and the specificity of
their interaction with the product result in improved
production and energy savings.

Induction Heating

Induction heating is a well-established technology
that still has potential for substantial growth. Be-
cause of its speed, induction heating can be much
more energy efficient than heating in fuel-fired ovens.
This technology is highly controllable (Schmidt
1984).

Black Liquor Recovery/Electric Generation with
Turbines

Black liquor is a by-product of the chemical pulp-
ing of wood chips in the manufacture of kraft paper.
Over a quad of energy annually is obtained from such
waste products. Much of the cogeneration is now ac-
complished with the use of giant recovery boilers,
so-called because in combustion of the black liquor,
the pulping chemicals are recovered. However, if the
liquor can be gasified and then used in a gas turbine,
a much higher ratio of electricity to steam would be
obtained. This improved ratio better matches mill
needs and improves safety because it does not rely on
recovery boilers, which are subject to explosions
(Kelleher 1987).

Advanced Turbine Systems for Cogeneration

The use of aircraft-derivative gas turbines to gen-
erate electric power is receiving increasing interest
(Williams and Larsen 1989). The principal variations
being considered involve generating steam from the
gas turbine exhaust heat and injecting that steamback
into the turbine, thus increasing the turbine power
output and improving the overall thermal conversion
efficiency.

Two types of systems currently being discussed are
the steam-injected gas turbine and a variation of this
cycle known as the intercooled steam-injected gas tur-
bine, where cooling occurs between two compressor



stages. Intercooling decreases the energy used to
compress the turbine inlet gas because the energy re-
quired to compress a gas increases with the tempera-
ture of the gas. The advantage of these systems is that
efficiencies approaching that of combined-cycle sys-
tems may be achieved with asimpler, modular, single-
cycle system.

Recovery and Efficient Reuse of Combustible
Effluents

Recovery of organic effluents is half the job. The
other half is to develop valuable uses for which the
demand is high enough to guarantee the use. The ex-
ample shown in Table 7.3 is one for steel furnace
by-products.

7.5.3 Fundamental Process Change

Fundamental process change can have far-
reaching impacts on energy use; however, it is not
adopted for its energy impacts, per se. Two examples
of this in recent history are the penetration of electric
arc furnaces (EAF), which replaced open hearth and
basic oxygen furnaces in the steel industry, and
thermomechanical pulping (TMP), which replaced
conventional pulping processes in the paperindustry.

Both of these are electrotechnologies that replace
conventional fossil-based processes.

In a study of the impact of these technologies,
Boyd et al. (1990) estimated three electrotechnology
coefficients: A) the effect onthe purchased electricity
intensity of pulp and papermaking of a 1% shift to
thermomechanical pulping,(") B) the effect of the
same shift on the fossil fuel intensity, and C) the ef-
fect on the purchased electricity intensity of iron and
steelmaking of a 1% shift to electric arc furnaces.(®)
The estimated coefficients are in surprisingly good
agreement with engineering estimates as shown in
Table 7.6. While the coefficients show that the tech-
nologies have a large impact on the electri fication of
those industries, the same analysis found that energy
prices had no significant impact on the rate of adop-
tion. A more detailed analysis(c) of electric arc fur-
naces found that a doubling of electric prices would
delay the optimal adoption date by only eight days.

(a) SICs 261, 262, 263, and 266.

(b) SICs 331, 332 and 339.

(c) Carlson, S., and G. Boyd. 1989. Adoption of Competing
Inventions by United States Steel Producers: The Impact of Energy
Prices. Draft report, Northern Illinois University Department of
Economics.

Table 7.6. Coefficients as Estimated Compared with those from Engineering Analysis

Coefficient ~ Electrotechnology  _Intensity
A Thermomechanical  Electricity
pulping
B Thermomechanical  Fossil fuel
pulping
C Electric arc furnace  Electricity

Estimated
Coefficient® Engineering Analysis
4.5 3.1
-65 between 0 and -200
1.0 0.75©)

(a) The intensities being modeled are in units of trillion Btu per $100 million (19728) of output.
(b) Based on 2000 kWh/ton for thermomechanical pulping as compared with other pulping.
(c) Based on 700 kWh/ton of steel mill products for electric arc furnace steelmaking as compared

with other steelmaking.
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Given the importance of the energy impacts of
process change, several emerging processes an trends
in the energy intensive industries are discussed below.
The policy to promote this change, however, is likely
to be demonstration programs and incentives 1o capi-
tal stock turnover, rather that energy prices.

Membrane Separation Processes

Membrane processes can be much less energy-
intensive than conventional separation technologies.
Currently, membrane processes are finding some ap-
plications in the food, pulp and paper, chemical
petroleum refining, and textile industries, aswell asin
waste water treatment. Membrane fouling is a prob-
lem that may limit the potential of this technology.

Freeze Concentration

Freeze concentration is another separations tech-
nology being applied in the food and beverage indus-
try. Freeze concentration and crystallization can be
less energy-intensive than evaporation and can im-
prove the quality of the product.

Waste Reduction Using Closed Water Systems

The main energy conservation benefit of this envi-
ronmentally motivated technology is based on the re-
covery of material (i.e., water does not have to be re-
treated). Currently the main application of closed
water systems is in the pulp and paper industry; how-
ever, technology development could enable broader
application.

New and Improved Catalysts for Chemical
Processing

Catalysts have long been used in the chemicals in-
dustries. Methods for designing catalysts and predict-
ing their performance are improving. Continuingim-
provements in existing applications, as well as impor-
tant new applications, will be possible.
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Recycling

Recycling is expected to affect energy-use patterns
primarily by reducing energy-intensive manufactur-
ing. A substantial portion of steel, aluminum, and
other metals is recycled. Currently, 30% of the input
to aluminum making is scrap, and 40% of the input to
steelmaking is scrap iron and steel. The challenge is
to develop new process technologies and markets for
recycled material at the post-consumer stage. Alum-
inum beverage cans are made from roughly 50% post-
consumer scrap. Currently, however, recycled post-
consumer steel is used to make metallurgically un-
demanding products. If the deleterious materials,
especially copper, could be removed from the post-
consumer scrap during the recycling process, the re-
cycled scrap could be processed into a broader range
of products. Substantial amounts of paper are now
being recycled, but much higher levels of paper, glass,
and plastics can be recycled if markets for the recycled
material are strengthened. As for steel, technologies
forincorporatingrecycled materialinto higher quality
products are especially needed to strengthen the mar-
kets. Research and development into processes and
investments in plant and equipment are needed.

Continued Improvement in Strength and
Formability of Plastics, Ceramics, and Other
Materials

Much research effort is focused on these technol-
ogies. The development of stronger, longer-lasting
materials will improve both the performance of en-
ergy-using equipment and the longevity of mate-
rials-intensive products.

Direct Near-Net-Shape Casting and Direct
Rolling

Direct near-net-shape casting, or directly casting
into thin shapes, extends continuous casting technol-
ogy. Recent studies have proposed two direct strip
casting technologies: the double roller process and



the single roller process. Major technical challenges
to be addressed in developing these processes include
good surface finishing, dimensional control, uniform
thickness, and uniform width. The potential savings
in energy, capital, and labor costs are substantial.

Direct and Continuous Steelmaking

The application of direct and continuous steel-
making results in indirect but potentially significant
energy conservation. Additional advantages of the
technology are lower capital costs and improved con-
trol. Development of this technology (replacing the
blast furnace, supporting coke ovens and agglom-
meration mills and, perhaps, steelmaking furnaces)
would enable industry to replace antiquated steel
mills. Without new technology, the front end of the
steel industry in the Unites States will not be replaced
in the foreseeable future. Modernization would lead
to sharply reduced energy intensities, especially be-
cause of coal use.

Increased Corrosion Resistance in Products

This technology extends the useful life of products,
so fewer resources would be needed for replacement.
It is an example of technology’s potential to change
the relationship between services provided to final
consumers by manufactured products and the rate of
manufacturing output.

7.6 NEW TECHNOLOGIES AND IMPACTS

The impact of adopting any new technologies will
likely be a reduction in greenhouse gases. The mech-
anism by which this impact is realized differs for each
technology. To forecast total energy use and end-use
energy mix (e.g., electric versus fossil and fossil fuel
type for different industrial processes), these technol-
ogies have been categorized as to the mechanism by
which the energy-use changes may be realized and
greenhouse gases emissions reduced.

We have categorized the technologies that may
mitigate greenhouse gases production into one (or
more) effects:

« direct conservation of fossil fuel or electricity
consumption

« direct substitution of electricity for fossil fuel in a
production process

» indirect conservation of fossil fuel or electricity by
changes in use or production of industrial
materials

« indirect substitution of electricity for fossil fuel by
changes in the use or production of industrial
materials.

One can see that there are really two pairs of effects
in two categories: 1) conservation versus substitu-
tion, and 2) direct versus indirect. Each category is
discussed below.

The first mechanism for reducing greenhouse gas
emissions is energy conservation. The impact on car-
bon dioxide is obvious. Lower direct use of fossil fuel
reduces direct emissions from the industrial sector.
Similarly, lower electricdemand reduces carbon diox-
ide emissions from the electric utility sector.

The effect of the second category, substitution of
electricity for fossil fuel, on greenhouse gases emis-
sions depends on the technology and the utility sec-
tor. If the technology is highly efficient in its use of
energy, which is often the case in electricity-using
processes, then the substitution will make up for the
thermallosses that occur when electricityis generated
from fossil fuel. However, even when the technology
does not have a significant efficiency gain, the be-
havior of the utility sector may result in decreased
greenhouse gases emissions. Shifting to nuclear or
solar power would also significantly reduce green-
house gases emissions. Further shifting away from
direct fossil-fuel use in the industrial sector to elec-
tricity would only amplify this impact.

The above effects may occur directly within the
production process; thus, their associated technolo-
gies are relatively easy to analyze. Indirect effects
may be more difficult. Changes in the use of indus-
trial materials, which tend to be energy-intensive



products, may have large effects on energy use. Recy-
cling tends to use less energy than making virgin ma-
terials. Using less of a material, through better en-
gineering or design, lowers energy use. These are ex-
amples of indirect conservation. Current efforts to
minimize waste could also reduce energy consump-
tion in manufacturing processes by encouraging new
technology development and implementation. Switch-
ing materials may substitute an electric-based materi-
al for one based on fossil fuel. A good historical
example is substituting aluminum for steel in cans.

Modeling indirect effects requires some care. One
cannot model the energy use decision in isolation.
One needs to look at the demand for industrial mate-
rials and the product mix of specific industries. These
indirect effects are captured, in part, by analyzing the
shifts that occur in each industrial sector (Boyd et al.
1987). What drives these indirect effects may varysig-
nificantly--pollutionregulations for disposal ofwaste-
water and solid wastes, consumer demand shifts, in-
ternationalcompetition, or increased efficiency inthe
entire product cycle.

The last two columns of Table 7.7 summarize the
effects of a selected list of technologies in terms of
their energy impacts. Energy conservation is desig-
nated by E, electricity, and F, fossil fuel. In a few
cases, shifting to lower carbon fossil fuels, such as nat-
ural gas, may reduce greenhouse gas emissions. The
case of lower carbon fuels is represented by L. Elec-
tric substitution is represented by S. The type of
mechanism, either direct conservation or process
change, and indirect changes in material use are indi-
cated in the last column.

Before a new technology can have any impact on
greenhouse gas emissions in the industrial sector, it
must be a mature commercial technology. Table 7.7
indicates whether the technology is commercially ma-
ture, emerging, or under development. The scale of
maturity is gray, not black and white, so some tech-
nologies are listed in more than one column. Energy
auditing programs have been implemented by the
DOE and by utilities to help industrial plants identify
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opportunities for conserving energy through use of
mature technologies and changes in operating
practices.

When the technology is not mature, it may be
worthwhile to encourage the commercialization proc-
esswith additional research and development or tech-
nology demonstration programs. While the private
sector may have market reasons for developing these
technologies, e.g., potential cost savings or efficiency,
government assistance may be warranted for technol-
ogies that have the additional benefit of reducing
greenhouse gas emissions. The following technol-
ogies from Table 7.7 might benefit from increased re-
search and development funding:

* natural-gas-based ethylene
» recycling steel and plastics

* nonchlorine bleaching

+ thin casting

* direct steelmaking

* corrosion-resistant products
* black liquor gas turbines.

Other technologies are closer to the commercial
stageand couldbenefit fromanaggressive demonstra-
tion program. Industry tends to be reluctant to adopt
technologies that might hinder the production proc-
ess, while "only saving energy." Demonstrations
jointly funded by government and the private sector,
like the current DOE demonstration project, would
help prove the commercial viability of new industrial
technologies in what is an increasingly competitive
world marketplace. Technologies listed in Table 7.7
that might benefit from demonstration are the
following:

* high-efficiency lighting

* motor controls



Table 7.7. Technologies with a Potential Impact on Greenhouse Gas Emissions

Under Impact on Energy- Mechanism
Generic Established Emerging Development Use Patterns of Effect
Generic
High-efficiency lighting (fluorescent, * E Direct
high-pressure sodium)
Energy management systems for factories * EF Direct
Electric motor controls (variable drives) * EF Direct
High-efficiency motors E Direct
Pump modifications * E Direct
High-temperature recuperators * * F Direct
Fuel/air controls F Direct
Incremental Process Change (Upgrade)
Computer process controls * EF Direct
Microwave drying * * S Direct
Ladle chemistry F Direct
Direct rolling and automatic controls * EF Direct
Surface treatment with electromagnetic beams * D Direct
Induction of electrical resistance heating D Direct
Black liquor recovery/electric generation with turbines * EF Direct
Advanced turbine systems for cogeneration * * E Direct
(steam-injected gas and intercooled steam-injected gas)
Fundamental Process Change
Separation based on new membranes, absorbing * * S Direct
surfaces, critical solvents, & freeze concentration
Ethylene chemistry based on natural gas feedstocks * L Direct
Waste reduction using closed water systems * EF Direct
New and improved catalysts for chemical procedures * * EFL Direct
Recycling paper and plastics (i.e., new products) * * EF Indirect
Nonchlorine bleaching of pulp * F Indirect
Continued improvement in strength and formability * EF Indirect
of plastics and ceramics
Recycled scrap (e.g., scrap separation technology) * * EFS Indirect
Thin casting * EF Indirect
Direct and continuous steelmaking * F Direct
Coal-based aluminum smelting * S Direct
Increased corrosion resistance in products * EF Indirect

Notes: E = Improved electricity efficiency, F = Improved fuel efficiency, L. = Lower carbon fuels, S = Switching electricity for fuel.

* separations applications

+ direct rolling of steel

* electromagnetic surface treatment
* corrosion resistant steels

» advanced gas turbines.
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The technology impacts for the industrial sector’s
contributions to reduction of greenhouse gas emis-
sions may be broadly categorized into the four groups
used earlier to describe technology impacts on energy
use:

* E-improved efficicncy in direct electricity use (or
cogeneration of electricity)

* F-improved efficiency in direct fuel use



» L -lowercarbon (hence, lower emissions of green-
house gases) fuel types

* S - substitution of electricity generated from
lower-carbon-emitting sources for fossil fuel use
in the industrial sector.

These impacts may be achieved through direct and
indirect mechanisms in the industrial sector. The
types of policies that may be used to achieve the
direct and indirect impacts discussed above will vary.
Broad fiscal and regulatory policies to reduce green-
house gas emissions are described in Volume II of
this report.
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8.0 RESIDENTIAL AND COMMERCIAL BUILDING TECHNOLOGY

This section focuses on the potential for energy
conservation in the buildings sector because of this
sector’s large contribution to total U.S. carbon
emissions. To put building energy use in context,
we first briefly discuss trends in total energy use in
the United States. U.S. energy use and GNP grew
in step until the first major oil crisis in 1973. From
1973 to 1985, energy use remained constant, despite
a 35% increase in GNP and significant increases in
the building stock (Rosenfeld etal. 1991). From
1984 to 1986, energy use remained essentially con-
stant at 74 quads (Iquad = 1x 1015 Btu). The
collapse of oil prices in 1986 reduced efforts to
improve energy efficiency. Between 1986 and 1989,
energy use in the United States increased by 9.4%
(from 74.2 to 81.2 quads) (EIA 1990).

8.1 ENERGY USE IN BUILDINGS

In discussing building end-use energy, we will
use data from 1985, as that is the last year for which
we have a comprehensive breakdown. Total energy
consumption in the United States in 1985 was 73.9
quads. Total energy production was only 64.8
quads, leading to a net import of 9.1 quads. In
1985, the United States imported 2.4 quads of coal
and 10.6 quads of petroleum products. Energy use
by sector is shown in Table 8.1.

Table 8.1. 1985 U.S. Primary Energy Consumption

Sector Energy Consumed (quads)
Residential Buildings 153
Commercial Buildings 11.6
Industry 27.0
Transportation 20.0
Total 739

Source: EIA 1988a.
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Buildings use as much energy as industry and
more than transportation. In 1985, 36% of the en-
ergy used in the United States went into buildings.
This amounted to 26.9 quads, which cost building
occupants approximately $173 billion (BNL 1988).
In 1985, energy used in buildings in the United
States released approximately 370 million tons of
carbon into the atmosphere. Building energy use as
a percent of national energy use has increased from
32.7% in 1979 to 36.3% in 1985. During this per-
iod, commercial sector primary energy use has in-
creased 9.1%, and residential energy use has in-
creased 0.7%. Industry and transportation shares
of energy use have declined 17% and 1.7%
respectively.

The decentralized nature of the construction in-
dustry hinders efforts to increase building energy ef-
ficiency. Thousands of contractors construct build-
ings, but the contracting companies are not large
enough to justify research or monitoring facilities
devoted to energy efficiency. Buildings are gener-
ally unique and their energy performance is site-
specific and weather-dependent. The lack of con-
sistent building efficiency rating systems also
increases the difficulty of assessing energy perform-
ance. Changes in construction techniques or more
expensive equipment are difficult to justify when
energy savings are uncertain. Thus, improvements
in building energy efficiency have generally lagged
far behind that of centralized industries.

In addition, the landlord-tenant problem is a
significant structural barrier to energy efficiency in
both residential and commercial buildings. This
widespread and pernicious market failure occurs
because tenants who do not pay the energy bill have
no incentive to use energy efficiently. Alternatively,
if the tenants do pay the energy bill, the landlord
has little direct incentive to retrofit a building or
construct an efficient building in the first place.

Energy use in commercial and residential build-
ings is broken down by end use in Table 8.2.



Table 8.2. 1985 Primary Energy Consumption for
Commercial and Residential Buildings

Building Type Electricity Gas Qil Other Total| % _

Residential
In Quads
Space heating 1.77 296 1.10 040 6.16] 403
Water heating 1.57 084010 006 257| 169
Refrigerators/ 185 1.85| 122

freezers
Lighting 1.02 1.02] 6.7
Air conditioners 1.06 1.06 7.0
Other 1.79 0.76 0.03 260| 169
Residential totals 9.06 4.56 1.11 049 15.26] 100.0
Commercial
In Quads
Space heating 090 198078 0.18 384] 332
Lighting 2.95 295] 255
Air conditioning 100 0.11 111 96
Ventilation 1.39 1.39] 120
Water heaters 032 018 0.08 058 5.0
Other 138 024 001 0010 171} 148
Commercial totals 793 251 0.86 0.28 11.58] 100.0
Total Residential 17.01  7.08 1.98 0.77 26.841 100.0

and Commercial

Consumption 1985

Source: BNL, 1988.

Electricity is the dominant fuel in both the res-
idential and commercial sector. In 1985, 794 billion
kWh were used in residential buildings and 605 bil-
lion kWh were used in commercial buildings.
These totals account for 60% of the total electricity
use in the United States for that year (ELA 1987).
Space heating, water heating, and refrigerator/
freezers account for almost 70% of residential pri-
mary energy. Space heating, lighting, and air condi-
tioning are the largest commercial energy end uses.

Space heating is the largest commercial end use
because retail sales, not office buildings, have the
largest floor area. (See the section below that
describes the commercial stock.) Retail buildings
usually have smaller internal heat gains than offices
and consequently require significant space heating.
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Large office buildings have large internal gains and
low surface-area-to-volume ratios and consequently
have large cooling loads (even in cool climates).

Lighting and HVAC systems are extremely im-
portant commercial end uses because they contrib-
ute most to utility system demand. Utility rates
have two incentive structures to reduce peak loads.
Electricity rates can be as much as double during
daytime peak demand periods. Additionally, about
one third of the electricity bill for a large building is
a peak demand charge to pay for the generating ca-
pacity that the utility must keep on line to meet its
largest l0ad.(®) Space heating peak demand gener-
ally receives less attention because it is usually
provided by natural gas, which is not subject to
hourly price variations.

8.1.1 Description of Commercial Stock

In the United States in 1986, there were approx-
imately four million commercial buildings with over
58 billion square feet (bsf) of floor area. Mercantile
and service and office space are the largest categor-
ies in both square footage and number of buildings.
The breakdown of commercial buildings by type
and floor area is given in Table 8.3.

Table 8.3. U.S. Commercial Building Stock 1986

Number Floor
Building Type of Buildings Area (bsf)

Assembly 575 7.34
Education 241 7.32
Food Sales and Service 303 1.99
Health Care 52 2.11
Lodging 123 218
Mercantile and Service 1,287 12.81
Office 614 9.55
Warehouse 549 9.00
Other 171 3.01
Vacant 238 293
Total 4,153 58.2

Source: EIA 1988b.

(a) Personal communication with Joe Eto, Lawrence Berkeley
Laboratory (LBL), April 1989.



8.1.2 Description of Residential Stock

As of 1987, there were 90.5 million households
in the United States. The breakdown of the hous-
ing stock by ownership and number of units is
shown in Table 8.4.

Table 8.4. Residential Housing Stock

Owned Rented Total

Type {millions) (millions)  (millions)
Single-family 51.6 89 60.5
2 to 4 unit buildings 2.0 8.1 10.1
S or more unit building 1.0 13.9 14.9
Mobile home 43 0.9 5.1
Total 58.9 31.8 90.5

Source: EIA 1986.

Implementation of conservation measures is
heavily dependent on climate, residence size, and
ownership. Buildings in cold climates can achieve
dramatic heating energy savings. In the 1979 Com-
munity Services Administration/National Bureau of
Standards weatherization demonstration program,
cost-effective space heating savings of 43% were
achieved with shell and heating system retrofits
(Cohen et al. 1991). Energy conservation measures
are more likely to be employed in single-family res-
idences that are occupied by the owners. Rental
properties often use excessive amounts of energy
because the owner does not pay the energy bill, and
the tenant is not willing to invest conservation
money in property owned by someone else.

Single-family homes dominate the new construc-
tion market. The South is the area of fastest
growth. Since 1966, over 40% of new homes have
been built in the South (BNL 1988).

8.2 RESIDENTIAL BUILDINGS

The data shown below for residential equipment
and appliances are the latest that are publicly avail-
able. In the context of the Department of Energy’s
appliance efficiency standards analysis, data are
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currently being collected on fluorescent ballasts
(both residential and commercial), pool heaters,
ranges/ovens, space heaters, mobile home furnaces,
room air conditioners, televisions, and water
heaters. When collected and made available in late
1991 or early 1992, these more recent data will
supersede some of that presented below.

8.2.1 Space Heating

Space heating consumed 40%, or 6.16 quads, of
the primary energy used in residences in 1985 (BNL
1988). Residences in the United States use a wide
variety of fuels for space heating: 55.4% use nat-
ural gas, 16.8 % use electricity, 12.4% use fuel oil,
and 7.5% use wood (EIA 1989).

Technology Description

Since gas-fired warm air furnaces are the most
common type of residential space heating, this sec-
tion will analyze the first cost and energy savings of
efficiency improvements for this type of furnace.
Heat pumps for electrically heated houses are dis-
cussed in the section on residential air
conditioning.

The standard measure of efficiency for furnaces
is called the annual fuel utilization efficiency
(AFUE). The AFUE rating includes steady-state
operation as well as on and off cycling tests. The
average lifetime for a central furnace is 23 years
(DOE 1982a). Thus, a typical central furnace in a
U.S. residence is 10 or more years old and has an
AFUE rating of approximately 66%.

The energy efficiency options for gas furnaces
are intermittent ignition devices (IID), two-stage
burners, induced draft, and a condensing heat ex-
changer. The technologies are described below and
the thermal performance and cost data are given in
Table 8.5.

An intermittent ignition device provides an on-
demand spark and replaces a continuously burning
pilot light. Induced draft furnaces use a fan after
the heat exchanger to exhaust the combustion



Table 8.5. Cost and Performance Data for an
80 kBtu/hr Gas-Fired Forced-Air Furnace®

Consumer(®
Purchase
Option Cost AFUE
Number Design Option (1988%) (%)
0 Inefficient baseline 370 62
1 Level 0 +1ID 415 71
2 Level 1 + 2 Stage Burner 560 74
3 Level 1 + Induced Draft 555 80
4 Level 3 + Additional 570 80.5
Insulation
5 Level 4 + Condensing Heat 900 92
Exchanger

(@) Engineering information on efficiency measures is from
DOE (1988).

(b) Does not include installation costs, which are on the order of
$500.

gases. With induced draft, a larger heat exchanger
can be used and consequently more heat is removed
from the exhaust gases. A condensing heat ex-
changer condenses the water vapor in the exhaust
gases to recover the heat of vaporization.

Condensing furnaces, which have entered the
residential space heating market in large numbers
(more than 300,000 per year) over the past several
years, are the most efficient, with AFUE ratings of
up to 97% (DOE 1988). More typically, AFUEs of
92% to 95% are achieved. In the pulsed-
combustion condensing furnaces, a spark ignites the
initial natural-gas-air mixture. Ignition of the mix-
ture forces the intake valve shut. The ejection of
the hot gases creates a vacuum to draw in more gas
and air to be burned. After the first mixture burns,
the gas and air are ignited by residual heat from the
previous combustion cycle. Shock waves occur in
the pulse combustion cycle, resulting in efficient
transfer of heat to the metal wall and then to the
supply air.

Energy Performance and Costs

Cost data in Table 8.5 are from the Lawrence
Berkeley Laboratory appliance standards research
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project.® Note that the consumer purchase cost
assumes a markup of 190% over manufacturing
costs and $15 dollars for shipping.(® Installation
costs are approximately $500 for all models. An ex-
tra $100 to install a polyvinyl chloride condensate
drain has been included in the purchase price of
Option 5 (condensing furnace) in order to make its
price comparable with the other options. However,
in new construction, condensing furnaces are
cheaper to install than conventional furnaces be-
cause exhaust gases are cool and a high-
temperature chimney is not necessary.

The costs given above assume low tooling costs
per furnace (mass production) and a competitive
market to avoid overcharging. Consequently, the
furnace prices given above are representative for
the large market-share furnaces (i.e., efficiencies of
80% or less). The installed cost for a condensing
furnace is $1500-1600 in the north-central United
States.()  Costs for condensing furnaces may be
higher in regions where few are sold.

Early model condensing furnaces had corrosion
problems and failed far short of the 23-year average
furnace life. Nitric acid in the condensed water
vapor corroded the stainless steel heat exchangers.
Improved stainless steel alloys with seamless con-
struction in areas likely to corrode seem to have
solved the problem.

8.2.2 Water Heating

Water heating consumed 17% of the energy
used in residences in 1985 (BNL 1988), or 2.6 quads
of primary energy. The only larger residential en-
ergy use is space heating. Almost 100% of U.S. res-
idences have hot water heaters (ELA 1986), and typ-
ical residential hot water use is 16 gallons per
person per day (Usibelli 1984). Forty- to fifty-
gallon tanks are typical. The predominant fuel

(a) Personal communication with Isaac Turiel (LBL), March
1989.

(b) LBL Residential Energy Model. (Cited hereafter as LBL
Residential Energy Model.) Personal communication with Jim
McMahon, LBL, March 1989.

(c) Personal communication with Jeff Schlegel, Wisconsin En-
ergy Conservation Corp., July 1990.



types for residential water heating are natural gas
(54.4%) and electricity (35.3%) (EIA 1989). En-
ergy efficiency options specific to these two types
will be analyzed in this chapter.

Technology Description

Gas, electric, and oil water heaters all have aver-
age lifetimes of 13 years (DOE 1982a). Thus, the
average water heater in the United States is 6 to 7
years old. Water heater efficiencies have changed
only a few percent in the last 10 years. The national
average energy factors for new gas and electric
water heaters are approximately 55% and 88%,
respectively.(®

A 55% efficient gas water heater typically has an
energy cost of $191 per year assuming that natural
gas costs $0.60/therm. An 88% efficient electric
water heater has an energy cost of $430 per year (at
7.6 cents/kWh) (GAMA 1985). These numbers are
averages for comparison; actual energy use will de-
pend on the number of occupants and how much
hot water they use. However, electric water heaters
cost more to operate for a given amount of service
than gas water heaters. Therefore, for identical
measures, payback times for electric water heaters
will be shorter than those for gas water heaters.

Savings from design options depend heavily on
the use patterns. If standby losses are reduced but
the water is in constant demand, the percentage
savings will be less than for a water heater with oc-
casional demand. Conservation measures are dis-
cussed below. Energy savings and costs are sum-
marized in Tables 8.6 and 8.7. The baseline gas and
electric water heaters have 0.75 inches of fiberglass
insulation (0.5 1b/ft3). These numbers are based on
Department of Energy estimates from the early
1980s and are currently being updated.

Energy used to heat water can be reduced inde-
pendently of efficiency by decreasing water use.
Low-flow showerheads and more efficient clothes
washers and dishwashers will reduce water use.

(a) Personal communication with Jeff Schlegel, Wisconsin En-
ergy Conservation Corp., July 1990.
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Table 8.6. Gas Water Heaters

Consumer
Purchase Energy
Cost®  Factor
Level Design Option (19888%) (%)

0  Baseline 245 47
1 1.5"Fiberglass insulation (2 Ib/tt*) 260 54
2 2.0"Foam 265 59
3  Level2 + Heat trap 270 61
4  2"FGins. + lID and Flue damper 510 ® 67
5  Level 2 + IID and Flue damper 510® 70
6  Level 5 + Multiple flues 610 ® 73
7  Pulse condensing 1,010 ® 82

(a) Cost data from LBL.

(b) The cost for Levels 4, 5, 6, and 7 does not include an
estimated $125 to provide electrical power.

Source: DOE 1982b.

Table 8.7. Electric Water Heaters

Consumer
Purchase Energy
Cost Factor
Level Design Option (1988%) (%)
0  Baseline 256 76
1 1.5"Fiberglass insulation (2 Ib/ft%) 271 87
2 2.0"Foam 280 89
3 Level 2 + Heat trap 284 90

Source: DOE 1982b.

Several free or low-cost steps can be taken after
installation to improve the efficiency of installed
gas or electric water heaters. Standby losses can be
reduced if the water temperature can be turned
down from 140°F to 120°F or even 110°E A
booster coil can be used if there is a dishwasher so
that the water temperature can still be turned
down. Increasing the amount of insulation sur-
rounding the tank by up to a factor of 5 to reduce
standby losses usually has a payback period of less
than 1year. Installing a U joint or one-way valve in
the hot water outlet pipe will prevent convective
flow into the distribution piping. The distribution



pipes can also be insulated, though this is difficult
to do except during construction.

For both gas and electric water heaters, in-
creased jacket insulation and heat traps can be de-
signed in, rather than retrofitted. For gas water
heaters, there are many design options for higher
efficiency. The pilot light input can be reduced by
using a smaller orifice for the pilot jet. Electronic
ignition combined with a flue damper eliminates
the constant flow of heat up the flue from an idle
pilot light. Submerged combustion chambers elim-
inate the central flue. The chamber is surrounded
by water and therefore heat cannot escape from the
bottom or sides of the combustion chamber without
heating the water. The recovery efficiency of a
water heater can be improved by increasing the flue
baffling and using a forced draft to remove the sub-
sequently cooler, less buoyant air. Multiple flues
provide more surface and thus transfer more heat.
Pulse combustion and flue gas condensation are
furnace technologies that could be applied to water
heaters, but are not yet commercially available. For
a description of these technologies, see the discus-
sion under residential space heating.

Development Needs

Heat pump water heaters have the potential to
increase electric water heater efficiency beyond
100%, and save substantial amounts of energy.
Further research is needed to make these devices
commercially viable on a large scale.

8.2.3 Windows
Technology Description

The basic types of residential windows in use
today are single-glazed, double-glazed, and double-
glazed with a low-emissivity (low E) coating. Win-
dows insulate because of the dead air space on
either side of the glass or between the panes. Glass
itself has a high conductivity. Thus, the thickness of
the glass has little effect on the thermal perform-
ance of the window. However, windows can be pro-
duced with coatings that reduce radiative losses by
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reflecting selected wavelengths. Additionally, win-
dows with multiple glazings can be filled with heav-
ier-than-air gases or solids to reduce thermal cond-
uctivity across the window.(®

The shading coefficient and R-value are meas-
ures of a window’s energy performance. The shad-
ing coefficient is the ratio of solar heat gain through
a particular window system to the solar heat gain
through a reference window system (1/8 in. glass)
under the same conditions. The R-value is the
thermal resistance of the window (hr-ft?-°F/Btu).
An ideal residential window has a high shading
coefficient, a high transmissivity of visible light, and
a high thermal resistance. For most multiple-pane
windows, the lifetime is limited by the durability of
the glazing seal. Typically, seals are assumed to last
20 years. Single-glazed windows have essentially in-
finite lifetimes if properly installed and maintained.
Commercially available windows and promising de-
signs under development are listed in Table 8.8.
Not listed there are the so-called "spectrally selec-
tive" glazings, which cost no more than double
paned, low-emissivity glass, but block all infrared
and ultraviolet radiation. This property is especi-
ally valuable in warm climates because roughly half
of solar radiation is not in the visible spectrum.
When this invisible radiation is blocked, significant
cooling savings can be achieved without reducing
the transmissivity of the window to visible light.

Note that the window R-values listed in
Table 8.8 assume one-dimensional heat transfer
across the window surface. The center-of-glass
R-values do not incorporate one- and two-
dimensional heat transfer effects of the window
frame. These effects are most significant for small
windows with high-conductivity frames. Except in
the case of a single-glazed window with a wood
frame, overall window R-values are lower than
center-of-glass R-values.

The windows cost data are from NAHB (1986).
Window costs in Table 8.8 assume standard
3 by 4 foot models with wood frames. The absolute

(a) See technical discussion of these types at the end of this
section.



Table 8.8. Residential Windows

Center-of-Glass

Incremental Cost

R-Value Commercially over Single Glazing
Type (hr-ft*-°F/Btu) Available? (1988$/f1%)
Single-glazed 1 Yes 0
Double-glazed 2 Yes 2-5
Double-glazed, low E 3 Yes 3-7
Double-glazed, low E with argon fill 4 Yes 3-9.50
Triple-glazed, 2 low E coatings, 8 Yes 8-14.50®
krypton-argon fill
Double-glazed, silica aerogel filled 8-12 No -

and evacuated to 0.1 atmosphere

(a) As aresult of economies of scale in manufacturing, the incremental cost of triple glazing with 2
low E coatings, krypton/argon fill is likely to drop to a range of $5.50-$12 compared with single glazing

by the mid-1990s.

cost data have a large degree of variation because
there are many different frame types, qualities, and
shapes of windows. However, the incremental costs
are reasonable.

Development Needs

1. Simulations and testing have shown that win-
dows with R-values of 8 to 10 are more energy
efficient than an insulated wall, even on the
north side of a building, because they admit
more useful solar gain than the heat that they
lose. Further research is needed on selective
coatings, low-conductivity fills, and durable win-
dow seals in order to realize these high R-values
in a low cost, commercially available window.

2. Testing and analysis methods need improvement
in order to evaluate window performance accur-
ately and to compare window products in spec-
ific locations and building types.

Market Penetration

Between 1972 and 1988, insulated glass windows
went from a 17% to a 78% market share of the res-
idential sector (Cunningham 1989). Low E glass
production increased from 42 million square feet in
1986 to 120 million square feet in 1988
(Cunningham 1989). In the next few years, gas fills
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(coupled with low E coatings) will expand their
market share from currently low levels. Most other
high-tech windows will not have a significant share
of the market within the next few years, though
some may expand their market share rapidly in the
mid-1990s.

Description of Energy Efficient Windows

Low-Emissivity Coated Windows. For a typical
double-glazed window, approximately 75% of the
heat transfer between the two panes of glass is rad-
iative.(® Low-emissivity coatings reduce this heat
transfer because they reflect infrared radiated by
the warm room while still transmitting visible light.
Consequently, winter heating loads are significantly
reduced. Summer cooling loads are reduced
slightly by low-emissivity coatings because infrared
energy radiation from the warm surroundings to the
cooler room is blocked.

Two types of low-emissivity coatings are cur-
rently used on windows: sputter and pyrolitic.
Sputter coatings are applied after the glass is pro-
duced. The resulting film can be scratched and will
oxidize in a humid environment. Thus, sputter-
coated glass must be used in a sealed unit.

(a) Personal communication with Darieush Aresteh, LBL, April
1989.



However, sputter coatings usually have a lower
emissivity and are thus generally found to have
better thermal performance than pyrolitic coatings.

Pyrolitic coatings have many processing advan-
tages over sputter coatings. They are applied during
the float process, and a molecular bond forms be-
tween the coating and the glass. The resulting film
is scratch resistant and will not oxidize when ex-
posed to air. Pyrolitic coated glass can also be cut
or heat treated after coating. Because pyrolitic
coatings are scratch resistant and will not oxidize
when exposed to humidity, they can be used on sin-
gle sheets of glass. Thus, pyrolitic coatings can be
used for storm windows or add-on panels to retrofit
for higher thermal performance. Currently, the ma-
jority of low E windows sold are sputter coated.

Low Conductivity Windows. With low-
emissivity coatings reducing radiative losses, con-
duction becomes the main heat loss mechanism in a
double-glazed window. Windows can be filled with
heavier-than-air inert gases to reduce the glass-
to-glass thermal conductivity. Because of cost lim-
itations, argon is the primary gas used, although
gases such as krypton and xenon would yield better
performance.

Future windows may use hard vacuums or silica
aerogel fills to reduce the thermal conductivity of
the window. Vacuums reduce conductivity because
fewer molecules are present to transfer heat
through molecular collisions. Silica aerogel con-
sists of long chains of fused silica molecules occupy-
ing approximately 5% of the volume of the mate-
rial. Air pockets trapped in the silica matrix give
the material its insulating properties. The air
spaces in the material are smaller than the wave-
length of light. Thus, scattering is limited, provided
that the thicknesses of the silica aerogel is half an
inch or less. Silica acrogel is a brittle material that
fails easily in tension, but is strong in compression.
Therefore, it is used under vacuum to place it in
compression. At 0.1 atmospheres, silica aerogel has
an R-value of 20 hr-ft>-°F/Btu per inch.
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8.2.4 Building Shell Insulation
Technology Description

Standard insulating materials work by trapping
an air layer in a porous material. Two predominant
types of insulation are used in buildings today:
fiberglass and rigid foam. In 1985, foam accounted
for 66% of the insulation used in new commercial
building construction, half the insulation in new
single-family residences, and roughly one third of
the residential retrofit use (Shea 1988). Fiberglass
insulation accounted for most of the rest. The sat-
uration of blown cellulose insulation is not well
known, but seems to have increased in the past few
years. Radiant barriers, which reflect infrared rad-
iation using metallic foil surfaces, have also become
more popular in some applications.

Styrofoam insulation is often blown with chloro-
fluorocarbons (either CFC-11 or CFC-12), which
deplete the ozone layer. (See the discussion on the
environmental impact of chlorofluorocarbons in
the section on refrigerators.) The Montreal Pro-
tocol, which calls for large reductions in chloro-
fluorocarbons production, was signed by 24 nations

in 1987. Reductions in CFC use have been proc-

eeding more rapidly than those called for in the
1987 agreement. Thus, styrofoam use in buildings
may decrease drastically in the near future, unless
blowing agents are found that do not cause ozone
depletion. Nonetheless, this report will discuss
fiberglass and styrofoam insulation, since much
work is now under way to replace ozone-depleting
chlorofluorocarbons in such processes.

Fiberglass building insulation consists of strands
of silica fibers backed with aluminum foil and
paper. The foil reflects heat back to the interior
space while air trapped in silica reduces conduction
losses. Fiberglass is used inside exterior walls or in
ceilings because of its low cost (see Table 8.9), ease
of installation, and minimal environmental hazard.
It is not used in foundations or outside of the ex-
terior walls because of its inability to stand up to



Table 8.9. National Average Contractor-Installed Cost of Insulation

in New Residential Construction

Thickness  R-Value Installation Cost
Insulation Type (inches) ( hr-fl2-°F/Blu) Method ( 1988$/f12)

Fiberglass® 3.5 11 Batts 0.40
Fiberglass®® 55 19 Batts 0.54
Polystyrene 1.0 5 Rigid sheets 0.55
Polystyrene 2.0 Rigid sheets 0.90
Urethane 15 10 Rigid sheets 0.86
Urethane 20 14 Rigid sheets 1.00
Isocyanurate 0.5 4 Rigid sheets 0.48
Isocyanurate 1.5 8 Rigid sheets 0.74
Cellulose (ceiling) 35 11 Blown® 0.30
Cellulose (ceiling) 3.5 19 Blown® 0.43
Cellulose (ceiling) 8.7 30 Blown® 0.61

(a) Fiberglass data assume that studs are 16 in. on center.

(b) NAHB 1986.
Source: Kiley (1988).

the weather. Typically fiberglass insulation is as-
sumed to have an effective 20-year lifespan. Fiber-
glass can be blown in through small holes to retrofit
uninsulated walls and ceilings (cellulose insulation
can also be used in these applications).

Energy Performance and Costs

The retrofit wall insulation costs given in
Table 8.10 have a large degree of uncertainty. They
are from the SERI report (1982) and are adjusted
to 1988 dollars. All labor costs are union costs,

which are typically 30% higher than nonunion
costs. Labor costs represent 66% of the total cost.
The highest costs are values for Anchorage, Alaska,
while the lowest costs are for Miami, Florida. The
retrofit ceiling insulation costs are derived from the
Michigan Electricity Options Study, adjusted to the
national average based on MEANS cost indices, ad-
justed to 1988 dollars.

Proper installation of blown insulation in walls
will, in many cases, reduce infiltration. In addition
to reducing heat transfer through walls, insulation

Table 8.10. Range of Regional Contractor-Installed Costs of Insulation

for Residential Retrofits

R-Value Cost
(hr-ft2°F/Btu)  Location Access (19888/£t%)
11 Wall Wood, aluminum, stucco siding 0.48-0.92(@
1 Wall Painted gypsum 0.79-1.63®
1 Attic Unfinished crawl space 0.33
19 Attic Unfinished crawl space 0.43
30 Attic Unfinished crawl space 0.60

(a) If fixing siding anyway, cost for retrofit wall insulation will be lower.

Source: SERI 1982; Krause et al. 1988b.
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will increase the mean radiant temperature of walls,
ceilings, and floors. Increased mean radiant tem-
perature implies that for a given air temperature,
occupants will be more comfortable. Alternatively,
air temperatures can be reduced while maintaining
the same level of comfort.

Development Needs
Development needs are research on

1. non-chlorofluorocarbon blowing agents for
foam insulation

Swedish low-energy and zero energy home con-
struction techniques, including "I-beam” con-
struction, which drastically reduces thermal
breaks in walls, while cutting capital costs of
walls

the capital cost benefits of reducing the size of
the heating system or eliminating it altogether
through use of tight building shells, mechanical
ventilation, and high insulation levels.

8.2.5 Lighting

Lighting consumed 7%, or 1.02 quads, of the
primary energy used in residences in 1985 (BNL
1988). The breakdown of residential lighting by
lamp type and billions of kilowatt hour use is given
in Figure 8.1. Purchase cost and technical data for
residential lighting are shown in Table 8.11.

Incandescent
105

Fluorescent
5

Figure 8.1. 1985 Residential Lighting
(Trillion Wh)

Technology Description

Most lights in residences are standard, low-
efficacy (15 to 17 Im/W) incandescents. There is a
large potential for saving electricity and money with
high-efficacy light sources that replace higher watt-
age bulbs. The best choice for high-usage residen-
tial lights is compact fluorescent bulbs, which have
efficacies of 40 to 60 Im/W. Compact fluorescent
bulbs typically cost 10 to 20 times more but last
10 times longer and use 25% of the electricity of in-
candescents. Standard fluorescent bulbs have a lim-
ited residential market share because of a poor col-
oring index (CRI) and inconvenient 4-foot length.

Compact fluorescent bulbs are available in mod-
ular or integral units. Integral units contain the

Table 8.11. Purchase Cost and Technical Data for Residential Lighting

Efficacy
(lumens/ Bulb Lifetime Color Rendering Consumer Price
Type watt) (hrs) Index (CRI) (19888%)

Standard 15-17 750-1,000 93 0.75
Incandescent
Halogen 20-30  2,000-3,5000 ~100 3.00-4.00
Compact 40-60  7,500-10,000 82 average 20.00
Fluorescent
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lamp, ballast, and adapter all in one package, which
is discarded when the lamp burns out. Modular
units have a separate lamp that plugs into an adap-
tor/ballast. The reusable ballast can last as long as
5 to 15 bulbs. Ballasts are either magnetic or elec-
tronic. The magnetic types are larger, heavier, and
less expensive than their electronic counterparts.
The electronic ballasts offer instant starting and
flicker-free light and are the preferred choice.

Compact fluorescent bulbs screw into conven-
tional Edison-type sockets. They are available in
bare-tube, globe, reflector, and decorative designs.
Dimmable ballasts are also becoming commercially
available. The major drawback of compact fluore-
scent bulbs is that they are larger than incandescent
bulbs and do not fit in some standard fixtures, even
though they fit in the socket. Compact fluorescent
bulbs may require a special harp when used in some
lamps. The cost for the larger harp is $1 to $3.
Compact fluorescent bulbs (like any fluorescent
bulbs) contain a small amount of mercury, which
should not create a problem if handled properly.

Twenty dollars is a low-end retail cost for elec-
tronically ballasted, compact fluorescent bulbs.
Costs would be lower if the market share increased,
but expanded market share is inhibited because
consumers are not familiar with compact fluore-
scents and are reluctant to pay $20 for a light bulb.

The cost of conserved energy (CCE) is a func-
tion of the duty factor. The duty factor is the frac-
tion of time that the light is on. More energy will
be saved and, consequently, the payback time is
shorter if the duty factor is large.

Cost of Conserved Energy Versus Duty Factor
for a Philips SL-18 Bulb. Note that even with a
duty factor of 0.1 (equal to usage of 2.4 hours/day),
the cost of conserved energy is less than 4.7 cents/
kilowatt hour or about two-thirds of the national
average residential electricity price. These calcula-
tions assume that an OSRAM EL-18 replaces a
60-watt incandescent bulb, though the lumen out-
put of an EL-18 is actually closer to that of a
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65-watt bulb. The EL-18 is an 18-watt, electronic-
ally ballasted, compact fluorescent bulb. It is as-
sumed to cost $20 (retail) and have a lifetime of
10,000 hours. The incandescent bulb has a lifetime
of 750 hours and is assumed to cost $0.75. The real
discount rate is 7%. These calculations do not in-
clude labor costs for changing bulbs and do not re-
flect the fact that many utilities now offer substan-
tial rebates to consumers who install the bulbs.

Where bulbs are used less than one hour per
day, Halogen lights can replace incandescents.
They cost less than compact fluorescents and are
less efficient, but are still significantly more effi-
cient than incandescents.

Environmental Hazards of Mercury (Lovins
1988)

Mercury is present in all fluorescent lamps.
Free mercury at ambient temperature evaporates
rapidly into the air and far exceeds the toxic limit.
Mercury vapor is more dangerous than ingested
mercury because it crosses the blood-brain barrier
more readily and damages the nervous system. In-
gested mercury reacts to form organic compounds
that damage the kidneys.

Mercury in a lamp is deposited into the glass
and phosphor by ion bombardment. Mercury de-
pletion is designed to be the failure mechanism in
many fluorescent lamps. Thus, mercury release
from failed lights is extremely slow. However,
group relamping can be dangerous because dis-
carded lamps contain free mercury that is rapidly
released into the atmosphere.

Modern fluorescent lights contain approx-
imately 21 milligrams of mercury. The 1.2 billion
fluorescent lights manufactured worldwide in 1980
contained about 25 tons of mercury. For compar-
ison, 6,000 tons per year of mercury are used world-
wide for various purposes. Seven thousand tons per
year are released naturally and 3,000 tons of mer-
cury per year are released by burning coal. If we
were to replace fluorescents lights with less efficient



incandescent lights, 300 tons of mercury would be
released by burning coal to generate the additional
required electricity.

In conclusion, with proper handling and disposal
techniques, mercury lamps represent minimal
health risks for the benefits they confer. However,
care must be taken not to break the lamps in occu-
pied spaces. Additionally, lamps should not be re-
placed until they burn out and should be disposed
of in well-ventilated areas away from living areas.

Development Needs
Development needs are

1. efficient incandescents that can be cost effec-
tively used in lamps that are only turned on one
hour per day or less

better lighting controls (occupancy and light-
level sensors).

8.2.6 Air Conditioning and Heat Pumps

Air conditioning consumed 7%, or 1.06 quads,
of the primary energy used in residences in 1985
(BNL 1988). In some areas of the country, air con-
ditioning is the largest residential energy end use.
Air conditioning efficiency is particularly important
because in warm climates use of air conditioning
creates peak loads for utilities on summer after-
noons. More efficient air conditioners result in
lower rates if the utility does not have to build extra
power plants. Consequently, it is often worth in-
vesting more money to save a given amount of en-
ergy using a more efficient air conditioner than to
save the same energy in a non-peak-demand
appliance.

Technology Description

Almost 60% of all residences in the United
States have air conditioning. Residential air condi-
tioning is accomplished with room air conditioners,
central air conditioners, or heat pumps. Half of the
air conditioned residences have central units and
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half have room units (EIA 1986). Most air condi-
tioners and heat pumps are air cooled (as opposed
to evaporatively cooled or water cooled).

Air conditioners come in two configurations:
split and package systems. Split systems have phys-
ically separated indoor and outdoor coils, while
packaged systems contain all the hardware in one
unit. Approximately 85% of central air condition-
ing and heat pump sales are split system units.
Most room units are air conditioners only (not re-
versible heat pumps) with side louvers. Approx-
imately one quarter of the central units are heat
pumps that can be reversed to provide space heat
(Krause et al. 1988a). Therefore, this analysis will
deal with technology for 1) room air conditioners
with side louvers and 2) split system, air-cooled cen-
tral air conditioners and heat pumps.

Air conditioners come in room (through the
wall or window) or central units. Room air condi-
tioners are generally rated at 4,000 to 35,000 Btu/hr,
while central air conditioners are generally 16,000
to 65,000 Btu/hr. Residential sized heat pumps are
65,000 Btu/hr or less. Central heat pump units are
typically 35,000 Btu/hr, and room units are approx-
imately 10,000 Btu/hr.

Reversible heat pumps have slightly lower effi-
ciencies than comparable central units because
both coils must be able to operate as evaporators
and condensers. The coil design cannot be opti-
mized for either the heating or cooling mode. Dur-
ing the heating season, the outside coil acts as the
evaporator and must be designed to limit frost
buildup.

In 1984, 30% of new single-family residences
were equipped with heat pumps. Between 1978 and
1984, 66% of the heat pumps installed in new
single-family residences went into homes in the
South (O’Neal et al. 1987). Heat pumps show a
strong regional bias because they do not operate
well at temperatures below freezing. Before heat
can be absorbed at low temperature, the outside
coil must be cooler than the outside air. Moisture
from the air condenses on the coil and freezes;



consequently, efficiency decreases because energy is
needed for defrosting, and backup electric resis-
tance heat must be used to heat the house.

Air conditioner efficiency can be increased by
improving the heat transfer of the heat exchanger,
improving fan and compressor efficiencies, switch-
ing to electronic expansion valves, and using multi-
ple or variable speed compressors. Heat exchanger
performance can be improved by increasing the
heat exchanger surface area, the heat transfer coef-
ficient, or the number of circuits. The surface area
can be increased by going to a larger frontal area,
more tube rows, or a higher fin density. The heat
transfer coefficient can be increased by changing
the fin shape. Parallel flow circuits in the heat ex-
changer lower the pressure drop of the refrigerant
after evaporation, thereby reducing compressor
work. Electronic expansion valves controlled by a
microprocessor result in better control of the re-
frigerant flow. Variable speed compressors run at
the minimum speed necessary to satisfy cooling
requirements.

Central air conditioner and heat pump efficiency
ratings are given by a seasonal energy efficiency ra-
tio (SEER), which is calculated under operating
conditions that approximate the cooling season.
The SEER is the ratio of the heat extracted (kBtu)
to the kWh put in. Room air conditioners are rated
by an energy efficiency ratio (EER) that is calcu-
lated under steady state conditions. Average na-
tional efficiencies based on shipment-weighted
averages are given in Table 8.12. National stock ef-

Table 8.12. Recent Production and National Stock
Energy Efficiency®

Energy 1987 National
Efficiency Awg. Lifetime Stock
Appliance Measure  Eff. (years) Efficiency
Room air conditioner EER 8.06 15 7.14
Central air conditioner SEER  8.97 15 8.31
Heat pump SEER 893 15 7.97

(a) LBL Residential Energy Model.
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ficiencies are found by assuming that the age of an
average appliance is half of its lifetime.

Costs

The consumer cost for a low efficiency baseline
35 kBtu/hr split system air conditioning unit with a
seasonal energy efficiency ratio of 7.0 is approx-
imately $1300. A comparable capacity heat pump
costs about $200 more because it has a reversing
valve and bypasses for the expansion devices so that
the heating and cooling operation can be switched.
Incremental design options for high efficiency
models are given in Tables 8.13, 8.14, and 8.15.

The above consumer costs for room air condi-
tioners and central air conditioners and heat pumps
assume a 210% markup over manufacturing costs
and include $10 for shipping. Note also that the
above costs assume mass production (with low tool-
ing costs per air conditioner) and a competitive
market. The highest efficiency models, which have
small market shares, will tend to cost somewhat
more than the above estimates.

Development Needs

Development needs are high-efficiency compres-
sors that do not use CFCs.

8.2.7 Refrigerator-Freezers

Refrigerator-freezers are the third largest res-
idential energy end use. In 1985, refrigerators and
freezers consumed 12%, or 1.85 quads, of the pri-
mary energy used in residences (BNL 1988).
Almost 100% of all U.S. households have refrigera-
tors (EIA 1986). The lifetime of a refrigerator-
freezer is typically 19years (DOE 1982a).
Top-mount auto-defrost refrigerator-freezers ac-
count for 70% of the market, and thus we discuss
efficiency options for this model. Based on a ship-
ment weighted average, the average energy con-
sumption of a refrigerator produced in 1987 was
974 kWhiyr (AHAM 1990).



Table 8.13. 35 kBtu/hr Split System Central Air
Conditioner

Consumer
Purchase
Cost®
SEER (1988%)
7.00 1320

Option
Baseline model
4.8 in® compressor
10.0 t2 frontal area
2 parallel circuits
1 outdoor coil tube row
0.0052 in. fin thickness

Increase the number of outdoor coil tube  7.46 1420
rows to 2

Reduce the compressor size to 4.0 in®

Increase outdoor coil face area to 15 ft2

Reduce the number of outdoor coil tube
rowsto 1

Reduce the compressor size to 3.75 in®

Reduce fin thickness to 0.0045 in.

Increase fan/motor efficiency for outdoor
coil to 15% and for indoor coil to 25%

912 1450

Increase indoor coil face area to 4.5 ft?

Reduce compressor size to 3.5 in®

Increase fan/motor efficiency for outdoor
coil to 20% and for indoor coil to 30%

16.20 1700

Increase indoor coil parallel circuits to 6
Reduce compressor size to 3.25 in’
Improve compressor EER to 10.5

11.90 1730

Increase outdoor coil face area to 20 ft*
Reduce outdoor coil tubes to 1
Increase to 19 fins/inch on outdoor coil
Louver outdoor coil design

Reduce compressor size to 3.30 in®

12.13 1620

Increase outdoor coil tubes to 2 12.42 1890

Increase compressor size to 3.33 in®

(a) Cost data from LBL appliance standards research project;
personal communication with Isaac Turiel, LBL, March 1989.
Source: O’Neal et al. 1987.

Technology Description

The baseline model for the energy and cost anal-
ysis is a top-mount auto-defrost refrigerator with an
18-cubic foot capacity. Energy use is 947 kWh per
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Table 8.14. 35 kBtu/hr Split System Heat Pump

Consumer
Purchase
Cost®
SEER (1988%)
6.78 1540

Option
Baseline model
4.8 in> compressor
10.0 ft? frontal area
2 parallel circuits
1 outdoor coil tube row
0.0052 in. fin thickness

Increase the number of outdoor coil tube  8.06 1640
rows to 2

Reduce the compressor size to 4.0 in®

Increase outdoor coil face area to 15 ft2

Reduce the number of outdoor coil tube
rows to 1

Reduce the compressor size to 3.75 in’

Reduce fin thickness to 0.0045 in.

Increase fan/motor efficiency for outdoor
coil to 15% and for indoor coil to 25%

8.89 1690

Increase indoor coil face area to 4.5 ft

Reduce compressor size to 3.5 in’

Increase fan/motor efficiency for outdoor
coil to 20% and for indoor coil to 30%

1013 2020

Increase indoor coil parallel circuits to 6
Reduce compressor size to 3.25 in’
Improve compressor EER to 10.5

11.88 2050

Increase outdoor coil face area to 20 ft?
Reduce outdoor coil tubes to 1
Increase to 19 fins/inch on outdoor coil
Louver outdoor coil design

Reduce compressor size to 3.30 in

12.11 1940

Increase outdoor coil tubes to 2 12.42 2200

Increase compressor size to 3.33 in®

(a) Cost data from LBL appliance standards research project;
personal communication with Isaac Turiel, LBL, March 1989.
Source: O’Neal et al. 1987.

year. The baseline model has foam insulation in
the side walls and the freezer section door of the
freezer. The refrigerator section door has fiberglass
insulation. Component energy use of the baseline
model is shown in Figure 8.2 (DOE 1988).



Table 8.15. 8 kBtu/hr Room Air Conditioner(®

Consumer
Purchase
Option EER  Cost (19888)®
Baseline 7.5 328
Increase the number of 8.1 344
condenser tube rows to 4
Increase the surface area of the 85 361
condenser tube rows to 1.5 ft?
Use 75% efficient fan motor 8.6 374
Use 10.0 EER compressor 10.0 400
Increase evaporator frontalarea  10.2 409

10 1.0 ft?

(a) From the LBL appliance standards analysis, personal
communication with Isaac Turiel, LBL, March 1988.
(b) Costs do not include installation.

Compressor
705

46

Fans
89

Antisweat Heaters
107

Figure 8.2. Annual Component Energy Use
(kWh/yr) for Baseline Refrigerator-Freezer Model

Compressors account for approximately 75% of
the energy use of a refrigerator. Compressor energy
use (and thus total refrigerator energy use) can be
reduced in two ways: 1)install a more efficient

Defrost Heater
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compressor or 2) reduce the work that the compres-
sor must do by reducing the heat gain to the food
compartment through improved insulation. Most
refrigerator-freezers have compressors with energy
efficiency ratios of 4.5 or greater. At least one man-
ufacturer currently uses a compressor with an en-
ergy efficiency ratio of 5. Increasing compressor ef-
ficiency much beyond 5.0 will be difficult if chloro-
fluorocarbons are phased out.

Since a refrigerator-freezer needs to maximize
internal space and fit into a confined kitchen space,
low-conductivity insulation is essential for energy
efficiency. Foam insulation has a lower conductiv-
ity than fiberglass. However, foam insulation is
blown using trichlorofluoromethane (CFC 11).
Chlorofluorocarbons destroy the ozone layer, and
efforts are being made to phase them out rapidly.

Two alternatives to fiberglass and foam insula-
tion are powder-filled evacuated panels and silica
acrogel. Evacuated panels have less air in them to
transfer heat across the gap. They can be either
hard or soft vacuum. Powder-filled panels at 0.02
atmospheres have an R-value of 20-25 hr-ft2-°F/Btu
per inch (GE 1987). The Solar Energy Research
Institute is working on a hard vacuum insulation
panel that is only 0.1 inch thick and has an R-value
of 15. Transparent silica aerogel used for high per-
formance windows has an R-value of 20 hr-ft2-°F/
Btu at 0.1 atmospheres of pressure. Silica aerogel
that does not need to be transparent should have an
R-value of 25 to 30 hr-ft?-°F/Btu per inch.(®

Costs

The consumer prices shown in Table 8.16 as-
sume a markup of 235% over the manufacturing
cost® and include $10 per unit for shipping
charges. Note that the energy and cost data assume
unrestricted chlorofluorocarbon use. Decreases in
chiorofluorocarbon production and use will in-
crease the cost of comparably efficient models.
Without chlorofluorocarbons, Options 4, 5, and 8

(a) Personal communication with Arlon Hunt, LBL, April 1989.
(b) LBL Residential Energy Model.



Table 8.16. Top-Mount Auto Defrost Refrigerator-Freezer(®)

Consumer Energy
Cost Use
Level Design Option (1988%) (kWhiyr)

0 Baseline 548 947
2 Level 0 + 5.0 EER Compressor 556 841
3 Level 2 + Foam Door Insulation 559 787
4  Level3 + Improved Foam Insulation (k=0.11)® 567 745
5  Level 4 + 5.3 EER Compressor® 580 714
6 Level 5 + More Efficient Fans 602 683
7 Level 6 + Door Insulation Increased to 2 in. 611 662
8  Level 7 + Improved Foam Insulation (k = 0.10)(® 629 637
9 Level 8 + Adaptive Defrost 668 615
10 Level 9 + 2.5 in. Side Insulation 685 595
11 Level 9 + 3.0 in. Side Insulation 703 582
12 Level 9 + Evacuated Panel (k = 0.05) 734 515

(a) Volume of 18 cubic feet.

(b) Measure will be dropped if CFCs are phased out.

Source: DOE 1988.

will be dropped. Also, the above costs assume mass
production (with low tooling costs per refrigerator)
and a competitive market. The highest efficiency
models, which have small market shares, will tend
to cost somewhat more than the above estimates.

Development Needs
Development needs are

1. replacements for chlorofluorocarbon refriger-
ants and foam blowing agents (used in
insulation)

. compressors with higher energy efficiency ratios

engineering and testing of evacuated panel
insulation.

Environmental Effects of Chlorofluorocarbons

Chlorine and bromine break stratospheric
ozone, which protects the earth from high energy
ultraviolet radiation. Most of the chlorine is from
chlorofluorocarbons and most bromine is from
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halons used in fire extinguishers. Additionally,
chlorofluorocarbons and halons also have strong
heat-absorbing properties. They are projected to
account for 15% to 20% of the global warming
effect (Shea 1988).

International efforts are being made to reduce
chlorofluorocarbon emissions and production. In
September 1987, 24 countries signed the Montreal
Protocol on Substances that Deplete the Ozone
Layer. It calls for limiting chlorofluorocarbon pro-
duction to 1986 levels by 1989, a 20% reduction in
production by 1993, and another 30% cut by 1998.
Halon production is to be limited to 1986 levels
starting in 1992. Global chlorofluorocarbon use by
category is shown in Figure 8.3 (Kohler 1987).
Aerosol cans are the largest source of chlorofluoro-
carbons, but hydrocarbon propellants, which are
currently in use, are a more economical
replacement.

There are two uses for chlorofluorocarbons in
refrigerators:  refrigerants and foams. Chloro-
fluorocarbon replacements for refrigerants and
foam-blowing agents are generally more expensive
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and less efficient than chlorofluorocarbons. Re-
frigerators typically contain 2 pounds of chloro-
fluorocarbons in the foam insulation and approxi-
mately half a pound in the refrigerant (Shea 1988).
Freon (known as CFC-12 or dichlorodifluoro-
methane) is the most common refrigerant for air
conditioners and home refrigerators. Du Pont and
Imperial Chemical Industries (the world’s two
largest chlorofluorocarbon producers) seem con-
vinced that HFC-134a will replace freon in refrig-
erators and air conditioners. However, it will cost
32 per kilogram, which is seven times the cost of
freon (Shea 1988).

Trichlorofiuoromethane (CFC-11) is used in
foam refrigerator insulation. Chlorofluorocarbon
refrigerant foams could be replaced with evacuated
panels or silica aerogel, but these technologies need
further development. Foam blowing agents that do
not use chlorofluorocarbons, such as methylene
chloride, pentane, and carbon dioxide, are available,
but each has major drawbacks.

8.2.8 Air Infiltration
Technology Description

Infiltration is the naturally induced movement
of air through leaks in the building envelope. Air

infiltration generally has a more significant effect
on space conditioning loads for residential build-
ings than for commercial buildings. Large commer-
cial buildings have a low surface-area-to-volume
ratio and cooling is required to balance large
internal gains from machines. Mechanical ventila-
tion systems provide regular air exchanges that usu-
ally dwarf the infiltration rate.  Residential
buildings, on the other hand, have smaller gains per
square foot and require heating unless the ambient
temperature is high. Air infiltration, which pro-
vides relatively uncontrolled air changes in res-
idential buildings, causes space conditioning loads.
Alr infiltration is significant in residences, but gen-
erally has less effect on commercial buildings.

Air infiltration causes space conditioning loads,
but is also the primary mechanism for removing in-
door pollutants in residential buildings (since
mechanical ventilation systems are rarely used).
Approximately 33% of the space conditioning en-
ergy load in residential buildings (2.5 quads) is due
to infiltration (Sherman 1985). Thus, the potential
for saving energy from excess air infiltration is
large, but care must be taken to ensure adequate in-
door air quality.

Air infiltration occurs in response to pressure
differences across the shell of a building. The pres-
sure difference can occur because of a mechanical
ventilation system or wind or stack effects. Wind
flowing around a building causes a pressure differ-
ence proportional to wind speed. Stack effects oc-
cur because of the temperature difference between
inside and outside air. Colder infiltrating air sinks
while the warmer inside air rises. The buoyancy ef-
fect causes a pressure gradient along the outside
wall.

Air exchange between the inside of a building
and the outside environment results in sensible and
latent heat loads. The relative and absolute magni-
tudes of the two depend on the local temperature
and humidity. In cold climates, excessive air infil-
tration will result in large heating loads; in humid
climates, it will result in large air conditioning
loads.



Drafts in buildings are undesirable for three rea-
sons. They can increase the space conditioning
load, can cause comfort problems, and can intro-
duce radon into the structure.®) Leaks in a build-
ing shell can be found either by occupants noting
the source of drafts or by blower doors. A blower
door is a large fan that pressurizes the structure to
help locate leaks and also determines the effective
leakage area of the house. Sealing crawlspace or
attic bypass leaks results in the largest energy sav-
ings. Leaks in the neutral pressure plane (i.e.,
around windows) have less effect on infiltration.
Thus, blower door readings of whole-house leakage
area do not correlate well to energy savings.

The extremes in effective leakage areas for U.S.
houses range from 0.05 to more than 3 square feet.
However, most of the U.S. housing stock has a leak-
age area of 0.3 to 1.0 square foot (Sherman 1985).
These leakage areas for typical houses correspond
to 0.3 to 1.0 air changes per hour. The air changes
per hour that are necessary to provide acceptable
indoor air quality depend on the level and type of
activity in the space. However, assuming that infil-
tration could be reduced by 33% (on a national
average), savings from reduced air infiltration in
residences are potentially 1 quad.

Energy Performance

The effect of air changes per hour on space heat-
ing and cooling loads is shown in Table 8.17. The
values in the table were calculated using the Pro-
gram for Energy Analysis of Residences (PEAR)
developed at Lawrence Berkeley Laboratory. All
houses modeled were 1,500 square feet and had
double glazing, R-11 walls and R-30 ceilings. Given
the above caveats, the energy savings numbers
should be taken as approximate.

Costs

For minimal cost, homeowners can seal the
leaks they locate. However, in a study performed by
Northeast Utilities, sealing leaks identified with a

(a) The radon infiltration mechanism is discussed at the end of
this section.
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Table 8.17. The Effect of Air Changes per Hour
(ACH) on Heating and Cooling

Heating  Cooling
Location (therms) (kWh) ACH

San Francisco, CA 470 420 1.0
330 420 0.5

Minneapolis, MN 1500 1500 1.0
1200 1500 0.5

Phoenix, AZ 210 7400 1.0
140 6700 0.5

blower door reduced infiltration by 7 to 8 times as
much as sealing leaks identified by homeowners
(Butterfield 1989). The cost to hire an air-sealing
specialist is approximately $200 to $500.%) Con-
tractor labor rates and the necessary improvements
will determine the actual cost. The payback period
is a function of the location and size of the holes
that are sealed, the climate, and the local energy
prices.

Market Penetration

A very small percentage of residences (less than
1%) have been tested by blower door. Since a
blower door test reduces leakage significantly more
than when residents identify and plug the source of
drafts, the market is essentially untapped.

Radon Infiltration

The primary source of indoor radon in the
United States is the soil around the house. Rad-
ium, which is present in trace amounts in all soils,
decays to form radon. Pressure differences across
the shell of the building occur from wind loading
and the stack effect. The pressure difference drives
the radon through the soil and into the structure
through cracks in the foundation or the floor (in
the case of a crawl-space). Depending on the leak-
age distribution and the climate, reducing air infil-
tration can either increase or decrease radon levels.

(b) Personal communication with Max Sherman, LBL, May
1989.



Development Needs
Development needs are

1. a national study of infiltration in U.S. res-
idences - Except in California and the North-
west, little measured data have been compiled in
a systematic fashion.

a detailed study of the contribution of duct leak-
age to overall infiltration levels in homes with
ducted-air central space conditioning.

8.2.9 Site Layout (Vegetation)®
Technology Description

Trees reduce daytime air-conditioning loads by
shading and evapotranspiration. Shading reduces
the cooling load through two mechanisms. First, it
reduces solar gain on the structure. Additionally, as
a much smaller effect, shading reduces long-wave
radiative heat gain because the tree leaves are
cooler than surfaces such as asphalt or bare ground.
Evapotranspiration cools the air around the house
and results in lower conductive and convective heat
gains. In some cases, trees can increase the air con-
ditioning load by obstructing outgoing long-wave
radiative exchange, causing increased latent cooling
loads (because of more moisture in the air), and
blocking natural convection. However, the balance
of factors generally leads to a large reduction in
cooling energy use when trees are planted. If solar
gain for winter heating is desirable, deciduous trees
should be planted.

Energy Performance

Estimates of cooling energy savings from tree
planting are based on combining results from a cli-
mate model with the DOE-2 building simulation
model (Huang et al. 1987). The simulation assumes
that each lot is 500 square meters and that each tree
has a projected surface area of 50 square meters.
Therefore, each tree gives 10% coverage. If the

(a) This section is based on Huang et al. 1987.
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minimum number of trees are planted to reduce
solar gain, two should be planted on the south and
one on the west. The annual cooling energy savings
from shading effects alone in Sacramento, Phoenix,
and Lake Charles are 16%, 6%, and 4%, respec-
tively. Total cooling energy reductions for typical
houses with the optimal 3-tree configuration are
shown in Table 8.18. The savings, which range from
33% to 53%, include the combined effects of shade,
wind, and evapotranspiration.

Table 8.18. The Effect of Tree Planting on
Residential Cooling Energy Use

Annual Cooling Peak Power
Location Energy Savings Reduction
Sacramento, CA 53% 34%
Phoenix, AZ 33% 18%
Lake Charles, LA 35% 22%

The savings listed in Table 8.18 are direct sav-
ings. Direct savings are the energy savings resulting
from tree planting around one house. Additional
savings will result if the entire city plants trees,
thereby modifying the mesoclimate and reducing
the temperature in the city. Such effects were seen
in Los Angeles when it was planted in orchards. Be-
cause of extensive tree planting, Phoenix is now
cooler than the surrounding desert.

Costs

To calculate the cost of conserved energy and
the cost of avoided peak power attributable to tree
planting, the following assumptions were made.
Seedlings can be planted for about $5 per tree and
will need 10 years to become an effective shading
source. Five-foot-tall saplings can be purchased
and planted at a cost of about $60. A 5-foot-tall
tree will need about 7 years to grow large enough to
shade a house. Growing trees need $2 worth of
water per year (approximately 2000 gallons), and
mature trees need no watering. The tree purchase
and planting costs are as discussed above. A real
discount rate of 7% and a 20-year lifetime have
been used to compare the tree to a nominal power



plant. However, the tree will live approximately
100 years. The two values for the cost of conserved
energy (CCE) and cost of avoided peak power
(CAPP) in Table 8.19 correspond to planting a
seedling (the first number) and planting a 5-foot-
tall sapling.

Table 8.19. The Economics of Tree Planting for
Cooling Energy Savings

CCE CAPP

Location {cents/kWh) ($/kW)
Sacramento, CA 09-43 29 - 140
Phoenix, AZ 03-14 45 -217
Lake Charles, LA 05-24 46 - 220

The cost of tree planting can be justified for
cooling energy savings alone, but there are addi-
tional reasons to plant trees. To sequester the car-
bon that the one tree planted around a house
avoids or absorbs, 10 trees would have to be planted
in an unpopulated area. Trees lower the air tem-
perature, thus reducing the rate at which smog-
causing pollutants are produced. Additionally,
planting trees increases real estate values.

8.2.10 Miscellaneous Residential Energy End Uses

Appliances not specifically covered in a separate
section of this report constitute the "other" cate-
gory. This category uses 2.6 quads annually (17% of
residential energy use) (BNL 1988). Energy use
and saturation of the major home appliances in this
category are listed in Table 8.20. Note that the
term "Range” under oven energy use indicates that
the oven energy use is included with energy use for
the range.

8.3 COMMERCIAL SPACE HEATING
8.3.1 Space Heating

In 1985, space heating consumed 33%, or 3.84
quads, of the primary energy used in commercial

Table 8.20. Saturation and Energy Use of

Miscellaneous Appliances (1984)

Annual Energy
Use per
Appliance
Saturation (MMBtu of
Appliance (% of Households) _Site Energy)

Range 98.6

Electric 539 24

Gas 45.2 7.9
Television 98.1

Color 88.0 1.1

Black/white 43.2 0.3
Oven 91.6

Electric 49.1 Range

Gas 41.5 Range

Microwave 343 0.6
Clothes washer 73.1

Automatic 70.7 0.4

Wringer 31 0.3
Clothes dryer 61.6

Electric 458 3.4

Gas 159 6.0
Cooling equipment 46.9

Window/ceiling fan 355 0.6

Dehumidifier 8.7 13

Whole-house cooling fan 7.8 0.9

Evaporative cooler 38 0.9
Dishwasher 37.6 12
Freezer 36.7

Not frost-free 24.7 41

Frost-free 13.0 6.2
Electric blanket 29.4 0.5
Portable heater 16.0

Electric 10.3 0.6

Kerosene 6.1 13.0
Outdoor gas grill 133 2.6
Humidifier 13.1 0.6
Waterbed heater 9.8 4.4

Source: EIA 1986.




buildings (BNL 1988). Over 95% of the commer-
cial floor space in the United States has space
heating. Almost 55% of heated commercial floor
space uses natural gas as the primary space heating
fuel, 23% uses electricity, and 12% uses fuel oil
(EIA 1988b). Natural gas is the dominant space
heating fuel in all regions of the country in terms of
number of buildings and floorspace. However, in
the Northeast, fuel oil is used almost as much as
natural gas, and in the South, electricity is used for
space heating nearly as much as natural gas (EIA
1988b).

Technology Description

Small commercial heating loads are met with
furnaces. Furnace technologies are discussed in the
section on residential space heating, but prices for
commercial models are given below. Boilers are
used to meet large commercial heating loads.
Boilers produce steam or hot water and a heat ex-
changer is used to heat the building air. The heated
air is then distributed through a central ventilation
system (see Tables 8.21 and 8.22).

Energy Performance and Costs
There is little variation in the efficiencies of

available commercial space heating equipment.
Electric furnaces or boilers are 100% efficient be-

Table 8.21. Commercial Hot Air Furnaces

Capacity Installed Cost
Fuel (kBtu/hr) (19883%)
Gas 42 485
Gas 84 600
Gas 105 635
0il 55 830
Oil 100 920
Oil 150 1,275
Electric 30 445
Electric 60 630
Electric 90 885

Source: Mahoney 1987.

Table 8.22. Commercial Boilers for Space Heating

Capacity Installed Cost

Equipment Fuel Output (kBtu/hr) (1988%)
Cast iron boiler Gas Steam 200 3,000
Cast iron boiler Gas Steam 765 8,075
Cast iron boiler Gas Steam 1,875 15,500
Cast iron boiler Gas Steam 6,100 49,200
Cast iron boiler Qil Steam 200 3,325
Cast iron boiler Oil Steam 1,100 9,400
Cast iron boiler Oil Steam 3,000 19,700
Cast iron boiler Qil Steam 7,000 58,000
Cast iron boiler Electric Steam 200 4,800
Cast iron boiler Electric Steam 700 9,800
Cast iron boiler Electric Steam 3,700 29,500
Cast iron boiler Electric Steam 8,000 59,000

Source: Mahoney 1987.

cause the heating coil is immersed in the condi-
tioned air or water. However, the primary energy
efficiency for space heating with electricity is 30%
to 35% because of generation and transmission
losses. A heat pump with a heating seasonal per-
formance factor (HSPF) of 1.6 will have a net effi-
ciency 60% higher than that of an electric resis-
tance heating system. Commercial gas and oil hot
air furnaces are 70% to 80% efficient. Gas- and
oil-fired boilers are 75% to 85% efficient.®

Efficiencies of actual units will depend heavily
on the installation, maintenance, and operating
conditions. Flue gas condensation can increase the
efficiency of nonelectric furnace and boiler units to
almost 90%. A heat exchanger condenses the water
vapor in the exhaust gas and recovers the heat of
vaporization. A fan is needed to remove the cool,
relatively nonbuoyant exhaust air. However, stack
losses are reduced, and a plastic pipe can be used
instead of a high-temperature chimney. Note, the
efficiencies quoted in this section are steady state,
not annual fuel utilization efficiency values.

(a) Personal communication with Hashem Akbari, LBL, April
1989.



8.3.2 Commercial Cooling Equipment®

About 80% of commercial floor space is air con-
ditioned; 91% of cooled commercial floor space
uses electricity for air conditioning and 6% uses
natural gas (i.e., gas absorption chillers) (EIA
1988b). Small cooling loads (under 135 kBtu/hr)
are usually met using electrically driven air condi-
tioners. Larger buildings generally use electrically
driven chilled-water systems. Some large buildings
use gas absorption chilled-water systems to reduce
peak demand charges and avoid expensive daytime
electricity rates. Performance and costs for cooling
equipment are summarized in Table 8.23. The
equipment is described below.

Electrically Driven Chillers

Electrically driven chillers use a conventional re-
frigeration cycle to cool water. Heat from the
chilled water is exchanged with the building air sup-
ply to provide space conditioning. Three different
types of compressors are commonly used with elec-
trically driven chilled-water systems : centrifugal,

rotary/screw, and reciprocating. Electric chillers
with coefficients of performance (COPs) of up to
5.6 are commercially available (the COP is simply
the ratio of heat removed or delivered to the
amount of work required).

Gas-Fired Absorption Chillers

Gas-fired absorption chillers are heat-operated
refrigeration equipment. An absorbent absorbs the
cold refrigerant at one point in the cycle and rejects
the hot refrigerant later in the cycle. The evapora-
tion of the refrigerant absorbs heat, providing a
cooling effect. Refrigerant-absorbent pairs are
either ammonia-water or lithium-bromide. The re-
frigerant and absorbent solutions corrode the
equipment internally and degrade the performance
of the heat exchanger over time. Gas-fired absorp-
tion chillers have an estimated lifetime of 20 years.

Chillers come in one- and two-stage models. In
a two-stage chiller, heat from the first-stage genera-
tor is used in the second-stage generator to drive off
more refrigerant vapor. Indirect-fired machines use

Table 8.23. Performance of Commercial Cooling Equipment

Min. COP
Condensing ~ ASHRAE 90/84 Min. COP 1984 System Cost
Type Means Title 24/85 ASHRAFE 90/88  "Best COP" (19888 /(%)
Electrically driven air conditioners Air 2.4 2.49 3.49 0.80-1.95
(up to 134 kBtu/hr) Evap/Water 2.7 2.78 3.49
Electrically driven water chillers 0.45 - 1.60
Centrifugal (100-2000 tons) Air 234 2.40 3.0
and rotary/screw (100-750 tons) Evap/Water 4.04 <250 tons 4.04 5.0
4.04 >250 tons 4.25 5.6
Reciprocating (50-250 tons) Air 2.46 2.55 3.0
Evap/Water 351 3.64 4.2
Heat-driven gas absorption units
(10-1500 tons) Evap/Water 0.55-2.30
Indirect fired: single stage 0.68 0.68 0.71
Indirect fired: two stage 0.68 0.68 1.14

(a) This section is based on Usibelli et al. 1985.
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a steam or hot fluid heat source. Direct-fired mach-
ines use a flame source. Currently, direct-fired
chillers are manufactured only in Japan. Gas-fired
absorption chillers are generally used in large build-
ings with chilled-water systems. The equipment is
suitable for new or retrofit applications.

Comparison Between Absorption and Electrical
Chillers

The ASHRAE 90/84 standards for absorption
equipment specify a minimum COP of 0.48. The
best absorption equipment available in 1984 had a
COP of 0.67. The best electric chiller available in
1984 had a COP greater than 5. However, to com-
pare the primary energy use of a gas absorption
chiller with an electrical chiller, the conversion and
transmission losses for electricity are accounted for
by dividing electrical chiller COPs by 3.4. Thus, in
terms of primary energy, electrical chillers use ap-
proximately half as much energy as gas absorption
chillers to produce the same amount of cooling.

Evaporative Cooling

Evaporative cooling removes heat from an air
stream by evaporating water. No water will be
evaporated when the air is saturated. Therefore,
evaporative cooling works best in warm, dry cli-
mates. Evaporative cooling systems require outside
air and thus should be used with economizer
systems.

There are three common types of evaporative
coolers: direct, indirect, and two stage. Direct

evaporative cooling brings the air stream into direct
contact with the water. The dry bulb temperature
decreases, but humidity increases. Indirect evap-
orative cooling uses a heat exchanger to cool the
building air. Building air is thus cooled without in-
creasing humidity. The cold air for the heat ex-
changer is provided by direct evaporative cooling.
However, the temperature of the conditioned air
will not be as low as with a direct system because of
the inefficiency of the heat exchanger. Two-stage
coolers use both indirect and direct cooling. The
building air is first sensibly cooled with an indirect
cooler and is then further cooled and has moisture
added by a direct cooler.

Peak savings and energy savings for the three
different types of evaporative cooling are shown in
Table 8.24. The base system is a constant volume,
variable temperature system with reheat and econ-
omizer control. Savings are calculated using the
DOE-2 building simulation program. Costs of
evaporative systems are $0.50 to $1.10 per cubic ft/
min of capacity.

Part-Load Performance Improvement. Many
cooling systems have much lower COPs at partial
loads than at full loads. For systems that are often
run at partial loads, cycling the system on and off so
that it always operates at full load generally saves
energy. Additional control systems are needed to
cycle the system. Energy savings will range from
15% to 30%, depending on the equipment’s partial-
load efficiency curves and the cooling load profile.
Peak energy use will not be reduced because the
system will not be cycling off at peak demand times.

Table 8.24. Evaporative Cooling Energy Savings

System Type of Savings Los Angeles San Francisco Sacramento
Direct Peak Savings 0% 10% -10%
Energy Savings 30% 55% 20%
Indirect Peak Savings 0% 5% 0%
Energy Savings 5% 30% 10%
Indirect/Direct Peak Savings -10% 10% 0%
Energy Savings 20% 40% 20%
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Control boxes are inexpensive in terms of per ton of
cooling capacity when connected to a large system.

Outside-Air Economizer Cycle. Economizer cy-
cles can be used to reduce space cooling loads, but
they do not allow precise humidity control. When
the outside temperature is Jow, economizer cycles
reduce the cooling load by admitting outside air in-
stead of mechanically cooling interior air. Econ-
omizer units consist of motorized dampers coupled
to inside and outside temperature sensors. Gener-
ally, one economizer system is needed for each air
distribution system.

Peak demand for a commercial building occurs
on days when it is too hot to use the economizer.
Therefore, there will be no peak kilowatt savings,
but overall energy use will be reduced.

Economizers will not work well in hot or humid
climates. They are suitable for new or retrofit ap-
plications and are required on all new commercial
buildings by ASHRAE 90 and Title 24 standards.
The savings in Table 8.25 compare constant vol-
ume, variable temperature systems with and with-
out economizers. Savings will be less for variable
air volume systems. Lighting loads are 2.7 watts per
square foot. Cooling energy savings are based on
simulations by the DOE-2 building simulation pro-
gram. The cost of an economizer system per ton of
cooling depends on the size of the cooling system.
The installed cost per ton of cooling capacity de-
creases rapidly as cooling system size increases (see
Table 8.26).

Table 8.25. Dry Bulb Economizer Savings

System Temperatures Los Angeles San Francisco Fresno

Supply air min = 55°F 55% 77% 2%
Economizer lockout = 72°F
Supply air min = 55°F 50% 74% 39%
Economizer lockout = 68°F
Supply air min = 60°F 61% 71% 44%

8.24

Table 8.26. Installed Cost of an Economizer
System

Peak Cooling Capacity (tons) Cost Per Ton (19888%)

5-10 85-200
15-20 60-85
25-100 30-60

8.3.3 HVAC Systems®

The heating, ventilation, and air conditioning
(HVAC) system in a building transports the condi-
tioned air from central heating or cooling equip-
ment to various zones within a building. There are
two types of systems, those that are load-responsive
and those that are not. Systems that are not load-
responsive do not reduce their output when the
space conditioning load decreases. Consequently,
energy used to transport air is high because these
systems transport more air than necessary. Such
systems also have excessive cooling and heating en-
ergy use because of simultaneous heating and cool-
ing. The first cost of a non-load-responsive system
is low, but the wasted energy costs are high, unless
the building has a constant load.

There are two types of load-responsive systems,
variable air volume (VAV) and variable air tem-
perature. Variable-air-volume systems have a fixed
air temperature, but use dampers to control the air
flow rate to each zone. The volume of air trans-
ported by the fans is the sum of the individual zone
loads. However, variable-air-volume systems will
not reduce flow rates below a minimum level. At
this point, they will either overcool a space or
provide simultaneous heating and cooling.

The other type of load-responsive system is con-
stant volume, variable temperature. Control cir-
cuitry determines the warmest zone conditioned by
the HVAC system. The system cools the air to a

(a) This section is based on Usibelli et al. 1985.



low enough temperaturel to cool the warmest zone.
All other zones are overcooled or must be reheated
to achieve the desired temperature.

Energy use for the most common types of
HVAC systems is given in Table 8.27. Systems 1, 3,
5, and 6 in Table 8.27 are prohibited for use in new
construction by 1987 Title-24 (California) office
building standards. All four of the systems can use
large amounts of simultaneous heating and cooling
under common operating conditions.

Constant-volume, constant-temperature systems
with reheat are not load-responsive systems. These
systems transport the maximum volume of cooled
air at all times. Reheat coils provide zonal tem-
perature control. Heating, cooling, and transport
energy uses are all high for this setup.

Constant-volume, warmest zone supply-air reset
is an improvement on the constant-volume, con-
stant-temperature system. The supply air tempera-
ture is constantly reset so that the cooling load for
the warmest zone is just satisfied. Reheat is used to
prevent overcooling in all the cooler zones.

The dual-duct, constant hot and cold deck sys-
tem has a 95°F high temperature duct and a 55°F
low temperature duct. This system is not load-
responsive and, consequently, has high heating en-
ergy use because of simultaneous heating and
cooling.

The dual-duct, hot and cold deck system reset
according to the worst zones resets the temperature
in both decks to minimize simultaneous heating
and cooling.

The variable-air-volume dual-duct, constant hot
and cold deck system with 30% minimum stop
meets low cooling loads by reducing the flow of
cool air down to 30%. Below 30% of peak cooling
demand, air from the hot deck is used to prevent
overcooling. Consequently, this system employs si-
multaneous heating and cooling.

The variable-air-volume constant temperature,
30% minimum stop system delivers air at 55°E  Air
flow rates are reduced when the load lessens, but
the flow rates will not drop below 30% of the peak
value. Reheat is used at low loads to maintain air
flow rates at the minimum of 30%.

The variable-air-volume, warmest zone supply-
air reset system with 30% minimum stop does not
use reheat at less than 30% of peak cooling de-
mand. Instead, the system increases the tempera-
ture of the supply air. Energy use for these seven
types of systems will vary according to loads. For
variable cooling loads though, this last system will
have the minimum energy use.

HVAC systems waste the most energy on si-
multaneous heating and cooling when loads differ

Table 8.27. Energy Consumption for HVAC Systems

System Type

Simultaneous

1. Constant-volume, constant temperature with reheat
2. Constant-volume, warmest zone supply-air reset
3. Dual-duct, constant hot and cold decks

4. Dual-duct, hot and cold deck reset according to worst zones

5. VAV dual-duct, constant hot and cold decks, 30% minimum stop

6. VAV constant temperature, 30% minimum stop
7. VAV, warmest zone supply-air reset, 30% minimum stop

Cooling  Air Transport  Heating/Coolin
High High Very high
Low High Low
High High High
Low High Low

Medium Low High

Medium Low High

Medium Low Low
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appreciably from one zone to the next. One option
to reduce simultaneous heating and cooling is to
divide the building into several zones, all serviced
by different HVAC systems. Such a system has a
high capital cost and is economical only if it results
in large energy savings over more conventional
systems.

Development Needs

The development need is demonstration of
Swedish Thermodeck construction in U.S. commer-
cial buildings. This technology involves thermal
storage in hollow concrete floors, which allows use
of inexpensive off-peak cooling but does not add
significantly to construction costs.

8.3.4 Windows and Daylighting
Technology Description

Large commercial buildings have significant in-
ternal heat gains and low surface-area-to-volume
ratios. Therefore, they primarily require cooling,
not heating. Lighting a space not only supplies il-
lumination, but adds a heat load. Thus, lighting in
commercial buildings, whether from daylight or ar-
tificial sources, should minimize the heat gain to
minimize cooling costs.

Daylighting can reduce both lighting and cooling
bills if the solar gain is controlled. Direct beam
sunlight has an efficacy of 92 lumens per watt
(Aresteh et al. 1985). Selected wavelengths of light
transmitted through glazings that block the solar
infrared will have even higher efficacies. Visible
sunlight has an efficacy of 240 lumens/watt (AIP
1975). For comparison, standard incandescent and
fluorescent lights with core/coil ballasts have re-
spective efficacies of 15 to 17 and 60 to 65 lumens/
watt, respectively. (High efficacy values indicate a
large ratio between visible light and admitted heat.)

Time and spatial variations are two disadvan-
tages of daylighting compared with artificial light
sources. Daylighting levels increase from none to a
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maximum each day. Daylighting levels also fall off
rapidly away from a window. Excess daylighting is
necessary near a window to provide acceptable light
levels at the back of the room. Spatial variations
within a room can be reduced by light distribution
mechanisms, such as light shelves and reflective sur-
faces. Daylighting can be used in building cores as
well as perimeter zones. Skylights, light pipes, and
reflective wall surfaces can provide daylighting to
the core of a building. Thus, daylighting can reduce
both lighting and cooling loads for core and perim-
eter zones of a building,.

The shading coefficient of a fenestration system
is defined as the ratio of solar gain through the win-
dow system to the solar gain through 1/8-inch glass.
The visible transmittance, T,, is the fraction of visi-
ble light in the solar spectrum transmitted through
the glass. The glazing luminous efficacy constant,
K., is the ratio of the visible transmittance to the
shading coefficient. An ideal commercial window
has a high K, value in order to reduce both lighting
and cooling costs.

Low emissivity coatings and optical switching
films control solar gain. Sunlight has a high efficacy
(lumens/watt), but if the incoming flux is not con-
trolled, removing the solar heat gain may consume
more energy than is saved by not using electrical
light sources. ILow emissivity coatings are trans-
parent over the visible wavelengths (0.30 to 0.77 mi-
crons) and reflective in the infrared (2.0 to 100
microns). In order to simultaneously minimize
cooling loads and maximize visible transmittance,
the film should be reflective in the entire infrared
(including the near infrared). Optical switching
materials change their reflectance (and transmit-
tance) over part or all of the spectrum in response
to an electric field or a change in light intensity.
Optical switching materials are not currently avail-
able for windows in commercial buildings. Until
the fabrication technology improves, the cost to
coat a large area is prohibitive.

The lifetime of a multiple-pane window is lim-
ited by the integrity of the seal. Typically, seals on



multiple-pane windows are assumed to last
20years. Single-glazed windows have essentially
infinite lifetimes if properly installed and
maintained.

Energy Performance and Costs

Glazing properties and costs for different types
of commercial glazings are shown below in
Table 8.28 (Sweitzer et al. 1986). The window types
are ordered by K, values, which should be as large
as possible for commercial windows. The theoret-
ical limit for K, values is approximately 2 (Johnson
et al. 1986) and assumes that only visible light is
transmitted and that all near infrared is rejected.
The R-values are calculated for ASHRAE winter
conditions. Glazing unit costs assume 1-inch-thick
units with 0.25-inch-thick glass and a 0.5-inch air

gap.

Window coating technologies are advancing rap-
idly, and costs are falling. The physical characteris-
tics of these materials are more akin to those found

in the semiconductor industry than to those in the
more traditional "heavy industries,” so this progress
should continue.

Development Needs
The development needs are
1. higher K, coatings

2. low cost optical switching films, with long
lifetimes.

8.3.5 Lighting®

Lighting consumed 25%, or 2.95 quads, of the
primary energy used in commercial buildings in
1985 (BNL 1988). This section will discuss artificial
lighting. For a discussion of daylighting, see the
section on commercial windows. The breakdown of
commercial lighting by lamp type and billions of
kilowatt hour use is shown in Figure 8.4.

(a) This section is based largely on Usibelli et al. 1985.

Table 8.28. Glazing Properties

R-Value Installed Cost®
Generic Glazing Products (hr-ft2-°F/Btu) Emittance SC T, K, (1988$/ft%)

Reflective IG (bronze) 2.5 0.40 020 010 05 17.50
Tinted 1G (bronze) 2.0 057 047 08 16.60
Clear IG 2.0 082 080 1.0 15.10
Low E IG (bronze) 3.0 0.15 042 041 1.0 18.80
Low E IG (clear) 3.0 0.15 066 072 11 18.20
Tinted 1G (green) 20 056 067 12 16.60
Triple glazing IG (green) with low E 3.6 0.15 047 058 1.2 22.80
coated polyester film suspended in airspace

Low E IG (green) 3.0 0.15 041 061 15 18.80

(a) Cost data from Mahoney 1987.
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Figure 8.4. 1985 Commercial Lighting

In most buildings, reducing commercial lighting
also results in reduced cooling load at the time of
many utility systems’ peak demand. Thus, the com-
bined cooling and lighting load reductions result in
a Jowering of electric demand at the time when it is
most expensive for the utility to generate electricity.

Technology Description

Energy-Efficient Core/Coil Ballasts. Energy ef-
ficient core/coil ballasts have larger iron cores than
conventional core/coil fluorescent ballasts and use
copper (instead of aluminum) windings. These bal-
lasts are required by California Title-24 regulations.
As of January 1990, conventional core/coil ballasts
were outlawed by the new federal appliance
standards.

Electronic (Solid-State) Ballasts. Standard flu-
orescent core and coil ballasts operate at 60 Hz
Electronic ballasts convert the 60-Hz wall current
into a 10,000- to 30,000-Hz current. Lamps operat-
ing at these frequencies have a higher efficacy and
often have no detectable flicker. Dimming is more
efficacious with solid-state ballasts than with core/
coil ballasts. Additionally, earlier reliability prob-
lems with solid-state ballasts have largely been
eliminated.

Fluorescent Delamping. Delamping is used
when existing light levels are excessive or specific
task lighting replaces overall uniform lighting
levels. Dummy tubes are necessary when both
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bulbs in a fixture are wired to the one ballast. Re-
active impedance lamps may be necessary to get the
power factor back up to 0.9 after delamping. Sav-
ings depend on lights removed and whether impe-
dance correction is needed.

Compact Fluorescents. Sec residential lighting
section for more details. Compact fluorescents are
typically more cost-effective when replacing incan-
descents in commercial applications than in res-
idential. The savings result from higher duty cycles
and the monetary value of avoiding the labor of
constantly replacing short-lived incandescents.

Ellipsoidal Bulb Replacements for A/R Type In-
candescents. Recessed incandescent light fixtures
with conventional bulbs have large interior absorp-
tion losses. Ellipsoidal bulbs have a focal point be-
low the fixture aperture so that less light is ab-
sorbed in the fixture. This design results in a higher
system efficacy for the same efficacy bulb. Ellipsoi-
dal bulbs replace conventional bulbs with 2 to 4
times the wattage.

Lower Wattage Fluorescent Lamps. Lower
wattage fluorescent lamps use improved phosphors
for savings of about 7% and are a widely used con-
servation measure. Lamp wattage and lumens are
both decreased but efficacy may improve. In some
situations, the consequent reduction in lighting
levels (despite higher efficacy) may reduce lighting
to unacceptably low levels.

Coated Filament Incandescent Lamps. Coated
filament incandescent lamps have an infrared re-
flective coating that reflects heat back to the fila-
ment and reduces energy needed to heat the fila-
ment. Prototype models have efficacies of 29
lumens/watt compared with 15 to 17 for a standard
incandescent.

Electrodeless Fluorescent Lamps. The elec-
trodeless fluorescent lamp is a compact fluorescent
lamp without electrodes. It fits into standard in-
candescent (Edison-type) sockets. These lamps are
not commercially available at this point. Proto-
types have a high efficacy (55 lumens/watt) but a



poor color rendering index (CRI 57). For
comparison, a standard incandescent has a color
rendering index of 90.

High Pressure Sodium Lamps. High pressure
sodium lamps are a type of high intensity discharge
lamp. They have high efficacies (60 to 127 lumens/
watt) but poor color rendering. Additionally, the
warmup time is three to four minutes and the re-
strike time is between 30 and 90 seconds. Thus,
high intensity discharge lamps are commonly used
for street lighting and not for indoor lighting.

8.3.6 Lighting Controls®

Lighting controls reduce energy consumption by
providing the optimum amount of artificial light
necessary to perform a given task. Lighting systems
can dim artificial lights in response to daylight, turn
off lights when occupants are not there, and allow
occupants to fine tune lighting for individual areas.
Four energy saving lighting control measures are
discussed below.

Occupancy Scheduling

Occupancy scheduling involves turning off or
dimming lights during periods when occupants are
not present or do not need a high light level. The
four control mechanisms are 1) manual wall
switches, 2) mechanical or electrical timeclocks,
3) microprocessor-based systems, and 4) personnel
SENSors.

Lumen Maintenance

The light output of lamps decreases approx-
imately 30% between installation and replacement.
Thus, the light levels provided by newly installed
fixtures are typically 30% higher than optimal de-
sign conditions. Using a photocell to measure
actual light tevels, lumen maintenance systems dim
the lights to the optimal level. The savings range
from 30% initially to no savings shortly before
replacement.

(a) This section is based on Usibelli et al. 1985.
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Fine Tuning

Most buildings are designed with worst case
lighting which often far exceeds actual needs in the
space. Additionally, changes in occupancy or tasks
performed in the space will change the necessary
lighting levels. Local dimming control on individ-
ual or small groups of fixtures allows the occupants
to choose optimal light levels.

Load Shedding

Commercial buildings pay peak demand charges,
as well as rates that are influenced by the time of
day. To reduce peak charges, unnecessary electri-
city-consuming devices can be shut off as the peak
load is approached. Lighting loads typically ac-
count for 30% to 60% of the electric load. To re-
duce commercial building peak loads, which occur
during daylight hours, lights should be dimmed or
shut off as the peak load is approached.

8.3.7 Building Insulation

For a discussion of insulating materials, see the
section on residential insulation. Costs and energy
performance of different insulating materials are
given in Table 8.29.

8.3.8 Miscellaneous Commercial Energy End Uses

Almost 2 quads of commercial energy use is
Iumped into the "other” category. (Information
processing equipment is not included in this esti-
mate, though we consider it an important "miscella-
neous" end use here.) As shown in Table 8.30, the
largest commercial end uses in the "other” category
include refrigeration, waterheating, and cooking.
The significance of each end use depends on the.
building type. Computer equipment and other in-
formation processing devices can, in some building
types (e.g., offices), be an important end use,
though its future importance is difficult to predict.
Information processing devices are changing rapidly
in both form and function: integrated printers,
copiers, and fax machines are now available, and
laptop computers (which typically use 1/10 the



Table 8.29. National Average Contractor-Installed Cost of Insulation
in New Commercial Construction

Insulation Thickness R-Value Installation Cost
Type (inches) (hr-ft>-°F/Btu) Method (19888/ft%)
Fiberglass 35 11 Batts 0.40
Fiberglass 55 19 Batts 0.54
Polystyrene 1.0 5 Rigid sheets 0.55
Polystyrene 20 8 Rigid sheets 0.90
Urethane 15 10 Rigid sheets 0.86
Urethane 20 14 Rigid sheets 1.00
Isocyanurate 0.5 4 Rigid sheets 0.48
Isocyanurate 1.5 8 Rigid sheets 0.74

Note: Fiberglass data assume that studs are 16 in. on center.

Source: Kiley (1988).

Table 8.30. Miscellaneous Energy End Uses
Energy Use
End Use Building Type (kWhytt2yr)
Refrigeration Food stores 14-26
Restaurants 5-22
Cooking Restaurants 6.5-18.5
Waterheating Restaurants 1.5-14
Schools, hospitals, offices 1.0-4.0
Computer Offices 3
Equipment

Source: Turiel and Lebot 1988.

electricity of their desktop counterparts) are by far
the fastest growing segment in the personal com-
puter industry (Harris et al. 1988).

8.4 DISTRICT HEATING FOR RESIDENTIAL
AND COMMERCIAL BUILDINGS

Waste heat from electric power generation can
be used in residential and commercial space and
water heating. This use of waste heat is called dis-
trict heating or combined heat and power cogenera-
tion. Iceland, Denmark, and other European coun-
tries derive major fractions of their space heating
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needs from district heating, but in the United
States, use of this technology has been confined to
small-scale installations in a few large cities.

Traditionally, district heating schemes have re-
lied on large, central station power plants, but this
preference may be changing. Recent advances in
small-scale, mass-producible, gas-fired, cogenera-
tion systems make such district heating extremely
attractive in many applications. Large reductions in
pollutant emissions are possible using gas-fired sys-
tems because they will often replace space heating
boilers that use oil (or coal). Even if the displaced
boiler fuel is gas, emissions reductions can be sig-
nificant because of the higher thermal efficiency
overall. Further research is needed to pinpoint the
most cost-effective applications, and policies may
be needed to encourage rapid adoption of such
technologies in specific applications.

8.5 SUMMARY

Estimates of the potential for cost-effective,
electricity-saving retrofits in the building sector
range from the Electric Power Research Institute
projection of 30% to the 75% estimate from the
Rocky Mountain Institute. New technologies are
constantly being developed and further savings will
then be possible. The Rocky Mountain Institute



has found that most of the best energy-efficiency
technologies are less than one year old (Ficket et al.
1990).

Higher standards of cost-effective energy effi-
ciency are possible in new construction than in
retrofitted buildings. Retrofits involve discarding
existing equipment and are thus more expensive
than building the structure right in the first place.
There are significant "lost opportunities” when
energy-efficient new technologies are not installed
in new construction. Buildings last for approx-
imately 100 years, thus such "lost opportunities” are
long-term liabilities.

Many of the technologies that provide cost-
effective electricity savings have existed for years,
but have not even come close to saturating the mar-
ket. Energy-efficient windows, lighting, and HVAC
technologies, as well as landscaping, offer some of
the largest potentials for cost-effective savings.
Stricter standards and enforcement, coupled with fi-
nancial incentives for customers and utilities to
adopt these technologies, are necessary to achieve
large market penetrations.
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9.0 GREENHOUSE GAS REMOVAL TECHNOLOGY

Published technical and economic data on the
control and disposal of greenhouse gases are sum-
marized in this chapter. “The principal focus is on
technologies that could be used to control emis-
sions of carbon dioxide; nitrogen oxides, including
nitrous oxide; and carbon monoxide from fossil-
fuel-fired industrial and utility boilers and cement
plants. In addition, methane control technologies
for coal mines, natural gas pipelines, and landfills
are characterized.

This chapter is limited to a review of infor-
mation previously published. The review of pub-
lished references for greenhouse gas removal re-
vealed numerous inconsistencies among data pub-
lished in different reports, even reports published
by the same author. In addition, there was a gener-
al shortage of designs, cost estimates, and economic
analyses using a consistent, well-defined basis. To
the extent possible, the data from different sources
have been adjusted to a consistent basis using pro-
fessional judgment. However, no independent
analysis or process optimization was performed.
Thus, the results reported in this chapter should be
considered preliminary order-of-magnitude esti-
mates that should be evaluated more closely in the
near future.

The results in this summary chapter provide a
useful comparison of the various greenhouse gas
control technologies by identifying typical processes
and expected performance and cost data. It is im-
portant to remember that the data are based upon
readily available information. A rigorous and thor-
ough analysis of the subject area was beyond the
scope of this study.

The technology descriptions and economic data
for control technology for emissions of carbon di-
oxide, carbon monoxide, nitrogen oxides, and
methane are presented in Sections 9.1.1 through
9.1.4, respectively. Section 9.2 describes various
carbon dioxide transport and disposal technologies.

9.1

Finally, Section 9.3 summarizes the performance
and cost data for the greenhouse gas control tech-
nologies. Section 9.4 lists and defines the terms and
assumptions used in the performance and cost cal-
culations presented in the tables throughout this
chapter.

9.1 EMISSIONS CAPTURE AND CONTROL
TECHNOLOGIES

As shown in Table 9.1, several types of com-
ponents/compounds are present in the exhaust
gases of boilers, cement plants, landfills, natural gas
pipelines, and coal mines. Some of these com-
pounds (e.g., nitrogen oxides and particulates) are
currently controlled; others, such as carbon dioxide
are not mitigated. In addition, not all compounds
released by the various sources have been classified
as greenhouse gases. Table 9.1 also lists the gases
for which technical and economic data have been
collected and reviewed in this report. The assump-
tions and other technical details associated with
controlling greenhouse gases are discussed below.

9.1.1 Carbon Dioxide Control

Carbon dioxide can be removed from the energy
cycle either before fuel combustion or after. Pre-
combustion removal generally involves using chem-
ical processes to break the hydrocarbon bonds in
the fossil fuel; these measures then allow selective
combustion of hydrogen without the formation of
carbon dioxide. Pre-combustion processing may
also include measures designed to concentrate car-
bon dioxide levels in the flue gas for post-
combustion removal. Post-combustion removal in-
volves eliminating carbon dioxide from the power
plant flue gas through use of a scrubber or similar
filtering technology.

A number of physical and chemical separation
processes are available to effect carbon capture in
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Table 9.1. Exhaust Gas Emissions by Source

Greenhouse Summarizedin  Cost Data
Source Primary Pollutants Example Control Technology Status/Use Comments Gas Current Sludv(a) in Study
Industrial and Utility Boilers ~ Carbon monoxide NA® None required None required Yes Yes No
Carbon monoxide Monoethanol amine, molecular sieves, Not practiced  Not considered a pollutant Yes Yes Yes
potassium carbonate
Nitrogen oxides Low No, burners, selective catalytic Commercial - Yes Yes Yes
reduction, staged fuel/air injection
Nitrous oxide None - Very small amounts in ex- Yes Yes No
haust gas; no data available
Sulfur oxides Fuel sulfur control, dry sorbent Commercial --- No No No
injection, wet scrubbers
Particulates Baghouses, electrostatic precipitation, Commercial - No No No
wet scrubbers
Non-methane volatile NA NA Precursor to ozone No No No
organic compounds destruction
Methane NA NA Not considered a pollutant Yes No No
Cement Plants Nitrogen oxides Process control (e.g., fuel firing rate, ~ Commercial Very small amounts in Yes No No
excess air level) exhaust gas
Carbon dioxide Monoethanol amine, potassium Not practiced  Not considered a pollutant Yes Yes Yes©
carbonate
Carbon monoxide - -- Very small amounts in Yes No No
exhaust gas
Methane - - Very small amounts in Yes No No
exhaust gas
Landfills Carbon dioxide Molecular sieves, membranes Not practiced  Not considered a pollutant Yes Yes Yes©
Methane Molecular sieves, membranes Commercial Not considered a pollutant Yes Yes Yes
Natural Gas Pipelines Methane - Not practiced  Emissions small and very Yes Yes No
dispersed
Coal Mines Methane Membranes Commercial - Yes Yes Yes

(a) Limited by scope of study.

(b) Not applicable.
(¢) Similar to boilers.




either pre- or post-combustion modes. The most
important of these processes can be grouped into
four categories.

* chemical separation
* physical separation

* membrane processes
* Ccryogenic processes.

These categories are briefly described below
(Parekh 1982; Marland 1986; Baes et al. 1980a;
Steinberg etal. 1984; Kaplan 1982; Steinberg
1983a,b; Fraser et al. 1983).

Chemical Separation

Figure 9.1 is a simplified flow diagram showing a
typical pre-combustion chemical separation pro-
cess. The incoming acid gas (hydrogen sulfide and
carbon dioxide) in the diagram reacts chemically
with the solvent in the absorber to form intermedi-
ate compounds. The purified gas exits the top of
the absorber, while the rich solvent exits the bottom
and flows to the regenerator. In the regenerator,

the solvent is heated to reverse the chemical reac-
tion, driving off the acid gases. The regenerated
solvent is then returned to the absorber.

Two common chemical separation processes are
the alkanol amine processes (e.g., monoethanol
amine, diethanol amine, and methyl diethanol
amine) and the carbonate processes (€.g., Benfield),
both of which have been in use for many years in
the natural gas processing industry and which are
described in some detail below.

Physical Separation

The process configuration of a physical separa-
tion process is similar to that of the chemical sepa-
ration process shown in Figure 9.1. In physical sep-
aration processes, however, the acid gases do not
react chemically with the solvent, but instead are
physically absorbed (dissolved) into the solvent.
The rich solvent is then heated in the regeneration
column to drive off the acid gases. Examples of
physical separation processes are Rectisol and
Selexol.

Physical separation processes are generally fa-
vored for higher pressure applications (>200 psig).
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Figure 9.1. Chemical Separation Process Flow Schematic



For low pressure applications, the equipment re-
quired for physical separation is much larger for the
same gas throughput, and the economics favor the
chemical separation processes.

Membrane Processes

The basic concept of membrane separation pro-
cesses is illustrated in Figure9.2. To effect mass
transport through the membrane, a driving force
(e.g., pressure, concentration, electromagnetic field,
etc.) must be applied across the membrane. Under
the influence of the driving force, the membrane
permits specific components (solutes, solvents, or
gases) to pass through (permeate) it. The mem-
brane also inhibits transport of some components.
This selective transport forms the basis of the mem-
brane separation process, which generally involves
the separation of solutes from a fluid or the separa-
tion of two fluids.

In general, membrane processes are economical
for purifying gases at high pressure (e.g., S00 psig).
To date, their major commercial application has
been to purify hydrogen. Because the gases are
driven through the membrane by pressure, mem-
brane processes usually are not used for low-
pressure separation.

Cryogenic Processes

Cryogenic processes refrigerate and distill the
feed gas at high pressures (600 psig) and low tem-
peratures (-120°F) to separate the constituents
according to their different boiling points.
Cryogenic processes are not commonly used to
separate carbon dioxide from hydrogen streams
unless liquefied natural gas is the desired product.
If the product is a gas (instead of a refrigerated
liquid), a chemical, physical, or membrane process
is more economical.

Examples of carbon dioxide removal technolo-
gies are discussed below. Some of these are still
under development and have not been proved
commercially.

Pre-Combustion Technologies

Air Separation. Separating the constituents of
the flue gas allows the carbon dioxide to be isolated
and subsequently removed. Typically, only about
15% of the flue gas by volume is carbon dioxide;
thus, the energy required in the separation is sig-
nificant. One approach to reducing this energy
requirement involves a pre-combustion separation
process on the incoming air to enhance its oxygen
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Figure 9.2. Membrane Process Flow Schematic




content and reduce other would-be components of
the flue gas. Processes available for air separation
include membranes, pressure swing absorption, and
cryogenic distillation, although cryogenic distil-
lation is currently the only practical choice for
large-scale applications (Golomb et al. 1989). En-
hanced oxygen levels increase the combustion effi-
ciency of the fuel so that a greater portion of the
carbon within the fuel is converted to carbon di-
oxide (versus carbon monoxide or unburned hydro-
carbons). The carbon dioxide is not removed until
after combustion.

Gasification. In the case of coal, gasification
produces a hydrogen-rich gas from which the car-
bon can be removed before combustion in the
power plant. The hydrogen-rich gas is produced
through "water shift" reactions. A gasification plant
incorporates three basic steps:®

Coal (c) + H,O = CO + H, (water gas reaction)

Coal (c) + O, = CO, (to provide endothermic
energy for water gas reaction)

CO + H,0 = CO, + H, (water gas reaction).

The carbon dioxide can then be removed
through one of the advanced recovery technologies
and the hydrogen directed to the power plant for
combustion. Some of the advanced electricity tech-
nologies discussed in Chapter 2 incorporate gasifi-
cation processes (e.g., IGCC, fuel cells). Blok et al.
(1989) estimate the efficiency penalty of an IGCC
plant incorporating carbon dioxide recovery
(Selexol process assumed) to be about 5% (drop-
ping the efficiency from 43.6% to 38.7% in their
estimate). The same study also estimates an in-
creased busboard electricity price of 24%.

The HYDROCARSB Process. Coal is hydrogen-
ated in an exothermic reaction at about 800°C

(a) Steinberg, M., J. Lee, and S. Morris. March 1991. A4n
Assessment of CO, Greenhouse Gas Mitigation Technologies.
BNL-46045 Informal Report (Limited Distribution), Brook-
haven National Laboratory, Upton, Long Island, New York.
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(1500°F) and about 50 atm, forming methane in
high yields and leaving coal ash behind. After the
oxygen has been removed from the process gas as
either carbon dioxide or water by adsorption or
condensation, the methane-rich gas is heated with
excess hydrogen to about 1100°C (2000°F). At this
temperature, methane thermally decomposes in an
endothermic reaction to carbon black and hydro-
gen. Several types of reactors can be used to carry
out the hydrogasification and thermal decomposi-
tion reactions, including fluidized beds and packed
moving beds.

The HYDROCARB process essentially removes
the carbon from coal as carbon black and places it
in "monitored retrievable storage" for future use,
rather than removing the carbon dioxide from the
flue gas after coal combustion. The major product
from the HYDROCARB process is hydrogen,
which can then be burned as fuel in a power plant.
Steinberg (1987) claims that, under the best condi-
tions, the efficiency to produce hydrogen from coal
is 24%. This is comparable to the use of nuclear
reactors for generating electricity to electrolyze
water for producing hydrogen, which also has a
thermal-to-hydrogen energy conversion efficiency
of 24%.

The HYDROCARB process was conceptually
developed at the Brookhaven National Laboratory.
It has not been commercialized or even demon-
strated in the laboratory. Brookhaven researchers
are advocating the construction of coal refineries
based on this process technology.

Post-Combustion Technologies

Flue Gas Recycling. Recycling a portion of the
flue gas increases the carbon dioxide content of the
final exhaust stream. Recycling would typically be
used in conjunction with a pre-combustion air sepa-
ration process. The combination of air separa-
tion/flue gas recycling is a relatively inexpensive
means of concentrating the carbon dioxide for sub-
sequent removal (Golomb et al. 1989). Approxi-
mately 75% of the flue gas is recycled to the com-
bustor under this approach. The remainder is



directed through the chosen carbon dioxide capture
process, dehydrated, compressed, and disposed of.

Many technologies could potentially be used to
remove carbon dioxide from the flue gas stream.
The preferred absorption system (physical, chemi-
cal, or a combination) will depend on the operating
pressure chosen. Chemical solvents are generally
preferred for their high absorptive capacity at low
pressure. In contrast, physical separation processes
require high pressures. Low-pressure flue gases
must therefore be compressed, introducing associ-
ated energy losses and costs. However, chemicals
can introduce solvent degradation and other prob-

lems. A partial listing of these technologies
includes®

Fluor Solvent Fluor Econamine

Purisol SNPA-DEA

Rectisol Alkacid M

Selexol Ammonia-based processes
Amisol Benfield

Sulfinol Glammarco-Vetrocoke
ADIP Vacuum carbonate

Dow MEA

Two of these technologies (Dow MEA and Ben-
field) are discussed in further detail below.

Monoethanol Amine. The monoethanol amine
process has been used in the natural gas processing
and petroleum refining industries to remove hydro-
gen sulfide and carbon dioxide from hydrocarbon
gases for many years. The technology is well de-
veloped and understood, and can be readily adapted
to remove carbon dioxide from boiler flue gas.

Monoethanol amine is a strong base that re-
moves the acidic carbon dioxide by two reactions:

C,H,OHNH,HCO,

(a) Smith, I, K Thambimuthu, and L. Clarke. January 1991.
Greenhouse Gases, Abatement and Control: The Role of Coal.
Draft Report. International Energy Agency Coal Research,
London.
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C,H,OHNHCO,NH,C,H,0H

The conventional monoethanol amine process has
several disadvantages that limit its application in
the refining and natural gas industries. Because
monoethanol amine does not remove mercaptans
efficiently and because it is degraded by reduced
sulfur compounds, such as carbonyl sulfide, dietha-
nol amine is more commonly used when these com-
pounds are present. Another disadvantage of the
monoethanol amine process in refinery applications
is that it does not preferentially remove hydrogen
sulfide. These disadvantages in natural gas purifica-
tion, however, should not be significant for removal
of carbon dioxide from flue gas. For flue gas purifi-
cation, the oxygen and sulfur dioxide contents of
the flue gas are of greatest concern.

Figure 9.3 is a flow diagram of the monoethanol
amine process. A solution of 20% monoethanol
amine in water is fed to the top of the absorber
where it flows countercurrent to the flue gas. As
the flue gas rises in the absorber, the carbon dioxide
reacts with the monoethanol amine at approxi-
mately 140°E The cleaned gas exits the top of the
absorber while the rich solvent flows to the regener-
ator, operating at approximately 260°FE At this
temperature, the chemical reaction is reversed, driv-
ing off the carbon dioxide. The regenerated solvent
is returned to the absorber. If sulfur compounds
other than hydrogen sulfide are present, mono-
ethanol amine can be degraded by nonreversible re-
actions. In the monoethanol amine process, a small
purge is taken from the regenerator to reclaim the
degraded solvent.

The carbon dioxide gas from the regenerator
must be subsequently disposed of. Some carbon di-
oxide could also be used in enhanced oil recovery.
The enhanced oil recovery market has been esti-
mated at 1 to 3 trillion cubic feet of carbon dioxide
per year. However, this market is very sensitive to
oil prices. In the early 1980s, many different organ-
izations, including DOE and EPRY], investigated the
recovery of carbon dioxide from flue gas for use in
enhanced oil recovery. Several amine units were



Purified
Gas

Lean Monoethanol Amine

cw

——
Gas Feed

CO,

&

\/

Monoethanol
Amine to
Reclaimer

Figure 9.3. Monoethanol Amine Process Flow Schematic

installed on plants fired with methanol gas.
Because of the decline in oil prices, however, these
projects are no longer operating. The enhanced oil
recovcry application was based on the economics of
carbon dioxide recovery, rather than on global
warming considerations. The use of carbon dioxide
for enhanced oil recovery may only be partially ef-
fective as a global warming mitigation technology
because a significant portion of the carbon dioxide
used in enhanced oil recovery is later released into
the atmosphere.

Potential for Carbon Dioxide Reduction. Mono-
ethanol amine can remove carbon dioxide to less
than 1,000 ppm in the purified gas. Studies of 90%
carbon dioxide removal from boiler flue gas have
been published based on the demonstrated com-
mercial experience in gas processing.

Approximately 5.6 million Btu of energy is
required to remove one ton of carbon dioxide via
the monoethanol amine process.

Development Needs. Monoethanol amine is a
commercial process widely installed in the natural
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gas processing and petroleum refining industries
throughout the United States. The amine processes
have been fully commercialized for the removal of
hydrogen sulfide and carbon dioxide from natural
gas. However, for large-scale removal of carbon di-
oxide from flue gas, it may be possible to develop
more efficient and more economical processes than
monoethanol amine. In addition, the flue gas from
coal-fired boilers is likely to have a higher particu-
late loading than the natural gas and refinery gas
feedstocks normally processed in monoethanol
amine. Furthermore, these processes recycle the
chemicals and are thus subject to influence by the
small amount of impurities usually present in the
flue gas (which are concentrated in the chemicals as
the chemicals are recycled). There is no experience
in using these processes on flue gas from coal-fired
boilers, where particulates, sulfur, and other chemi-
cals are expected in the flue gas. A second potential
issue is the ability of the monoethanol amine unit
to load-follow. However, neither of these issues
should be a significant barrier to applying the tech-
nology to carbon dioxide removal from flue gas.



Commercialization Issues. Except in very few in-
stances, such as enhanced oil recovery, there is no
economic incentive for a utility or any industrial
process to install a system to recover and dispose of
carbon dioxide. Thus, policy intervention in terms
of regulation or economic incentive would be re-
quired to promote adoption of this technology.
With policy intervention mandating the use of car-
bon dioxide control, 3 to 5 years would be required
to pilot test and demonstrate the technologies using
actual boiler flue gas. Thereafter, the selected ma-
ture technologies could be installed with a con-
struction time of about 1 year.

There are many potential problems in applying
this technology universally. For example, existing
power plants located in congested areas, such as
New York City, might not be able to install a car-
bon dioxide scrubbing system economically because
of lack of space. Some other plants might not be
located close enough to the ocean or to under-
ground caverns to dispose of the carbon dioxide
economically.

Quantitative Performance and Cost Data. ‘Tab-
le 9.2 summarizes the performance and cost data
for a monoethanol amine plant. (The terms and
assumptions used to develop the data in Table 9.2
are more fully defined in Section 9.5.)

Potassium Carbonate. Figure 9.4 shows a sche-
matic of the potassium carbonate process, also
known as the Benfield process. In this process, the
carbon dioxide in the gas reacts with potassium car-
bonate to form potassium bicarbonate in the first
column (the absorber). In most gas processing ap-
plications, the absorber operates at 100 to
2,000 psig and at temperatures as high as 250°F.
Next, the potassium bicarbonate solution flows to
the regenerator where it is reconverted to potas-
sium carbonate. The regenerator operates at
atmospheric pressure and at a temperature of about
230°FE

The chemical reaction that takes place in the ab-
sorber to recover carbon dioxide is
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Table 9.2. Performance and Cost Data for Carbon
Dioxide Removal Through a Monoethanol Amine
Plant

ENERGY CHARACTERISTICS
Fuel Use Requirements, million Btu/ton 5.6
Heat Rate, Btu/kWh 4300
Capacity Factor 90%
Percent Removal 90%
Operating Lifetime 20 years
Operating Characteristics Uncertainty Low
COSTS
Capital Costs, annual $/million Btu 0.71
O&M Costs, $/million Btu fired 2.10
Cost of Capital Low
MARKET POTENTIAL
Maximum Potential Penetration 95%
Expected Date of First Entry
Without Policy Intervention None
With Policy Intervention 2000
Construction Time, Years 1

K,CO; + CO, + Hy,O -2 KHCO;,
The reverse reaction takes place in the regenerator.

Potential for Carbon Dioxide Reduction. The Ben-
field Hi Pure process is reportedly able to reduce
carbon dioxide concentration to 10 ppm in the pur-
ified gas. No economic data for this extreme treat-
ment were found during this study, but this degree
of scrubbing is likely to be very expensive. Studies
of 90% carbon dioxide removal from boiler flue gas
have been published based on the demonstrated
commercial experience in gas processing.

Approximately 6.6 million Btu of energy is re-
quired to remove 1 ton of carbon dioxide.

Development Needs. Over 500 Benfield-activated
potassium carbonate plants have been reported in
commercial operation, mostly for selective removal
of hydrogen sulfide from hydrocarbon gases. The
potassium carbonate process is capable of scrub-
bing low pressure gas, but it has mostly been
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Figure 9.4. Benfield Potassium Carbonate Process Schematic

applied for gas pressures over 100 psig. Appli-
cation to low pressure gas is more an economic
issue than a technical one.

As stated previously, the flue gas from coal-fired
boilers is likely to have a higher particulate loading
than the natural gas and refinery gas feedstocks
normally processed in potassium carbonate units.
In addition, these processes recycle the chemicals
and are thus subject to influence by a small amount
of impurities usually present in the flue gas. (The
impurities are concentrated in the chemicals as the
chemicals are recycled.) There is no experience in
using these processes on flue gas from coal-fired
boilers, where particulates, sulfur, and other chemi-
cals are expected in the gas. A second potential
issue is the ability of the potassium carbonate unit
to load-follow. Once a decision has been made to
use a potassium carbonate system to remove carbon
dioxide from flue gas, technical solutions to these
two issues can be developed, probably without any
additional government support.

Commercialization Issues. Currently, a utility or
an industrial firm has no economic incentive to
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install a potassium carbonate system to recover and
dispose of carbon dioxide. Thus, policy interven-
tion in terms of regulation or economic incentive
will be required to promote adoption of this tech-
nology. With policy intervention mandating the ap-
plication, 3 to 5 years would be required to pilot
test and demonstrate the technologies using actual
boiler flue gas. Thereafter, the selected mature
technologies could be installed with a construction
time of about 1 year.

Once carbon dioxide scrubbing is required, the
potassium carbonate process may be more eco-
nomical than monoethanol amine in a few applica-
tions. Among its advantages is the ability to
process feed gas up to 280°F. However, as in the
case of the monoethanol amine process, some utili-
ties will find space or location constraints to be
significant barriers to installation of a carbon
dioxide recovery and disposal system.

Quantitative Performance and Cost Data.
Table 9.3 summarizes the performance and cost
data for a potassium carbonate facility. (See
Section 9.5 for definition of terms.)



Table 9.3. Performance and Cost Data for Carbon
Dioxide Removal Through a Potassium Carbonate
Facility

ENERGY CHARACTERISTICS
Fuel Use Requirements, million Btu/ton 6.6
Heat Rate, Btu/kWh 5100
Capacity Factor 90%
Percent Removal 90%
Operating Lifetime 20 years
Operating Characteristics Uncertainty Low
COSTS
Capital Costs, annual $/million Btu 0.75
O&M Costs, $/million Btu fired 1.80
Cost of Capital Low
MARKET POTENTIAL
Maximum Potential Penetration 95%
Expected Date of First Entry
Without Policy Intervention None
With Policy Intervention 1995
Construction Time, Years 1

Carbon Dioxide Control Technology Selection

Preliminary assessment of the process categories
described above shows that chemical separation is
expected to be the most economical and technically
feasible process for removing carbon dioxide from
the low pressure flue gas generated by boilers. Both
amine and potassium carbonate processes would be
suitable. Among the amines, however, only mono-
ethanol amine appears promising for the selective
removal of carbon dioxide. The other amine pro-
cesses (e.g., diethanol amine or methyl diethanol
amine) are not suitable because of their ability to
remove hydrogen sulfide in preference to carbon di-
oxide and because they can remove other sulfur
compounds, such as carbonyl sulfide. In other
words, diethanol amine and methyl diethanol amine
processes are used to remove carbon dioxide in the
presence of sulfur-containing compounds. These
considerations, however, are not important for car-
bon dioxide removal in many utility and industrial
boilers.

In addition, monoethanol amine processes are
less expensive to apply because they require less
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initial capital investment for installation than do
other chemical absorption control methods. These
processes, however, have higher operating costs
than the potassium carbonate chemical absorption
systems. They are also sensitive to sulfur and oxy-
gen contamination and experience a loss in absorp-
tion efficiency because of the contamination. In
comparison, carbonate-based processes are more
sulfur tolerant, and at the sulfur dioxide levels ex-
pected in the flue gas after desulfurization, the car-
bonates could be less expensive to operate. The
carbonates will still have higher initial capital costs
than the amine-based processes.

Removing carbon dioxide from the atmosphere
through chemical absorption processes is estimated
to require 1.5 to 2 times the energy required to re-
move it from power plant flue gases; the cost range
depends upon the percent of carbon dioxide re-
moved from the flue gas. The subsequent disposal
of the carbon dioxide into the ocean as either a gas
or a liquid requires about the same amount of ener-
gy, while disposal as a solid requires about twice the
energy. The estimates further indicate that re-
moving 50% of the carbon dioxide in flue gases
would reduce power plant efficiency to less than
27%, while removing 90% of the carbon dioxide
would reduce power plant efficiency to less than
14%.

In general, physical separation and membrane
processes are not technically or economically feasi-
ble for existing utility and industrial boilers. Such
plants currently emit their exhaust at about atmos-
pheric pressure, which does not offer sufficient
pressure differential to allow diffusion membranes
or molecular sieves to be used to separate the car-
bon dioxide from the flue gas. However, if pres-
surized fluidized-bed combustion becomes an im-
portant power plant technology, there would be
sufficient pressure head, making it worthwhile to
evaluate mechanical or physical separation
technologies.

The cryogenic process is not summarized in this
report primarily because no published information
on the application of the process for removing




carbon dioxide from boiler flue gas could be found.
In general, cryogenic processes are likely to be very
expensive, although they might be competitive in
some instances (e.g., large-scale applications). In
addition, the energy required to remove carbon
dioxide by cryogenic technologies is 20 times
greater than the energy required by chemical
processes.

Besides the four process categories (chemical
separation, physical separation, membrane
processes, and cryogenic processes) described
above, other "acid gas removal" processes are used
in the natural gas industry. These processes have
not been considered in this study because they are
primarily applicable to removal of hydrogen sulfide
and are not used to separate carbon dioxide. These
processes include

* solid bed adsorption (zinc oxide)

» direct conversion (Stretford, Unisulf, Takahax,
etc.)

» dry oxidation (Selectox).

In addition, lime scrubbing was not considered
because it is not promising for carbon dioxide
removal from flue gas.

Thus, at present, chemical separation processes
appear to be the most feasible (technically and eco-
nomically) near-term option for removing carbon
dioxide from boiler flue gas. This selection is
consistent with the work of other investigators
(Steinberg 1983a,b; Fraser et al. 1983). The in-
formation presented in this report is based on pub-
lished studies of carbon dioxide removal from
boiler flue gas which contains 8% to 16% oxygen.

The chemical separation processes could also be
applied to remove carbon dioxide from cement kiln
flue gas. The exhaust gases from cement kilns
contain a mixture of combustion products and car-
bon dioxide from calcination. This stream is
normally cleaned of particulates and vented into
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the atmosphere. The primary components of
cement kiln stack gas are carbon dioxide, water
vapor, and nitrogen, with small amounts of carbon
monoxide, methane, and nitrogen oxides. In
general, nitrogen oxides emissions are mitigated by
process control such as by controlling flame
temperature, fuel firing rate, or level of excess air.
To date, no nitrous oxide emissions have been
identified in cement plant exhaust gases. Since
cement kiln flue gas contains more carbon dioxide
(20% to 25%) than boiler flue gas (8% to 16%), the
removal costs should be slightly lower per ton of
carbon dioxide removed.

9.1.2 Carbon Monoxide Control

Carbon monoxide is controlled by tuning the
boiler to reduce carbon monoxide emissions or by
employing oxidizing catalysts to convert the carbon
monoxide in the flue gas to carbon dioxide. In
general, tuning the boiler involves making simple
mechanical changes to the burner/boiler system. By
far, the most economical and common methods
used are to adjust burner controls and/or tilt the
burners and/or adjust the location and amount of
combustion air.

The carbon monoxide catalysts are highly
oxidizing, noble metal catalysts that tend to oxidize
sulfur dioxide to sulfur trioxide and nitrogen
compounds to nitrogen oxides. As a result, they are
usually applied to the exhaust stream after sulfur
dioxide controls and before any flue gas nitrogen
oxide treatment is applied. Carbon monoxide
catalysts are rarely applied to boiler operations; to
date, they have been applied only to gas turbine
systems that use wet combustion controls to control
nitrogen oxides.

9.1.3 Nitrogen Oxides Control

The principal nitrogen oxides generated in
boiler operations are nitric oxide, which is 80% to
95% of nitrogen oxides, and nitrogen dioxide.
Although nitrous oxide is generated, recent
measurements on boiler systems indicate it is in the



less than 20 ppm range (and probably less than
5 ppm), which indicates that boilers are not the
principal source of nitrous oxide emissions to the
atmosphere.

Nitrogen oxides emissions from utility boilers
are controlled either by treating the flue gas chemi-
cally to convert nitrogen oxides to nitrogen or by
modifying the combustion process to minimize the
amount of nitrogen oxides produced. In-situ or in-
boiler controls (such as low nitrogen oxides burn-
ers, gas recirculation, reburning, and air or fuel
staging) can eliminate up to 50% of the uncontrol-
led nitrogen oxides emissions from boilers. These
controls have been applied to fossil-fuel-fired boiler
applications, though mostly to low sulfur fuels,
since the 1970s. In general, flue gas treatment is
applied in addition to in-boiler combustion con-
trols to achieve the lower nitrogen oxides emissions
required to meet local regulatory requirements.
The combination of the combustion modifications
and the flue gas treatment is generally designed to
reduce emissions of nitrogen oxides by 80% to 90%
from uncontrolled levels (EPRI 1985; Damon et al.
1987; Robie et al. 1989).

Flue Gas Treatment Processes

Of the various chemical processes available to
reduce nitrogen oxides in flue gas, selective catalytic
reduction (SCR), selective noncatalytic reduction,
and Exxon Thermal DeNO, are the most common.
Among these processes, the selective catalytic re-
duction process is the most widely used because it
can remove more nitrogen oxides than the other
two processes. Figure 9.5 illustrates the selective
catalytic reduction process.

The selective catalytic reduction process is based
on using ammonia to reduce nitrogen oxides to ni-
trogen and water. The process has been demon-
strated for up to 80% nitrogen oxides reduction
from large commercial systems such as those used
at electric utilities. Japan has applied the tech-
nology widely on low sulfur fuels, and West
Germany is now installing it on low and medium sul-
fur coal-fired boilers. The technology has not yet
been widely used in the United States, although it
has been applied on some natural gas-fired utility
equipment. Some performance and cost data for
the selective catalytic reduction process are shown
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Figure 9.5. Selective Catalytic Reduction Process
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in Table9.4. (See Section9.5 for definition of
terms used in the table.)

Table 9.4. Performance and Cost Data for Selected
Catalytic Reduction Nitrogen Oxides Control
Technology

ENERGY CHARACTERISTICS
Fuel Use Requirements, million Btu/ton 1.3
Heat Rate, Btu/kWh 400
Capacity Factor 90%
Percent Removal 80%
Operating Lifetime 20 years
Catalyst life (80% of capital cost) 5 years
Operating Characteristics Uncertainty Low to medium
COSTS
Capital Costs, annual $/million Btu 0.2623
O&M Costs, $/million Btu fired 0.7448
Cost of Capital Low
MARKET POTENTIAL
Maximum Potential Penetration 85%
Expected Date of First Entry
Without Policy Intervention 1996
With Policy Intervention 1994
Construction Time, Years 0.6

Other post-combustion processes that have the
potential to be more economical than selective cat-
alytic reduction are also under development. Most
of these processes combine sulfur oxides and nitro-
gen oxides removal in a single unit. These proc-
esses can be grouped into several categories:

» solid adsorption/regeneration processes - copper
oxide process, NOXSO process, Mitsui/Bergbau
Forschung Activated Coke process, Electric
Power Development Company Activated Char-
coal process, etc.

+ irradiation processes - Ebara E-Beam Process,
Combustion Engineering Corona Process

» wet SOxNOx processes - Saarberg-Holter Iron
Chelate

* gas/solid catalytic processes -
SOxNOxROxBOx.

WSA-SNOx,
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Many of these processes have been developed
under U.S government sponsorship, and two have
been selected for demonstration projects in the
Innovative Clean Coal Technology (ICCT) solici-
tation (i.e., WSA-SNOx and SOxXNOxR OxBOx).

When more economical processes for post-
combustion control of nitrogen oxides are commer-
cialized, they will likely compete with selective cata-
Iytic reduction. However, the net effect on nitrogen
oxides emissions is likely to be small because the
new processes will also be operated to achieve the
nitrogen oxides emissions limits prescribed by
regulators.

Low Nitrogen Oxides Burners

The rate at which nitrogen oxides emissions are
generated in the combustion zone of a boiler or fur-
nace can be decreased by new burners being devel-
oped for coal, oil, and natural-gas-fired combustors.
These burners employ methods that distribute the
fuel and the combustion air such that local reducing
and separate oxidizing regions are formed. The ini-
tial combustion takes place in an oxygen lean zone
(a reducing zone), while the final burnout of the
fuel takes place in an oxidizing zone. This process
can obtain up to about 50% nitrogen oxides reduc-
tion, but not all furnace and boiler designs can ac-
commodate the new burners. Requirements to
allow the boiler to load-follow by controlling the
combustion process impose further restrictions on
such nitrogen oxides control technologies. How-
ever, for base load plants, it is a preferred solution
because the initial capital costs are relatively small
and the system is passive in that it does not require
an active control system beyond that needed to
control the combustion process. However, control
points and settings are limiting factors of this tech-
nology because, as nitrogen oxides decrease, the
unburned hydrocarbons and the generation of car-
bon monoxide increase. At some point these emis-
sions become more troublesome than nitrogen
oxides. Some cost and performance data for low
nitrogen oxides burners are shown in Table 9.5.
(See Section 9.5 for definition of terms used in the
table.)



Table 9.5. Performance and Cost Data for Low
Nitrogen Oxides Burner Technology

ENERGY CHARACTERISTICS

Fuel Use Requirements, million Btu/ton 0
Heat Rate, Btu/kWh 0
Capacity Factor 99%
Percent Removal 50%
Operating Lifetime 15 years
Operating Characteristics Uncertainty Low
COSTS

Capital Costs, annual $/million Btu 0.0262
O&M Costs, $/million Btu fired 0.0017
Cost of Capital Low
MARKET POTENTIAL

Maximum Potential Penetration 95%

Expected Date of First Entry
Without Policy Intervention
With Policy Intervention

Construction Time, Years

Currently in use
Currently in use
0.2

Other In-Boiler Controls

The concept of staging the fuel and air or adding
reducing gases such as ammonia to the boiler can
be applied within the boiler at locations other than
at the burners. Examples of such controls are
* Jow excess combustion air
» over-fire air
* flue gas recirculation

» coburning of natural gas and the primary fuel

* reburning by adding natural gas and air into the
upper regions of the boiler

* ammonia addition in the hot upper regions of
the boiler where the flue gas temperature is high
enough to cause nitrogen oxides reduction
without the need for a catalyst.

Typically, nitrogen oxides reductions of up to 40%
are possible through use of such procedures, al-
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though higher reductions are possible if greater am-
monia, carbon monoxide, or unburned hydrocarbon
emissions can be accepted.

A number of processes under development re-
duce both sulfur oxides and nitrogen oxides from
boiler flue gases. Their development is based upon
the belief that controlling both acid gas precursors
in a single process should be less expensive than ap-
plying separate processes. When compared with
the costs for removing nitrogen oxides only, all of
the combined processes will be more expensive.
Thus, the combined processes are not expected to
be commercialized based upon a greenhouse gas
policy initiative, but upon an acid rain policy
initiative.

9.1.4 Methane Control

Leakage from gas pipelines and methane dis-
charges from landfills and coal seams are significant
sources of methane in the atmosphere. Several in-
vestigators have suggested that methane leakage
from the natural gas distribution system might be as
high as 2%. These estimates, however, have been
strongly disputed by the gas industry. Nonetheless,
they are an indication of both the potential magni-
tude of methane releases into the atmosphere and
the small amount of data currently available.

The methods available to decrease the amount
of methane released to the atmosphere from these
sources are briefly discussed below.

Coal Mines

Coal mines are degassed both before a new coal
seam is opened and continuously during mining op-
erations. Degassing is usually accomplished by ex-
posing the coal seam, then pumping fresh air into
the mine and continuously withdrawing the air/
methane mixture. The collected methane is then
vented to the atmosphere.

Over the years, the DOE has sponsored the de-
velopment of various methods to collect coal mine
methane in situ before the coal is mined. These



methods have been applied to commercial mines,
and the collected gas has been added to the natural
gas transmission system (Layne et al. 1988; Byrer
etal. 1987; Boyer 1986). In one technology, holes
are bored into the coal seam and a partial vacuum is
applied. The vacuum helps draw the methane into
the open holes to a header system, where it is com-
pressed and then added to the natural gas supply
system. To apply this technology, a gas transmis-
sion line or user of natural gas must be located near
the coal mine; otherwise, the compression and
transportation costs can make the delivered cost of
methane from the coal mine noncompetitive with
natural gas extracted from wells. ‘Table 9.6 sum-
marizes the performance and cost data for recover-
ing methane from coal beds. (See Section 9.5 for
definition of terms used in the table.)

Table 9.6. Performance and Cost Data for
Recovering Methane from Coal Beds

ENERGY CHARACTERISTICS
Fuel Use Requirements,
million Btu/ton

Process uses recovered gas
as fuel. No external fuel

is required.

Heat Rate, Btu/Kwh NA
Capacity Factor 90%
Percent Removal 50-80%
Operating Lifetime 20 years
Operating Characteristics Low

Uncertainty
COSTS
Capital Costs, Annual $/million Btu 0.9644

O&M Costs, $/million Btu fired 0.6960 (Royalty payments

are approximately 50% of

the annual O&M costs.)
Cost of Capital Low
MARKET POTENTIAL
Maximum Potential Penetration 80%
Expected Date of First Entry

Without Policy Intervention
With Policy Intervention

Currently in use.
Required for uneconomical
applications.

Construction Time, Years 0.2-0.5 years
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Gas Pipelines

The extent of methane leaks from natural gas
transmission and distribution systems is not clear.
A potential exists for methane leakage at the gas
compression stations within the transmission infra-
structure and at ruptures or cracks in the distri-
bution piping system. In addition, there are con-
struction projects that have accidentally ruptured
distribution lines and pipe joints, valves that have
experienced leaks, and other accidents that cause
methane leakage. However, the natural gas trans-
mission industry claims that much of the difference
between the measured amount of natural gas in the
pipelines and the measured amount of natural gas
sold to customers represents metering €rrors, not
leakage problems. At present, the controls for
methane leakage are to repair/replace the leaking
component or fixture or vent the leak to the atmo-
sphere if the source of the leak cannot be found.
Venting is done to ensure that explosive quantities
of natural gas do not collect and subsequently
explode, as concentrations of 5% 10 15% by volume
in air are explosive.

Encased pipelines, in which the natural gas pipe-
line is enclosed within a second pipeline to collect
the leaking methane, are a technical option to re-
duce methane releases in the future. The cost of an
encased pipeline will be significantly higher. Dur-
ing this study, no published reports analyzing this
option could be found.

Landfill Gas

Current EPA regulations require methane con-
centrations to be less than 1.25% by volume in an
enclosed structure and less than 5% (10% for land-
fill gas) at the property boundaries of a landfill.
Landfill gas is approximately half methane; the rest
is carbon dioxide, water, air, and other impurities.

Landfill gas controls have been classified as pas-
sive or active. In passive controls, the landfill



volume is penetrated with pipes or structures open
to the atmosphere, and the collected gas is allowed
to vent freely to the atmosphere. In addition, ver-
tical barrier trenches are placed around the landfiil
and backfilled with gravel. These trenches intercept
any laterally migrating landfill gas and provide a
path to vent freely to the atmosphere, thus ensuring
that the EPA concentration requirements are met
at the property boundaries. The active control sys-
tem consists of perforated pipes installed in a series
of vertical and horizontal holes in the landfill. The
piping is connected to a header, and a partial vacu-
um is applied to enhance the collection of the gas,
which is then either flared or further processed for
use as an energy source. The energy application is
normally as pipeline gas (after suitable cleaning and
pressurizing) or to drive an engine to produce heat
or mechanical work. The fuel gas in this case has a
heating value of 450 to 550 Btu/scf. Only in special
circumstances are electric generation plants eco-
nomically fueled by landfill gas (ANL 1988;
Borgardus 1987).

In the last 10 years, about 40 landfill gas collec-
tion and use plants have been installed in the
United States. In general, the application of the
vacuum technology to landfills is highly dependent
upon local economics. The technology is well
understood. The age, quantity, and depth of waste
generally determine the quantity of gas available.
Table 9.7 summarizes the performance and cost
data for methane gas recovery from landfills. (See
Section 9.5 for definition of terms used in the
table.)

9.2 CARBON DIOXIDE TRANSPORT AND
DISPOSAL TECHNOLOGIES

As mentijoned previously, the two principal car-
bon dioxide disposal options are as a liquid and as a
gas. Of these two options, liquid carbon dioxide is
more expensive because of high compression and
liquefaction costs. On the positive side, liquid car-
bon dioxide does not require large storage space; in
other words, large amounts of carbon dioxide re-
covered in liquefied form from boiler flue gas can
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Table 9.7. Performance and Cost Data for Gas
Recovery Methane from Landfill

ENERGY CHARACTERISTICS High Btu Gas  Electricity,
Fuel Use Requirements, million ~ Process uses recovered gas

Btu/ton as fuel. No external fuel is
required.
Heat Rate, Btu/Kwh NA NA
Capacity Factor 90% 90%
Percent Removal 85% 85%
Operating Lifetime 20 years 20 years
Operating Characteristics Low Low
Uncertainty
COSTS
Capital Costs, annual $/million 0385 10
Btu
O&M Costs, $/million Btu fired  0.09 0.1
Cost of Capital Low Low
MARKET POTENTIAL
Maximum Potential Penetration 6% 6%
Expected Date of First Entry
Without Policy Intervention Currently Currently
in use in use
With Policy Intervention Required for uneconomical
applications
Construction Time, Years 0.2-0.5 0.2-0.5

be stored in small volumes. This is in contrast to
the large storage volumes required to store gaseous
carbon dioxide. In addition, gaseous disposal may
result in a significant portion of the recovered car-
bon dioxide being lost to the atmosphere.

At least four methods exist for carbon dioxide
disposal: storage in depleted gas wells, ocean dis-
posal, use in enhanced oil recovery (EOR), and
storage in excavated salt domes. Site availability
will obviously be a key issue for each of these op-
tions, since the distance of a power plant from a dis-
posal site would have a significant impact on the
cost of transporting the carbon dioxide. There are
an estimated 12,000 abandoned oil and gas reser-
voirs in the United States (Horn and Steinberg
1982) that could provide several decades of carbon
dioxide storage at current emission rates from the
U.S. utility system. EOR has a potential market for
1 to 3trillion cubic feetfyear of carbon dioxide



(NPC 1984). On an annual basis, this could accom-
modate approximately 5% to 10% of the current
U.S. utility capacity. Ocean disposal is essentially
unlimited in capacity (the capacity would exceed
fossil fuel reserves). Storage capacity in salt domes
apparently is sufficient for several centuries of out-
put from the U.S. utility system (Horn and Stein-
berg 1982).

9,2.1 Transport

A fundaraental constituent of any scheme to dis-
pose of captured carbon dioxide emissions is trans-
port of the resulting substance from the locatjon of
capture to the site of disposal. Transport can be a
major barrier as the necessary transport distances
increase. This section includes brief descriptions of
seven different carbon dioxide transport
technologies.

The carbon dioxide collection and disposal sys-
tem involves an extensive network of pipelines.
Construction of this large system is likely to gener-
ate public opposition similar to that encountered by
any large-scale project in the current political cli-
mate. Individuals in the vicinity of the proposed
pipelines are likely to form groups to oppose the
pipeline. In addition, carbon dioxide is not gener-
ated uniformly. A relatively small number of coal-
burning states may account for a disproportionate
share of the emissions. Thus, the entire program
could be politically sensitive. Table 9.8 summarizes
the cost and performance data for liquefied carbon
dioxide disposal technology. (See Section 9.5 for
definition of terms used in the table.)

Pipeline Transport of Carbon Dioxide Dissolved
in Sea Water

Gaseous carbon dioxide is dissolved in sea water
at the power plant and transported via pipeline to
the deep ocean for disposal.  Albanese and
Steinberg (1980) evaluated the collection and dis-
posal of carbon dioxide in sea water for a 200-MWe
plant located at the coast, with 10-mile transport of
the carbon-dioxide-rich sea water to the deep
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Table 9.8. Performance and Cost Data for Lique-
fied Carbon Dioxide Disposal Technology

ENERGY CHARACTERISTICS
Fuel Use Requirements, million Btu/ton 1.8
Heat Rate, Btu/Kwh 1420
Capacity Factor 90%
Percent Removal 90%
Operating Lifetime 20 years
Operating Characteristics Uncertainty Medium
COSTS
Capital Costs, annual $/million Btu 0.71
0&M Costs, $/million Btu fired 0.10
Cost of Capital Medium
MARKET POTENTIAL
Maximum Potential Penetration 95%
Expected Date of First Entry
‘Without Policy Intervention None
With Policy Intervention 2000
Construction Time, Years 23

ocean. This study concluded that the sea water
pumping energy alone would exceed the energy
produced by the plant, even at a carbon dioxide
removal efficiency of only 60%.

Pipeline Transport of Liquid Carbon Dioxide

Near-atmospheric pressure carbon dioxide is
compressed in a series of inter-cooled compressors
to a supercritical pressure (above 1200 psi). An
aftercooler would typically be used to reduce the
temperature of the carbon dioxide leaving the last
compressor to near ambient conditions. The liquid
carbon dioxide is transported via a high-pressure
steel pipeline.

Pipeline transport of liquid carbon dioxide is the
most commonly proposed transport mechanism for
centrally collected carbon dioxide. The concept is
not only technically feasible, but currently em-
ployed on a large scale in the Western United
States where carbon dioxide is transported several
hundred miles from naturally occurring sources to
EOR operations.



Pipeline Transport of Gaseous Stack Gas

Power plant stack gas at near-atmospheric pres-
sure is compressed in a series of inter-cooled com-
pressors and transported via a high-pressure steel
pipeline. The potential advantage of this concept is
that carbon dioxide removal and disposal could be
accomplished simultaneously after transporting the
stack gas to a deep ocean location. The primary
disadvantage of this concept is the voluminous
quantity of stack gas that would have to be trans-
ported compared with a concentrated carbon di-
oxide stream coming from the same power plant.

Pipeline Transport of Gaseous Carbon Dioxide

Near-atmospheric pressure carbon dioxide is
compressed in a series of inter-cooled compressors
to a temperature and pressure well within the gas-
eous phase of carbon dioxide. The pressure would
generally be less than supercritical, and the tem-
perature must be high enough to avoid the two-
phase region. Transport is via a high-pressure steel
pipeline.

The component technology for pipeline trans-
port of gaseous carbon djoxide is available and ma-
ture. Although no gaseous carbon dioxide pipe-
lines of 100 or more miles in Iength are known to
exist, liquid carbon dioxide pipelines are currently
employed on a large scale in the Western United
States, where carbon dioxide is transported several
hundred miles from naturally occurring source
points to EOR operations. Extensive worldwide
natural gas pipelines provide a wealth of experience
with similar technology.

Mobile Container Transport of Solid Carbon
Dioxide Hydrate

Near-atmospheric pressure carbon dioxide is
compressed and cooled in the presence of water to
form a solid hydrate (CO,6H,0) with a clathrate
structure and a specific gravity of 1.12. Like "dry
ice," the carbon dioxide hydrate can be transported
in a refrigerated mobile container by truck, rail,
barge, or ocean freighter.
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The energy requirements for creating carbon di-
oxide hydrate are about 1/3 higher than for solidify-
ing carbon dioxide (Baes et al. 1980a). Transporta-
tion costs per unit of carbon dioxide are expected to
be greater than three times that for dry ice because
the hydrate is 71% (by mass) water and the hydrate
density is lower than solid carbon dioxide.

Mobile Container Transport of Solid Carbon
Dioxide

Near-atmospheric pressure carbon dioxide is
compressed and cooled to a liquid state, solidified
to "dry ice” via expansion through a nozzle and
compressed into blocks for transport. As a solid,
carbon dioxide can be transported in a refrigerated
mobile container by truck, rail, barge, or ocean
freighter.

Not only is the component technology largely
mature for this concept, the basic transportation in-
frastructure already exists.  Although pipeline
transport is likely the least expensive long-run over-
land transport option, dry ice transport via truck,
rail, or barge could be immediately implemented.
In the long term, ocean barge transport of solid car-
bon dioxide might even be superior to undersea
pipelines.

Mobile Container Transport of Liquid Carbon
Dioxide

Near-atmospheric pressure carbon dioxide is
compressed and condensed to a liquid at a state
similar to that for liquid transport in a pipeline. As
a liquid, carbon dioxide can be transported in a
pressurized mobile container by truck, rail, barge,
or ocean freighter. Transporting carbon dioxide in
its liquid phase eliminates the extra energy that
must be expended to solidify carbon dioxide, but
would require higher-pressure containers, which
could be prohibitively expensive. If the high-
pressure containers were not too expensive, this
concept could be quite attractive. Conceivably,
gaseous carbon dioxide could be transported via a
mobile container as well. However, the advantages
of having lower-pressure containment would more




than likely be overwhelmed by the disadvantages of
having a much lower density.

9.2.2 Disposal

This section includes brief technical descriptions
of twelve different carbon dioxide disposal technol-
ogies. The environmental impacts of the different
carbon dioxide disposal schemes have not been re-
solved. The effect of large-scale ocean disposal of
liquid carbon dioxide on marine life, for example,
has not been suitably addressed and would likely be
the focus of much public concern. This issue will
require significant scientific research before any
form of ocean disposal could be undertaken. The
descriptions included here primarily focus on the
methodology for implementing the schemes.

Ocean Disposal of Solid Carbon Dioxide by
Surface Injection

Solid carbon dioxide (dry ice) is dropped directly
into the ocean. Solid carbon dioxide or dry ice has
a specific gravity of about 1.5 and sinks quickly
when dropped into ocean waters. As a cube of dry
ice sinks to the ocean floor, it gradually warms
while the pressure increases. Initially, some carbon
dioxide is released to the surface as part of the cube
sublimates. At a depth of about 500 meters, the
pressure is great enough to cause sublimation to
cease. The remainder of the cube will continue to
melt and sink to the bottom. This concept must be
linked with the production and refrigerated trans-
portation of solid carbon dioxide. In addition, the
dissolution and dispersion of the injected carbon di-
oxide and its subsequent interaction with the upper
ocean layer is not currently well understood and is
an area for future study.

Ocean Disposal of Solid Carbon Dioxide
Hydrate by Surface Injection

Solid carbon dioxide hydrate (CO,6H,0) is
dropped directly into the ocean. Solid carbon di-
oxide hydrate has a specific gravity of about 1.1 and
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sinks when dropped into ocean waters, although
not as quickly as solid carbon dioxide. As a cube of
carbon dioxide hydrate sinks to the ocean floor, it
gradually warms while the pressure increases. Ini-
tially, some carbon dioxide is released to the surface
as part of the cube sublimates. At a depth of about
500 meters, the pressure is great enough to cause
sublimation to cease. Because the hydrate’s lower
density causes it to descend at a slower rate, the
percent of carbon dioxide lost during descent is
probably greater than for dry ice. The remainder of
the cube will continue to melt and sink to the bot-
tom. This concept must be linked with the produc-
tion and refrigerated transportation of solid carbon
dioxide hydrate.

Antarctica Disposal of Solid Carbon Dioxide or
Carbon Dioxide Hydrate

Solid carbon dioxide (dry ice) or carbon dioxide
hydrate would be shipped by ocean freighter to per-
manent repositories in Antarctica. The mean an-
nual temperature at the South Pole is about -50°C.
Some regions within Antarctica experience temper-
atures of -20°C or below year round. The cold Ant-
arctic weather offers an environment that would be
conducive to the long-term storage of solid carbon
dioxide or carbon dioxide hydrate. Of course, even
at these temperatures, solid carbon dioxide or car-
bon dioxide hydrate would decompose if left ex-
posed. A well-insulated repository with minimal
refrigeration capacity could eliminate essentially all
sublimation losses.

Space Disposal of Gaseous, Liguid, or Solid
Carbon Dioxide

Carbon dioxide in gaseous, liquid, or solid form
would be launched from the Earth for disposal in
space. Although several sources cite this proposed
disposal process, the concept is almost certainly im-
practical because of the energy consumed and cost
associated with launching vehicles into space, as
well as the quantity of carbon dioxide requiring dis-
posal and the availability of launch vehicles.



Ocean Disposal by Sinking Current Injection of
Carbon Dioxide

Liquid or gaseous carbon dioxide is injected
directly into a near-surface sinking current that
transports the carbon dioxide into the deep ocean.
Several locations in the world have naturally sink-
ing currents that originate relatively close to shore
and at relatively shallow depth. Injecting carbon di-
oxide into these currents could greatly simplify the
equipment needed for deep ocean disposal. One
example of this is the thermohaline current that
exits to the Atlantic from the Mediterranean Sea.
Surface evaporation of Mediterranean waters ex-
ceeds the inflow of water from rivers, causing the
Sea to be saltier than the ocean. This creates two
different currents crossing the entrance to the
Mediterranean at the Straits of Gibraltar. Near the
floor of the Sea, the denser salt water flows out to
the Atlantic and sinks below the lighter ocean
water. At the surface, a larger current flows into
the Mediterranean, making up for the net water lost
via evaporation and the subsurface outflow.

Calculations by Marchetti (1976, 1979) indicate
that the Mediterranean undercurrent entering the
Atlantic has sufficient capacity to dispose of all the
carbon dioxide produced in Europe. According to
Marchetti, disposal could be accomplished at car-
bon dioxide concentrations (less than 1%) thought
tolerable to shell-forming mollusks and other sea
life precipitating CaCO3.

Underground Disposal of Biomass

Biomass is stored in an underground repository
that prevents or minimizes its decay or conversion
to carbon dioxide. Biomass could be explicitly cul-
tivated to collect carbon dioxide, then harvested
and stored to permanently remove the carbon di-
oxide from the atmosphere. This concept has not
yet received any detailed evaluation. Transporta-
tion would be expensive and energy-intensive if the
biomass were not buried near the plantation.
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Ocean Disposal by Deep-Water Injection/
Sinking of Carbon Dioxide

Carbon dioxide is injected into the ocean as a
dense liquid that sinks to the bottom. An alterna-
tive to dissolution is to inject carbon dioxide at a
density that would allow it to sink and settle into a
pool on the ocean floor. Liquid carbon dioxide at
0-10°C and 150-300 atm has a density greater than
sea water. For example, liquid carbon dioxide at
3°C and 300 atm has a specific gravity of 1.05 com-
pared with 1.04 for sea water at the same tempera-
ture and pressure. Presumably, this disposal ap-
proach might result in an even longer retention
period than direct dissolution in the deep ocean.
However, an injection depth of approximately 3000
meters would be needed, which would typically be
much further from the shore than the 500-meter
depth required for dissolution to be effective.
While the 3000-meter requirement would signifi-
cantly increase the pipeline transport costs,
Steinberg et al. (1984) estimated that only a 2%
increase in compressor energy would be required,
because most of the compressor energy is associ-
ated with liquefaction rather than overcoming pip-
ing frictional losses. Other aspects of this concept
are similar to carbon dioxide dissolution.

Ocean Disposal by Deep-Water Injection of
Carbon-Dioxide-Rich Sea Water

Carbon dioxide is dissolved in a stream of sea
water which is then transported to the deep ocean
for injection. This concept provides an alternative
to pumping carbon dioxide to the final ocean dis-
posal point. A pipeline of carbon-dioxide-rich sea
water would presumably operate at a much lower
pressure than a carbon dioxide pipeline; however,
the volume of fluid invoived would be much great-
er. Albanese and Steinberg (1980) evaluated the
collection and disposal of carbon dioxide in sea
water for a 200-MWe plant located at the coast,
with 10-mile transport of the carbon-dioxide-rich
sea water to the deep ocean. This study concluded



that the sea water pumping energy alone would ex-
ceed the energy produced by the plant, even at a
carbon dioxide removal efficiency of only 60%.

Another application of this concept would be to
site a fossil-fired power plant out on an ocean plat-
form or barge. Cool ocean water could be used as
the condenser coolant as well as carbon dioxide sol-
vent. This would add considerably to the cost of
building the power plant, of course, but would eli-
minate most of the cost associated with carbon di-
oxide transport.

Ocean Disposal by Deep-Water Carbon Dioxide
Injection/Dissolution

Liquid or gaseous carbon dioxide is injected
directly into the ocean at a depth of approximately
500 meters and dissolved into the surrounding
water. This is perhaps the most commonly pro-
posed approach to ocean disposal; yet, detailed de-
sign, cost, performance, or environmental analyses
are not publicly available. Carbon dioxide is inject-
ed directly into the deep ocean via a pipeline ex-
tending from the nearest shore or a platform on the
ocean’s surface. The required injection depth is
subject to some debate. Essentially all sources
agree the upper layer of the ocean in relatively inti-
mate contact with the atmosphere is about 75 to
100 meters deep. Below this depth, or below the
thermocline, is commonly referred to as the "deep”
ocean. Most references presume an injection depth
of 500 meters to ensure the injected carbon dioxide
dissolves and remains in the deep ocean below the
thermocline. At least one study had indicated that
an injection depth of 300 meters would be adequate
(Baes et al. 1980b). Baes et al. also provide a good
thermal and hydraulic analysis of the dissolution
and dispersion of carbon dioxide in sea water. In
general, dissolving carbon dioxide is more advan-
tageous than sinking it in the ocean because dis-
solution can take place in shallower waters that are
closer to the shore.

Compared with the costs of collection and trans-
portation, ocean disposal costs are predicted to be
negligible (Marchetti 1979). Most, if not all,
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literature sources agree that the deep waters of the
ocean have adequate capacity to absorb all of the
carbon dioxide emissions currently being produced
and projected to be produced in the coming
decades. Retention time is expected to be centuries
long. Potential environmental impacts are un-
known, but a concern. One variation of this con-
cept is to inject stack gas directly rather than carbon
dioxide, thus combining stack gas scrubbing and
carbon dioxide disposal.

The fundamental technology required for inject-
ing liquid or gaseous carbon dioxide into the deep
ocean exists. Nevertheless, the associated trans-
mission pipeline is a development issue because no
lengthy (e.g., 100 miles or so) undersea trans-
mission lines are currently in use.® In addition,
the dissolution and dispersion of the injected car-
bon dioxide and its subsequent interaction with the
upper ocean layer is not well understood, and this
will require significant scientific research.

Underground Disposal of Carbon Dioxide
Adsorbed on Solid Material

Gaseous carbon dioxide would be adsorbed on a
solid material and transported to an underground
burial site for disposal. Fixation on natural clays is
probably impractical, even if enough clay exists, be-
cause of the volume of clay that would have to be
handled. A general problem with this concept is
the availability of adequate quantities of low cost
adsorbing solid materials. The available capacity in
abandoned mine shafts or wells is also unknown, as
is the long-term rate of carbon dioxide release from
this form of storage. No specific figures on the
amount of solid required, energy consumption, or
costs were provided in the information sources
noted below. A variation of this concept is to dis-
solve carbon dioxide in potassium hydroxide or
sodium hydroxide, evaporate the water, and bury
the residual carbonate.

(a) Mueller, E. A., and INTECH, Inc. May 1989. A4 Summary of
Selected Greenhouse Gas Control Technologies (draft). Prepared
for the U.S. Department of Energy, Washington, D.C.



Carbon Dioxide Disposal in Excavated Salt
Domes

Disposal of carbon dioxide in excavated salt
domes is technically feasible and could be pursued
either as a long-term disposal option or as a storage
option where the carbon dioxide is retrieved for
later use. Salt domes have been used for a number
of years to store natural gas and recently have been
used for liquid storage in the strategic petroleum
reserve. Salt domes are solution-mined by injecting
water (either fresh or sea) and extracting the brine.
The salt is plastic and self-sealing; thus any cracks
that form in the dome should fuse together without
outside aid. Ideally the carbon dioxide would be
stored at high pressures as a liquid.

Currently, there is no "market” for carbon di-
oxide disposal in salt domes. However, in the
future, carbon dioxide could be needed in a hydro-
gen economy based on nuclear or solar energy.
These energy sources would be used to hydrogenate
carbon dioxide to form hydrocarbon fuels such as
methane or gasoline. The required carbon could
come from carbon dioxide stored in salt domes.

Salt domes are plentiful in the Gulf Coast re-
gion of the United States and exist in other areas as
well, although many parts of the country (for in-
stance, the West Coast) have few salt deposits. One
drawback of this method is the large quantities of
water needed to excavate the dome. In many re-
gions of the country (such as the dry Southwest)
water availability and disposal of brine may elimi-
nate solution-mining as a viable alternative. There-
fore, geography is definitely a factor in the overall
feasibility of this method.

The overall salt dome volume available for car-
bon dioxide disposal is on the order of 1.6x101°
cubic feet (Horn and Steinberg 1982). However,
this does not take into account the geographical
constraint with respect to the necessary water
required for excavation. Gulf Coast salt dome
capacity is approximately 1x10'* cubic feet, which is
estimated to be sufficient capacity to store all the
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carbon dioxide emissions from total U.S. coal
reserves (Horn and Steinberg 1982). Even if only a
fraction of the capacity of Gulf Coast salt domes is
technically feasible, they appear capable of storing
centuries of carbon dioxide output from U.S. indus-
trial and utility sources at current rates.

As far as capacity is concerned, this disposal op-
tion is very attractive. The drawbacks are the costs
for salt dome excavation and the geographic con-
straints. An interesting aspect of this disposal op-
tion is the prospect of easily retrieving the carbon
dioxide in the future if carbon recycling becomes
viable. '

Carbon Dioxide Disposal in Depleted Gas/Oil
Reservoirs

Natural gas and crude oils are found in porous
sedimentary rock materials, generally sandstones or
limestones. Suitable reservoir rocks are also per-
meable, that is, pores interconnect so that fluids can
migrate through the rock. As the gas or oil is re-
moved, the reservoir rock becomes somewhat
analogous to an emptied sponge (except that a
pressure generally remains within the reservoir).

Empty reservoirs offer a significant potential
capacity for disposal of carbon dioxide that has
been captured in either liquid or gaseous forms.
Carbon dioxide has a higher density than natural
gas, so that a depleted natural gas reservoir could
actually store more carbon dioxide than the natural
gas it originally contained. The storage capacity of
any particular reservoir depends on the permeabi-
lity of the constituent rock.

Carbon dioxide injection technology exists al-
ready and is commercially used to an extent in en-
hanced oil recovery (EOR--discussed below). Fur-
ther study of this option is required in the areas of
transportation costs, safety issues, and in com-
parison with other options. Early analyses of these
areas indicate that this option may compare favor-
ably to alternatives like ocean disposal.



Disposal in Geological Formations

Natural underground formations or voids
provide potential disposal opportunities that are
similar to depleted oil and gas wells. It has been es-
timated that there are widespread areas of under-
ground formations with permeabilities to accept
CO, at pressures of 2000 psig (Horn and Steinberg
1981), which is the pressure of current EOR tech-
nology. While some technical questions and con-
cerns (e.g., effects on water tables) remain to be in-
vestigated, this option appears to be attractive from
an economic standpoint.

Carbon Dioxide Disposal by Enhanced Oil
Recovery Injection

Enhanced oil recovery is a general category of
techniques used to improve the amount of crude oil
that can be economically extracted from a reservoir.
EOR can be accomplished by several techniques in-
cluding chemical methods such as polymer flood-
ing, thermal methods such as steam flooding, and
miscible flooding using miscible solvents. The tech-
nique that is attractive for carbon dioxide disposal
is flooding via carbon dioxide injection.

The technology for miscible flooding for EOR
has been around since the 1950s. As of December
1983 (NPC 1984), at least 11 large commercial car-
bon dioxide EOR projects were in operation. In
carbon dioxide flooding, the carbon dioxide is in-
jected to increase the reservoir pressure. This has
generally been done in a miscible mode, wherein
the carbon dioxide partially dissolves in the oil. In
this case, the crude ore contains significant carbon
dioxide, and a carbon dioxide recovery unit is used
to remove the carbon dioxide and reinject it in the
TESErvoir.

By the year 2000, over 500,000 barrels of crude
oil per day may be produced by carbon dioxide in-
jection (Taber 1985, NPC 1984). Field experience
indicates that 6,000 to 10,000 cubic feet of carbon
dioxide per barrel of oil produced is required (DOE
1981). If the average is taken, then 8 Mscfd of
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carbon dioxide is needed to produce one barrel of
oil and 4000 MMscfd is required for the overail
yield. However, roughly 50% of the carbon dioxide
used in EOR is recycled at the well (Steinberg
1983b, NPC 1984). Thus the demand would be for
only approximately 2000 MMscfd carbon dioxide.
This represents 3.5% of today’s actual carbon di-
oxide emissions from fossil fuel power plants (NPC
1984). It is unlikely that all EOR projects could be
switched to carbon dioxide flooding; however, if
this were possible, the required carbon dioxide
would be 1 million to 3 million MMscffear (Kane
and South 1989), which is 4.8% to 14.4% of current
fossil fuel plant carbon dioxide emissions.

This disposal option is very promising but is lim-
ited in the total capacity available. The demand for
carbon dioxide use in EOR may increase in the fu-
ture, but this appears to be most dependent on 0il
prices and, to a lesser extent, on carbon dioxide
prices. However, even under the most promising
scenario, the demand for carbon dioxide is not
likely to be a major percentage of the carbon di-
oxide emissions from fossil-fueled power plants.
The fact that only half of the carbon dioxide stays
"downwell" limits the effectiveness of using EOR
for storage. Overall effectiveness of EOR as a sink
for carbon dioxide is by itself not sufficient to meet
U.S. disposal needs.

9.2.3 Other Disposal Methods

Besides liquid and gaseous disposal, other
potential carbon dioxide disposal methods have
been identified in the literature. Two of the more
commonly identified schemes are briefly described
below.

High Energy Radiation Decomposition

Carbon dioxide could be irradiated with high
energy gamma, electron, and particle radiation to
decompose it to carbon monoxide and oxygen via

the following reaction

2C0,-2CO + O,



The carbon monoxide could then be used to make
methanol, or it could be irradiated further to de-
compose it to carbon suboxide via the following
reaction

6CO +2C30,+ O,

The carbon suboxide is a reddish polymer, which
could be disposed of as a solid or used to produce a
useful product.

Development of this process would require ex-
tensive federal support because there is little eco-
nomic incentive to motivate private industry to de-
velop the process.

Photochemical Decomposition

The chemical reactions described above can also
be promoted by ultraviolet radiation. Photochem-
ical decomposition of carbon dioxide to carbon
monoxide has been studied in the region of 1,295 to
1,470 angstroms, and formation of the carbon sub-
oxide has been studied at 1,800 angstroms. How-
ever, extensive research and development (R&D)
will be required to develop a useful process.

Greenhouse Vegetation

A potential use for the carbon dioxide recovered
from boiler flue gas is in greenhouses. A green-
house is a structure made primarily of glass and
light-admitting plastic designed for the cultivation
of vegetation. Plants, vegetables, fruits, and flowers
can be grown in greenhouses. Groundcover,
shrubs, evergreens, and trees can also be propa-
gated in greenhouses. The major advantage of
greenhouses is that they make it possible to grow
vegetation throughout the year. In other words, the
maintenance of an environment that is favorable to
vegetation throughout the year even when condi-
tions on the outside are very hostile is critical to the
performance of greenhouses.

Among the major control variables for a typical
greenhouse are heating and cooling, temperature,
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ventilation, humidity, water consumption, carbon di-
oxide, misting, and light. Modern automatic de-
vices (especially thermostatically controlled heating
plants and ventilators, mist systems, watering sys-
tems, and methods of controlling shading and sup-
plying additional light) have relieved greenhouse
operations of the necessity of hour-by-hour atten-
tion and made it entirely feasible to operate a
greenhouse unattended throughout the day, over a
weekend, or even for longer periods.

Heating is necessary to provide warmth during
the cold season without drying out the greenhouse
or depriving the vegetation of necessary moisture.
The heat must be evenly distributed throughout the
structure. A greenhouse also needs to be shaded
and cooled in the summer. All forms of vegetation
in active growth need moisture in the air around
them, but this is especially true of tropical plants,
seedlings, and cuttings. Moisture absorbed by their
roots and distributed throughout the tissues is ex-
haled (transpired) through the pores in the leaves.
The rate of this moisture transpiration depends
upon the relative humidity of the surrounding air.
When the air is too dry, the transpiration rate sur-
passes the roots’ ability to replace tissue moisture.
1f the dryness goes on for some time, the leaves dry
up and growth is stunted. 'To achieve a correct bal-
ance between the amount of moisture taken up by
the roots and the amount transpired by the leaves, a
humidity level of at least 65% is usually
recommended.

In some specialized applications, it is advanta-
geous to add to the natural supply of carbon di-
oxide, especially when the vents are closed and the
heater is on. The more carbon dioxide, the faster
some plants will grow. However, carbon dioxide
should only be added to the greenhouse atmos-
phere during daylight hours because it aids in the
photosynthesis necessary for plant growth. The
level of carbon dioxide that is best for plants but
does not endanger humans is 2,000 ppm. Green-
house output has been shown to increase by 20%
with increased carbon dioxide in the atmosphere. A
typical greenhouse will require approximately 3 to



5 million Btu/hour/acre during the heating season.
Electricity consumption is about 276,000 kW /year/
acre. Six acres of land is sufficient for a 5-acre
greenhouse.

Currently, less than 5% of the U.S. production
of salad-type vegetables come from greenhouses. In
contrast, almost all of Europe’s salad-type vegeta-
tion is produced in greenhouses. Any expansion of
U.S. greenhouse capacity is limited by supply (i.e.,
lack of growers). In other words, commercial or-
ganizations are simply not interested in green-
houses. However, their enthusiasm could be in-
creased by better education and improved financing
mechanisms.

9.3 CARBON SEQUESTRATION

- Carbon sequestration stands apart from other
strategies for avoiding or mitigating possible green-
house effects because sequestration options rely on
removal of carbon from the atmosphere after it has
been emitted. This strategy is in contrast to the
pre- or post-combustion technologies described
earlier that attempt to restrict the amount of car-
bon emitted from combustion and other processes.
The two primary sequestration options currently re-
ceiving attention are the use of trees and vegetation
or aquatic organisms to absorb and store carben
from the atmosphere. Although these options are
finite in their capacity for carbon storage and many
uncertainties remain concerning their overall effec-
tiveness, even conservative estimates of their poten-
tial indicate that further investigation is warranted.

9.3.1 Reforestation and Afforestation

Large tracts of land in the United States and
elsewhere were originally covered in forest before
they were cleared and developed for agricultural or
urban uses. While some amount of crop and pas-
ture land is necessary to sustain a society’s food
requirements, advances in agricultural yields con-
tinue to reduce the amount of land needed per citi-
zen. Much of the land previously cleared, particu-
larly that which is only marginal for agricultural
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purposes, could be returned to forest and be effec-
tively used for carbon sequestration. Returning
land to its original state of forest cover is termed
reforestation.

Afforestation differs from reforestation in that it
involves the introduction of forest to lands that pre-
viously contained grasslands, deserts, or other non-
forest environments. Afforestation implies the
existence of additional natural barriers that must be
overcome (e.g., through irrigation) because the land
did not originally support forest growth.

Technology in either of these approaches in-
volves breeding and selecting suitable tree species
that will grow in the given environment while se-
questering the maximum amount of carbon. In addi-
tion, changes to the growing environment to over-
come natural barriers involve technology to a large
extent, e.g., irrigation and drainage systems, possi-
ble land treatment and cultivation, disease and pest
eradication, etc. Once designed, the forest system
that requires a minimum of additional human input
is most favorable.

Designating land for forestation raises land-use
issues in that such land is at least temporarily un-
available for food or biomass production, urbaniza-
tion, or other uses. Various cost/benefit issues need
to be addressed in evaluating the most suitable use
of individual lands before the decision to designate
them for forestation is made. The potential seques-
tration impacts of designating lands for forestation
programs are the subject of significant discussion in
Volume II of this study.

9.3.2 Ocean Sequestration

Phytoplankton are free-floating marine organ-
isms containing chlorophyll. Through photosyntbe-
sis, phytoplankton convert carbon dioxide and
water into organic compounds. Recent studies by
the National Research Council suggest that cur-
rently the most limiting factor for the potential up-
take of carbon by phytoplankton is the level of iron
available in seawater (Martin et al. 1990). A large-
scale program of fertilizing areas of the Antarctic



Ocean with a timed-release infusion of iron could
possibly stimulate growth of phytoplankton to the
extent that carbon emissions from human activities
were entirely offset (Moun 1990). The feasibility of
this approach is being studied further.

9.4 CONCLUSIONS

Several commercial processes currently exist to
remove carbon dioxide and nitrogen oxides from
flue gas. However, at present, there is no regula-
tory or economic incentive for utilities or private
industry to remove carbon dioxide, and large-scale
carbon dioxide removal and disposal processes are
likely to be very expensive. Thus, policy interven-
tion will be required to promote adoption of carbon
dioxide removal technologies.

In general, low nitrogen oxides burners, boiler
in situ technologies (such as staged fuel and air in-
jection, flue gas recirculation, and burner orienta-
tion), and flue gas treatments (such as the selective
catalytic reduction process and the addition of re-
ducing gases at high temperatures) have been com-
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mercially applied to boiler facilities. They have
been implemented because policy intervention to
control acid rain has mandated their use for both
new and retrofit applications. Currently, the low
nitrogen oxides burners are the commercially fa-
vored treatment technologies; however, the contin-
ued application of other control methods is depen-
dent upon continued policy intervention. If
government policy does not require nitrogen oxides
controls, they will not be implemented, as these
controls reduce the efficiency of boilers.

Several commercial processes are currently
being used to recover methane from landfills and
coal seams. These processes are being installed
when the value of the energy recovered provides
sufficient economic justification. Policy interven-
tion will be required if greater application of this
technology is desired. Price supports might be the
most effective method of promoting additional
methane recovery.

Table 9.9 summarizes the cost and performance
characteristics of selected greenhouse gas control
technologies.



Table 9.9. Performance and Cost Data for Greenhouse Gas Control Technologies

Carbon Dioxide(®
Monoethanol amine Potassium Carbonate
and Liquid Disposal  __and Ligquid Disposal

ENERGY CHARACTERISTICS
Fuel Use Requirements, million Btu/ton of collected gas(® 74 8.4
Energy Efficiency, % NA NA
Heat Rate, Btu/kWh 5720 6520
Capacity Factor, % 90 90
Percent Removal 9 90
Operating Lifetime, Years 20 20
Operating Characteristics Uncertainty Low-Medium Low-Medium
DIRECT EMISSION COEFFICIENTS NA® NA
COSTS
Capital Costs, $/million Btu fired 142 1.46
O&M Costs, $/million Btu fired 22 1.9
Cost of Capital Low-Medium Low-Medium
MARKET POTENTIAL
Maximum Potential Penetration, % 95@ 95
Expected Date of First Entry

Without Policy Intervention None None

With Policy Intervention 2000 2000
Construction Time, Year 2-3 23

COMMENTS

ENERGY CHARACTERISTICS

Fuel Use Requirements, million Btu/ton of collected gas
Energy Efficiency

Heat Rate, Btu/kWh

Capacity Factor, %

Percent Removal

Operating Lifetime, Years

Operating Characteristics Uncertainty

DIRECT EMISSION COEFFICIENTS

COSTS

Capital Costs, $/million Btu fired
O&M Costs, $/million Btu fired
Cost of Capital

MARKET POTENTIAL
Maximum Potential Penetration, %
Expected Date of First Entry
Without Policy Intervention
With Policy Intervention
Construction Time, Year

Sulfur Intolerant

Sulfur Tolerant

Nitrogen Oxides (NO,)
Selective Catalytic Reduction Low NO, Bumers Boiler In situ
13 0 0
NA NA NA
400 0 0
90 90 95
80 50 40
5 15 40
Low-Medium Low Low
NA NA NA
0.2623 0.0262 0.0210
0.7448 0.0017 0.0005
Low Low Low-Medium
85 95 50-1000
1996 Currently in Use Currently in Use
1994 Currently in Use 1992(®)
0.6 02 0.2-0.5
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ENERGY CHARACTERISTICS
Fuel Use Requirements

Energy Efficiency, %

Heat Rate, Btu/Kwh

Capacity Factor, %

Percent Removal

Operating Lifetime, Years

Operating Characteristics Uncertainty

DIRECT EMISSION COEFFICIENTS

Table 9.9. (contd)

COSTS

Capital Costs, $/million Btu fired
O&M Costs, $/million Btu fired
Cost of Capital

MARKET POTENTIAL
Maximum Potential Penetration, %
Expected Date of First Entry
Without Policy Intervention
With Policy Intervention
Construction Time, Year

(a) For boilers, cement plants, and landfills

(b) Basis: coal as fuel
(c) Not applicable
(d) Potentially applicable to all boilers

(e) Catalyst lifetime, which represents 80% of capital cost; equipment lifetime: 20 years
(f) 100% for new facilities and 50% for retrofit applications

(g) Required for retrofit applications

(h) No external fuel source required; process uses landfill gas as fuel
(i) Royalty payments account for about 50% of annual O&M costs

(j) Basis: Only 970 out of 15,570 landfills can be used for commercial landfill gas recovery
(k) Required for uneconomical applications

Nitrogen Oxides (NO_)
Selective Catalytic Reduction " Low NO_ Burners
o® ok
NA NA
NA 3400
90 90
85 85
20 20
Low Low
NA NA
0.85 1.0
0.09 0.1
Low Low
60 F10]
Currently in Use Currently in Use
1991®) 19910
0.5-1.0 1

Boiler In situ

o®
NA
NA
90
50-80
20
Low

NA
0.9664
0.6960®
Low
80
Currently in Use

1995®
0.2-0.5
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9.5 DEFINITIONS OF TERMS USED IN PERFORMANCE AND COST CALCULATIONS

The following list explains the terms and assumptions used in the performance and costs data presented in

Tables 9.2 through 9.9.

ENERGY CHARACTERISTICS

Fuel Use Requirements, million Btu/ton

Heat Rate, Btu/Kwh

Capacity Factor

Percent Removal

Operating Lifetime

Operating Characteristics Uncertainty

COSTS
Capital Costs, annual $/million Btu

O&M Costs, $/million Btu fired

Cost of Capital

MARKET POTENTIAL
Maximum Potential Penetration

Expected Date of First Entry
Without Policy Intervention

With Policy Intervention

Construction Time, Years

The estimated energy used per ton of greenhouse gas pollutant
removed.

The estimated energy use per Kwh of electricity generated

before the controls are applied.

The estimated capability of the process, which may be higher
than the actual capacity factor of the boiler plant.

Approximate percent of the greenhouse gas pollutant that is
removed by the process.

Design operating lifetime.

Judgment factor to account for the current developmental
status. Commercial technologies received a rating of "Low."
The annual capital charge at 15% capital charge rate and 65%

operating rate, divided by the unit capacity (MMBtu/hr).

Annual operating and maintenance costs divided by the unit
capacity (MMBtu/hr).

A judgment factor to account for the level of project risk.

Regulatory-driven utility projects received a rating of "Low."

An estimate of the maximum percent of the utility population
that could install the technology, given that installation is
required by regulation.

Assumes no federal or state regulations.

Assuming final rules are published on January 2, 1990.

An estimate of the construction time, assuming normal design
and construction backlogs. If a large number of U.S. utilities

order systems at approximately the same time, the actual time
between order and startup could be much longer.
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10.0 APPROACHES TO RESTRUCTURING THE DEMAND FOR ENERGY

Abundant and inexpensive energy forms have
played a prominent role in the development and
evolution of modern-day, industrialized societies.
However, it has only been during the last two
decades of this era of economic growth that the de-
mand for energy has risen to a level of importance
that is comparable to capital and labor as vital in-
puts into consumption activities and industrial
processes. The abrupt structural shifts in fossil fuel
supplies and prices in the 1970s have given energy--
fossil and nonfossil forms alike--a status as impor-
tant as the more traditional factors of production
and consumption. Moreover, concerns about the
increasing costs of addressing environmental prob-
lems that result from burning fossil fuels have also
emphasized the importance of the demand for
energy.

As a result, understanding the nature and de-
terminants of the demand for energy and its
services has emerged as a key link for developing
policies to influence our energy and economic
future.

10.1 INTRODUCTION

This chapter presents a general discussion of the
concept of "modifications” to final product (goods
and services) demand as a means of reducing green-
house gas emissions, with emphasis on the role of
structural change. The changes in preferences,
technologies, and populations that lie at the heart
of the restructuring concept are typically eschewed
in treatments that reduce energy use through effici-
ency measures or fuel switching (see, for example,
Carlsmith et al. 1990, p. 3; OTA 1991, p. 6). How-
ever, final demand shifts, in both the household and
business sectors, are among the most fundamental
determinants of energy use. Final product demand
is met with energy services as one input factor, and
the corresponding use of fossil fuels to provide
needed energy services will, of course, result in
greenhouse gas emissions.

10.1

Unfortunately, the relationships between
changes in final product demand, energy use and
greenhouse gas emissions are complex and not welil
understood. What is clear, however, is that both
the scale and mix of final product demand are basic
drivers for the level and type of energy use and re-
lated emissions. This means that some types of
modification to final demand have the potential to
serve as an emission reduction strategy because
they ultimately help to restructure the demand for
energy services.

The role for final demand modification as an
emission reduction strategy is difficult to deter-
mine, especially when contrasted with the three
other emission reduction strategies--energy effici-
ency improvement, fuel switching and direct carbon
removal. The difficulty is due, in part, to the fact
that structural shifts in final demand occur over
long periods of time for reasons that may not relate
to energy use or emissions. Moreover, the other
three reduction strategies, which are intended to di-
rectly affect either fuel use or emissions, can also
have their own impact on final demand. This im-
pact on final demand can, in turn, affect fuel use
and emissions, although the direction of the
changes in greenhouse gas emissions cannot be de-
termined until adjustments in the use of specific
fuels are known.

The purpose of the chapter is to discuss the key
issues regarding restructuring of energy demand, to
describe the role of technology in structural change,
and to identify research needs which must be
addressed to better understand the potential that
energy demand restructuring may have for reducing
greenhouse gas emissions. The remainder of the
chapter is divided into four sections. In Sec-
tion 10.2, basic concepts and terms related to the
demand for energy are presented. Working defini-
tions of energy demand restructuring are offered in
Section 10.3. In Section 10.4, examples of past,
present, and potential future energy demand
restrucuring are given. Finally, in Section 10.5,



research and development needs for energy demand
restructuring are listed.

10.2 BACKGROUND ON ENERGY DEMAND

As commonly used, the term "demand” may refer
to a number of related phenomena that are impor-
tant to distinguish from one another. One purpose
of this section is to make these necessary distinc-
tions. Similarly, the phrase "energy demand” also
may have different meanings depending on the con-
text. Another purpose of this section, therefore, is
to define the various aspects of energy demand that
might be targets for restructuring.

10.2.1 Basic Demand Concepts

The term "demand” is commonly used to refer to
either 1) the quantity of a good demanded, or 2) the
relationship (or schedule) between various prices of
a good and the corresponding quantities of ‘the
good demanded. Both of these concepts are illu-
strated in Figure 10.1 where the line labeled D,
portrays the demand for an item, such as passenger
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Figure 10.1. Basic Demand Concepts
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vehicle miles. At price P, the quantity of the vehi-
cle miles demanded is Y,, while at price P, the
quantity demanded is Y. The line D, which repre-
sents a schedule of the price of a good versus the
quantity of the good demanded, is called the de-
mand for good Y (passenger vehicle miles). An
analogous situation holds for the terms "supply”
and "quantity supplied” as illustrated by line S in
Figure 10.1.

The phrase "change in demand” refers to a shift
in the demand schedule (e.g., from Dy to D;)
brought about by factors other than the price of the
good. The phrase "change in quantity demanded”
refers to movements along a demand schedule (e.g.,
movement along Dg). A change in quantity de-
manded usually occurs in response to a change in
supply. The phrase "change in equilibrium quantity”
(demanded and supplied) refers to the movement
of one equilibrium demand-supply quantity (where
the demand for the good equals the supply of the
good) to another. Policies for reducing greenhouse
gas emissions should be evaluated on how well they
reduce equilibrium quantities.

The graph in Figure 10.1 depicts a change in the
demand for a good within an equilibrium frame-
work. The change in demand is indicated by the
shift from the initial demand schedule, Dy, to the
final demand schedule, D,. The change in demand
is equal to the distance between Y, and Y;. The
change in the equilibrium quantity demanded, how-
ever, is only the distance between Y, and Y,. The
distance Y, to Y, can also be referred to as a
change in equilibrium quantity supplied.

The basic supply-demand linkages illustrated in
this figure are crucial to understanding how
changes in either the demand or the supply for a
production factor input like energy can affect ener-
gy use and associated emissions.

10.2.2 The Demand for Energy
To understand and explain the demand for ener-

gy, analysts have observed that energy is not a final
product which produces consumption benefits, but



is rather an intermediate commodity used in combi-
nation with other commodities to produce benefits.
The seminal survey article by Taylor captures this
view of energy demand for the case of electricity:

Electricity does not yield utility in and of it-
self, but rather is desired as an input into
other processes (or activities) that do yield
utility. The processes all utilize a capital
stock of some durability (lamps, stoves, water
heaters, etc.), and electricity provides the en-
ergy input. The demand for electricity is thus
a derived demand, derived from the demand
for the output of the processes in question.
[Taylor (1975), p. 80, emphasis added.]

This portrayal can be extended to other energy
forms, including natural gas, oil/gasoline, wood,
solar, wind, or hydro energy. Moreover, while the
quotation is obviously focused on household energy
behavior, the derived demand for energy in business
and industry is similarly apparent, just like the de-
mand for labor as a productive input is derived
from the need to produce output to meet market
demand.

Conditional on this derived demand aspect of
energy usage, changes in the structure of end-use de-
mand for energy may very likely change the nature
of energy production and consumption. Coupled
with the strong linkage between fossil energy use
and greenhouse gas emissions, changes in the de-
mand for goods and services may have considerable
potential for also changing associated greenhouse
gas emissions. If demand restructuring occurs in
appropriate ways, it is possible to reduce emission
levels, although the reverse can also occur. Simply
reducing energy demand levels, substituting less
"carbon-intensive" goods and services, or changing
the type of service demand sought can reduce ener-
gy needs and associated greenhouse gas emissions.

To show this relationship, Figure 10.2 illustrates
the role of energy resources in the economy’s pro-
duction of goods and services for final consump-
tion. As shown at the top, basic consumer prefer-
ences drive the demand for final products, energy
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services, and energy resources. Energy resources, at
the far left, arc combined with physical capital,
labor, and raw materials in primary and secondary
energy conversion to produce a flow of energy ser-
vices to firms and consumers. Firms and con-
sumers, in turn, use energy service inputs in con-
junction with capital, other materials, and labor/
time to engage in productive activities which result
in final goods and services to society. These final
products provide benefits to meet consumer pref-
erences through final consumption activities.

Past consideration and analysis of energy re-
sources have customarily addressed physical quanti-
ties of energy sold and consumed. This conven-
tional perspective has in the past aligned very
closely with the sources of supply or the producers
and distributors of energy resources. However, this
slightly narrow view has been recently widened
somewhat with measures and efforts to use energy
more efficiently. Attention has been directed to the
demand side of the energy balance relationship with
the important result that energy service require-
ments can be satisfied by more than just production
and generation from the supply side. This develop-
ment is depicted in Figure 10.2 by the shaded col-
umn labeled "Energy Services Demand." For a
treatment based on this distinction in the context of
utility resource planning and electricity generation,
see Jaske (1989). Contemporary econometric
modeling of residential end-use behavior has also
embraced this broader interpretation, as reflected,
for example, in Hamblin et al. (1985). The term en-
ergy service demand is used here to reflect this
more comprehensive way of viewing energy
demand.

Aiong with the demand for the many other
goods and services that are used in productive
processes, the demand for energy is derived from its
usefulness in producing other goods and services.
The sources of all this derived demand are the
goods and services that are directly consumed by
final consumers, represented in Figure 10.2 as the
block of "Final Consumption Activity." Many of
these goods are produced by the consumers them-
selves within their own households using inputs
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Figure 10.2. Determinants of Energy Demand

supplied by business enterprises (e.g., food prepara-
tion or personal transportation). Some of these
goods are produced by firms using inputs supplied
by other firms (e.g., professional medical care).
Other goods may be produced either in households
or in firms (e.g., meals). For the most part, how-
ever, business enterprises produce intermediate
goods and services (including energy services) used
by households or other firms. All these activities
are represented in the block labeled "Production
Activity."

The fact that the demand for many production
inputs is derived means that changes in the demand
for a particular good or service will also affect the
demand for the inputs used in the production of the
product or service. For example, when the price of
a particular output increases (because, say, of an in-
crease in demand), the quantity of the product sup-
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plied will increase in response. To increase the
quantities supplied will require more inputs, so the
demand for inputs also increases. These derived
demand linkages represent another type of de-
mand-supply relationship that needs to be taken
into account when considering energy demand re-
structuring activities.

Finally, mechanisms for reducing greenhouse
gas emissions should be evaluated on the basis of
how well they reduce the equilibrium quantities of
emissions. If only a few households or firms under-
take demand restructuring activities involving tech-
nological change, there will be little if any effect on
prices. If, however, a large number of households
and firms undertake demand restructuring (or
other kinds of emission reduction activities), one
would expect to see some price reactions. For ex-
ample, if drivers cut their driving mileage in half by



using mass transit systems, the price of gasoline
would fall and its price advantage in other uses
would increase. These types of macroeconomic ef-
fects need to be factored into analyses of demand
restructuring to determine the net effect on
emissions.

A collateral interpretation of energy service de-
mand can also rest on the recognition that energy
services are demanded to meet certain functional
needs inherent in consumption activities and pro-
duction processes. Some of these functional needs
are shown in Table 10.1.

Recognizing that some of these functional needs
can be met through different means, or simply
through better system designs, energy service de-
mand can be changed in two basic ways:

1. directly reducing the demand for a given func-
tion - changing preferences or hardwiring energy
conservation measures into household and firm
technologies so that functional needs are met
without lowering one’s standard of living (e.g.,
supplanting a portion of building thermal energy
demand through use of passive solar heating
techniques)

2. serving a particular function with "lower-
intensity” type of service demand - shifting the
composition of service demand, for a fixed de-
mand level, in a way that leads to less consump-
tion of high-emission fuels (e.g., recycled
aluminum scrap can be substituted for primary
alumina, thereby reducing energy requirements,
because scrap is less energy-intensive 1o process;
or low-intensity materials, such as composites,
can be used in place of high-intensity ones, such
as steel).

10.3 WHAT IS ENERGY DEMAND
RESTRUCTURING?

In this section, a working definition of the re-
structuring of energy demand is presented, begin-
ning with a brief discussion on what is meant by a
structural change. The long-run aspects of struc-
tural change are then detailed. Finally, the
relationship of energy demand restructuring strate-
gies to the other emission-reducing strategies pre-
sented in this report is outlined.

Table 10.1. Relationships between Functional Needs and Energy Service Demands
in the Buildings, Industrial, and Transportation Sectors

Sector Energy Service Demand Functional Need

Building * Space conditioning (thermal energy) * Physical comfort

* Lighting (radiant) * Jllumination

* Appliance drive (mechanical, thermal) * Convenience, heat
Industrial * Equipment drive (mechanical) * Reduced manpower work

* Electrolytic power (electrical) * Material processing

* Steam (thermal) * Equipment drive, heat

* Direct heat (thermal) * Heated materials

* Equipment contro] (electrical) * Human control

* Feedstocks (chemical) * Raw materials
Transportation * Vehicle motion (mechanical) * Transporting people and materials

* Person-to-person communication




10.3.1 Structural Change

Structural change usually refers to a shift or al-
teration of an economic relationship in a long-run
context. It can manifest itself by a change in the
value of a parameter, a change in the functional
form of the relationship, or a change in the set of
economic influences that determine an economic
variable. A primary implication of structural
change is that the previously stable relationship
that was useful for prediction purposes no longer
holds, and a new one needs to be formulated and
empirically tested.

The kinds of structural changes that are per-
tinent to energy demand restructuring are

1. changes in individual preference

2. changes in technology

changes in demographic factors that affect either
preferences or technologies in the aggregate, as
distinct from the individual unit level.

Any of these types of change can result in a
fundamental reorganization of how energy re-
sources, energy services, or final products are sup-
plied and demanded. Preference changes, or how
people value the goods and services they consume,
for example, directly affect the demand for final
products. Changes in technology, or the adoption
of new ways of combining capital, labor, materials,
and energy in production, affect both the supply of
final products as well as the demand for inputs, in-
cluding the demand for energy services and energy
resources. Demographic changes affect preferences
and technology in the aggregate because different
groups within a given society consume and want to
be supplied with different sets of final products. As
the demographic composition of society changes, so
does the aggregate supply and demand of various
final products.

It is important to note, however, that this clas-
sification of structural changes is relatively arbi-
trary. Most energy demand restructuring activities,
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even those grounded in changing preferences, are
generally accompanied by technological change. At
the same time, changes in technology are usually ac-
companied by changes in preference. For example,
changes in preferences, or, more precisely, changes
in the way people value the impacts of burning of
fossil fuels, are primary reasons why the U.S. Con-
gress solicited this report on emission-reducing
technologies. Federal funding of some of the R&D
initiatives included in this report would also be a
signal that changes in preferences will have occur-
red with regard to fossil-fuel use.

10.3.2 Short-Run and Long-Run Change

As stated above, structural change generally
occurs within a long-run context. The importance
of short-run and long-run changes in the demand
for electricity also was discussed by Taylor:

However, since durable goods are involved
[in the demand for electricity], we must from
the outset distinguish between a short-run
demand for electricity and a long-run de-
mand. The short run is defined by the condi-
tion that the electricity-consuming capital
stock is fixed, while the long run takes capital
stock as variable. In essence, therefore, the
short-run demand for electricity can be seen
as arising from the choice of a short-run utili-
zation rate of the existing capital stock, while
the long-run demand is tantamount to the
demand for the capital stock itself. [Taylor
(1975), p. 80.]

In the short run, energy demands reflect the in-
fluence of elements which govern the utilization of
a given stock of durable or capital goods. In this
context, it is important to note that short-run
changes in quantities demanded may not be perma-
nent. Short-run changes in demand are easily re-
versed when the capital stock has remained fixed.
In the long run, however, both the rate at which the
stock is used and the amount and type of the stock
is itself variable. When the capital stock can
change, changes in quantities demanded may ex-
hibit more limited reversibility. In other words,



short-run changes are not structural change;
whereas, long-run changes, i.e., changes in the capi-
tal stock, are.

This means that energy demand restructuring
does not generally pertain to reductions in the
quantity of energy demanded that are generated di-
rectly by short-run disruptions in the supply of fos-
sil fuels. When oil prices increased dramatically
during the 1970s, for example, people quickly re-
duced the amount of energy they demanded by con-
serving energy. This straightforward reduction was
achieved, for instance, by turning down the thermo-
stat (reducing the thermal comfort level sought in a
building) or by changing travel plans to reduce
miles driven. Such .strategies rely on foregoing
something (thermal comfort, trip amenity, etc.) in
exchange for energy savings. As noted in a recent
study for Congress by the Office of Technology
Assessment, not only is the implicit sacrifice incon-
gruent with maintaining one’s standard of living,
such demand reductions have the drawback from a
policy perspective of being too transitory (OTA
1991). Once prices returned to their previous
levels, these types of demand reductions were easily
reversed.(®

If energy prices remain relatively high long
enough, however, people will tend to evaluate the
energy efficiency of their capital equipment stocks.
In some instances, inefficient capital equipment will
be replaced sooner or the replacement equipment
will be more energy efficient than would have been
the case had prices remained low. In other in-
stances, new technologies like automatic timers
used for thermostat setback, or motion indicators
used to control lighting, may be added. Higher fos-
sil fuel prices, therefore, may affect the demand for
the kinds of energy efficient capital discussed in
previous chapters. These changes represent struc-
tural changes.

(a) If the implementation of energy conservation is induced
because of a change in preferences, however, then one can say
that the demand for energy has been restructured (see Sec-
tion 10.4.1).
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10.3.3 Energy Demand Restructuring as a Strategy

Clearly delineating the energy demand restruc-
turing strategy from the fuel substitution, energy ef-
ficiency improvement, and carbon removal strate-
gies is difficult because implementing any of these
emission-reduction strategies typically requires new
capital, and, therefore, as implied immediately
above, represents a structural change. In addition,
implementation of any of these strategies will result
in a restructuring of the demand for energy.

What sets energy demand restructuring apart
from the other strategies is its indirectness. The
carbon removal strategy, for example, focuses on
the direct removal of carbon or carbon compounds
from fuels before they are burned or from the emis-
sions that their combustion generates. Both the
fuel switching and energy efficiency improvement
strategies focus directly on the reduction of those
productive inputs that are most responsible for
carbon emissions. The primary focus of the energy
demand restructuring strategy, however, is on
changes that may result in iower levels of emissions,
but only indirectly, either through changes in the
demand for final products or through the adoption
of new technologies which reduce emissions only
incidentally. This indirect impact of energy demand
restructuring on energy requirements and, ulti-
mately, on greenhouse gas emissions, is reflected in
Figure 10.2 by the arrowheads representing feed-
back to the Energy Service and Energy Resource
Demand blocks from the objectives and activities
selected and accounted for in the block "Final Con-
sumption Activity.”

A number of candidate strategies for reducing
greenhouse gas emissions result, it should be recog-
nized, from distortions to perfectly functioning
markets for energy. Because the costs borne by
society at large from global warming are not
reflected in the prices which consumers and firms
pay for energy in their private consumption and
production activities, the mix of energy forms is
very unlikely to be socially optimal. Too much use
of a high-intensity greenhouse gas energy form is
undertaken when price is less than social cost.



Prices which reflect the higher cost to society would
re-direct energy demands away from these higher-
cost energy forms. In the absence of markets to
perform these allocations in a decentralized
fashion, these basic strategies are viewed as neces-
sary, surrogate mechanisms for achieving socially
desirable levels of global air quality.

10.4 EXAMPLES OF RESTRUCTURING
ENERGY DEMAND

The purpose of this section is to discuss some
concrete examples of energy demand restructuring
activities in more detail. The section is organized
by the three major types of structural changes that
affect energy demand--changes in preferences, tech-
nological changes, and demographic changes.

10.4.1 Changes in Preferences

The simplest energy demand restructuring strat-
egy would be a straightforward, preference-change-
induced reduction in the demand for final products
that embody high levels of emissions. As the envi-
ronmental problems associated with the use of fos-
sil fuels become more well known, some people will
voluntarily begin to implement various conserva-
tion measures, i.e., car pooling, combining trips,
washing clothes in cold water, turning down the
thermostat at night, and turning off the lights in
empty rooms. Other reductions could be obtained
by changing the mix of outputs consumed, e.g., eat-
ing meals that require less cooking or refrigeration,
or reading books instead of watching television.

The fact that some consumers now place a
higher value on the environment and are becoming
more aware of how the environment might be
threatened has not been lost on businesses. The
recognition of this phenomenon is reflected in the
environmental claims that firms make with regard
to their products or policies. Firms that are seen to
have "bad" environmental records are likely to lose
sales. Thus, firms have some incentive to reduce
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negative impacts that might result from their pro-
ducts or policies, even if it entails a smaller profit
per unit of output.

The preference-induced adoption of conserva-
tion activities is generally referred to as "changing
one’s lifestyle or way of doing business." This
mechanism is sometimes disparaged because it is
sometimes confused with price-induced reductions
in enmergy consumption (see Section 10.3.2 above)
or a "change in one’s standard of living." A change
in lifestyle or business style does not necessarily
mean that one’s standard of living or business pro-
fits are reduced. Indeed, changing one’s lifestyle or
business style could cause one’s standard of living
or business profits to increase. In the context of
consumer standard of living, Durning (1991) is a
good source for a multidimensional view beyond
pure consumption as an indicator of quality of life
in a market-based economy.

For some changes in lifestyle or business style,
the emissions impacts, though significant, are
secondary. For example, during the past two
decades, consumers have decreased their consump-
tion of beef and increased their consumption of
chicken and fish. The reason for this shift may have
been their increasing awareness of the health haz-
ards of cholesterol and saturated fat intake (see
Moschini 1991). Most people do not know that it
takes 5 kilograms of grain and the energy of 2 liters
of gasoline to produce 1 kilogram of steak in the
U.S. or that cattle produce methane emissions.

Another trend that has had and probably will
continue to have an effect on energy consumption
is the increased preference for urban living since
the end of WWIL Urbanization can mean smaller
houses and more multifamily dwellings. This trend
in preferences probably has helped to reduce space
conditioning requirements because the amount of
space available per person has decreased. Also,
multifamily dwellings use less energy than single-
family homes; a single-family townhouse uses about
25% less energy for heating than a detached house



of the same size (Keyes 1980).(3) Increasing urbani-
zation may also result in significantly reduced num-
ber of miles traveled.

In addition, some small firms have recently
entered into the practice of sharing production
facilities with other firms as a way to reduce facility
costs. This practice also saves energy because a
single production resource can be used on a con-
tinuous basis versus separate facilities which are
sometimes idle.

Finally, another manifestation of changing
preferences is the marketization of traditional
household activities. Marketization refers to the
process of substituting commercially produced
goods and services for those produced by the house-
hold, with a concomitant change in the scale and,
perhaps, nature of the technological process. A
commonly mentioned item is the use of mass transit
systems instead of household-owned automobiles
(see Chapter 6).- A number of other "marketiza-
tion" processes have occurred in the past and have
involved basic goods and services such as raw agri-
cultural products, the education of children aged 5
to 18, and specialized medical care. At present,
marketization of meal preparation, entertainment,
and the care of infants and pre-school children is
occurring at a rapid rate.

Energy efficiency has not been a driving force
for most marketization activities. The primary
causes for these changes have been structural in
nature. Leading sources of contemporary changes
reside largely with the increase in both urbanization
and the number of woman participating in the
workforce. Such activities might reduce emissions,
however, because one would expect that goods and
services produced commercially would be less
energy-intensive because of economies of scale.

(a) On the other hand, suburbanization with its reliance on the
automobile has probably helped to increase emissions since the
end of WWIIL The focus of community design and mass transit
technologies is, to a large extent, on the problems arising from
suburbanization (see Chapter 6).
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The competitive nature of some of these markets
also serves as a stimulus for the generation and
adoption of cost-reducing technologies.

This shift of production out of the household
sector and into the commercial sector is a major
factor in the growth of the service sector in the
United States. While manufacturing has main-
tained a relatively steady 20% to 23% of output, the
service sector has risen from 39% to 47% of GNP
over the period 1965 - 1985. This shift in the struc-
ture of the U.S. economy has not only changed the
mix of goods and services produced commercially,
but has also affected energy use patterns. As the
service sector of the economy expands, the mix of
energy sources required to meet national demand
also shifts.

10.4.2 Technological Change

A large number of technologies are available to
those consumers or business firms seeking lifestyles
or business styles that are less emissions-intensive.
Chapters 2 through 8 discuss technology options
that focus directly on energy resources or energy
services. Demand restructuring is typically also al-
lowed through technological advancement, but the
technologies which enable restructuring are not
necessarily energy technologies, nor are energy sav-
ings necessarily the leading drivers of restructuring
activities. Three examples of such drivers that
could have a significant impact on emissions by re-
structuring energy demand are

1. increased use of low-emission materials
2. waste reduction and recycling
3. the electronic revolution.

Recent studies of primary materials use in the
United States and other industrialized countries
indicate an important shift in the materials demand
mix, away from basic materials like steel or alumi-
num toward increasingly refined and complex goods
such as plastics and composites (see, for example,



Williams et al. 1987). These shifts to lower-emis-
sion materials® can occur as a result of many fac-
tors, but two important demand-side mechanisms
of change are

redesigning products and manufacturing proces-
ses to require less material or less energy to
manufacture

substituting low-emission materials in products
or processes for high-emission materials.

For instance, the rise in substitution of lighter
materials for steel; production of steels with greater
durability or strength-weight ratios; and growing
preferences for high-value, low steel-intensity pro-
ducts have all contributed to a decline in aggregate
U.S. steel demand in the last two decades. Recent
changes in the automobile material composition,
vehicle downsizing, and longer vehicle ownership
patterns illustrate this trend.

These phenomena point to the prospect of an
important structural change from an era of
materials-intensive production to one where eco-
nomic growth is driven by highly engineered pro-
ducts with lower material content. If the rapid
growth of low-intensity industrial sectors relative to
their high-intensity counterparts represents a struc-
tural change, then the outlook for industrial green-
house gas emissions could be improved through
shifts in product material demand alone. The sub-
stitution of gas-fired plastics or composites for coal-
fired steel in autos, construction, and other durable
goods could significantly reduce greenhouse gas
emissions on both a unit and a total output basis.
Similar illustrations exist in the chemical industry,
where the production of certain organic chemicals
using ambient temperature biological processes in-
stead of high-temperature thermal reactors can
have the same reduction effect on emissions.

(a) Lower-emission materials are defined as those materials that
can be produced with reduced emissions because of a relatively
low energy/ton-output requirement or those that can be pro-
cessed using low-emission fuels. The former are called low-
energy intensity materials; the latter are called low-emission
intensity materials.

10.10

All industrial processes produce material wastes,
ftom raw material-input through product distribu-
tion and servicing. Moreover, use of goods and ser-
vices by consumers also results in large amounts of
waste. Many of these solid, liquid, and gaseous
waste streams impose serious disposal costs and
environmental problems for industry and local
governments. If a feasible technology existed, some
waste materials could be economically recycled or
converted into useful fuels or feedstocks. Many
wastes are now reused, but a significant additional
portion of the approximately 5 quads of energy
embodied annually in discarded wastes could be
recovered.

In general, costs and environmental concerns
make the combustion of wastes the least desirable
use of their energy content. Emerging new tech-
nologies such as biotechnology, membrane separa-
tion systems, and new pyrolysis techniques point to
attractive prospects for converting these wastes to
more valuable products or feedstocks, provided the
technologies can be made practical, economical,
and reliable. Innovative mechanical, biochemical,
and thermochemical conversion processes are
needed to recover and reuse these resources.

Many examples are now available to indicate the
possibility of converting selected wastes into higher
value chemicals. In the area of solid waste process-
ing, four interesting cases are 1) pyrolytic conver-
sion of mixed plastics wastes to their chemical pre-
cursors, 2) a process to convert waste tires into
high-performance polymer composites, 3) a single-
step system to recover zinc from galvanized auto
scrap, and 4) a process to obtain adhesives and
high-value chemicals from wood wastes. For liquid
wastes, examples are 1) use of freeze crystallization
to recover process water from complex wastewater,
2) a process which converts lactic acid in liquid
waste streams to a specialized lactide copolymer for
plastics production, and 3) recovery of hydro-
carbons from abandoned refinery disposal sites.
Application of biotechnology-based processes, now
being developed with liquid feedstocks, to high-
carbon gaseous waste feeds such as carbon



monoxide, carbon dioxide, and volatile organic
compounds has also been discussed.

In some applications, minimizing waste before it
is generated through careful product and process
design is possible and can be very attractive eco-
nomically. Development of products and manu-
facturing processes to require less material or less
energy to manufacture is now being investigated by
many companies and research laboratories.

A number of household and business activities
are also candidates for waste recycling. Newspapers
and aluminum cans are examples of recent succes-
ses, and further advances in plastics recycling are
currently under way. Some difficulty may still be
encountered in recycling certain materials, how-
ever, because of the cost of separating or collecting
enough material to justify the effort. In some in-
stances, markets for the recycled product have to be
developed. New technology developments in mate-
rials applications, production processes or produc-
tion control would be required to implement these
approaches.

Finally, in the third example, increased use of
electronically based processes is likely to have a
major impact on energy consumption. Emission re-
ductions are likely to arise from electronic com-
munications because of its ability to substitute for
the physical transport of people or materials. In
firms, for example, sophisticated telecommunica-
tions will reduce the need for traveling long dis-
tances for meetings or even the relatively short dis-
tance between home and office. The advent of
increased "telecommuting” is almost certain to oc-
cur in densely populated areas like California, for
example, where traffic congestion already costs
$17 billion annually in wasted fuel and lost produc-
tivity, a figure which is expected to triple in the
1990s (Ayres 1991). In households, cable link-ups
for local shopping and televised selling and demon-
stration will replace some trips to the store and
mail order catalogs. And, even though products
that are ordered by phone will still need to be trans-
ported to final customets, centralized batch delivery
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systems can be used rather than individual pickup.
Finally, electronic storage mediums promise to sig-
nificantly alter the way households and businesses
access and retain information and records, with a
major impact on the demand for printed matter.

10.4.3 Demographic Changes

Demographic trends can also change prefer-
ences in the aggregate. For example, as the average
age of the U.S. population has increased, more
people have moved from colder to warmer climates.
If this southerly migration continues, it could mean
abandoning older homes in the North in favor of
constructing new homes, perhaps multi-family
dwellings, in the South. In the commercial sector,
hospitals might be built instead of schools, and per-
haps more leisure-related buildings such as hotels
instead of commercial office buildings. In terms of
operations, homes might be occupied more of the
day (no one leaving for work) and kept relatively
more comfortable (warmer in winter and cooler in
summer). All of these changes are likely to affect
energy consumption and emissions patterns, though
exactly what the overall impacts will be remains
highly speculative.

10.5 CONCLUSION - RESEARCH NEEDS FOR
SERVICE DEMAND RESTRUCTURING

For the energy demand restructuring strategy to
be successful, policy makers need to know 1) what
energy demand restructuring activities will be suc-
cessful in reducing emissions and 2) what mechan-
isms will ensure implementation. Energy demand
restructuring, however, is a relatively new concept.
Many of the basic theoretical aspects of using
energy demand restructuring to reduce emissions
are still being formulated, and empirical research
on the effects of preference and technological
change on the demand for goods and services is
scarce. Moreover, the interactions of the other
strategies (fuel substitution, energy efficiency, and
carbon removal) with energy demand restructuring
have not been investigated.



Although some applicable technologies already
exist, many new technologies would also be re-
quired to implement many energy demand restruc-
turing activities. Better taxonomies and descrip-
tions of the new technologies required for
implementing emission-reducing energy demand
restructuring activities are needed to better under-
stand, among other things, the role of technological
change in household production activities. Analysis
of underpinnings and estimates of technological ad-
vance for a range of demand changes like marketi-
zation, waste reduction/recycling, and electronically
based processes is also needed to identify other
technology improvement pathways. First-cut esti-
mates of the emissions content of various goods and
services is essential 1o assessing the potential en-
ergy and emission savings resulting from a change
in their demand. Finally, the mechanisms for
implementing energy demand restructuring activi-
ties, especially the effects of federal policies or
market actions, are not yet well understood.

Energy demand restructuring promises con-
siderable gains toward the goal of reducing green-
house gas emissions. Further research is required,
however, to determine the extent of the potential
and the extent to which it can be realized.
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CONSERVATION COST CURVES FOR END-USE TECHNOLOGIES

The data depicted in Figures A.1 through A.14
incorporate technology characteristics used for the
National Energy Strategy (NES) analysis and for
the analysis in Volume II of this study.

In some cases, data used to prepare the curves
differ slightly from corresponding data reported in
this volume (Volume I). The NES data were devel-
oped after much of the work for this volume had
been completed.

Al

Typically attempts to determine relevant tech-
nical information such as cost and performance
data will return a range of values, particularly for
emerging or future technologies. The differences
mentioned here would in all cases fall into what
would normally be considered an acceptable range
of uncertainty.



Conservalion Savings (fraction)

0.7

0.4

03 L

0.2 -
0.1 |- 3
1 2 4 5 6 7 8 |9
0 1 | | ! ] I
0 100 200 300

Marginal Capital Cost ($MMBtu)

Representative Conservation Measures:*

. High efficiency furnace: all building types, ali regions
. Shell conservation level I: all building types, all regions
. Shell conservation level II: MF - all regions
. Pulse combustion furnace: SF, LD, MH - NE, NC
. Shell conservation level ll: SF - all regions
. Pulse combustion furnace: SF, LD, MH - SO, WE; MF - NE, NC

Shell conservation levei lll: MF - NC, SO; MH - SO, WE
7. Shell conservation level Ii: LD, MH - ail regions

Shell conservation levet lIl: SF - NC; MF - NE, WE

8. Shell conservation level lll: SF - NE, SO, WE; MH - NC
9. Sheli conservation level 3: LD - ali regions; MH - NE
Pulse combustion furnace: MF - SO, WE

DO WD

SF - single family houses NE - northeast region
LD - low density housing units NC - north central region
MF - high density housing units SO - south region

MH - mobile homes WE - west region

Example Shell Conservation Improvements:

SF shell conservation level I: R-22 ceiling and R-19 wall insulation, improved caulking, 24" O.C. and
few thermal bridges in framing, tighter sheathing, infiltration barriers, ductless fans, insulated pipes, etc.

SF shell conservation level 1I: level | plus additional celling, wall, ceiling Insulation, thicker wails, min-
imal north face glass, south side thermai mass, waste heat recycling, landscaping, clock thermostats, etc.

SF shell conservation level IlI: level [l plus south face summer shading, additional glazing, additional
insulation, thicker walils, etc.

* Conservation measures are assumed to penetrate in least-cost order.

Figure A.L. New Residential Space Heat Conservation Savings Curve - Natural Gas
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Representative Conservation Measures:*

1.

Shell conservation level I: alil bullding types, all regions
Sheli conservatlon level Il: MF - ali regions

Heat pump: SF, LD, MH - NE, NC

Sheli conservatlon level II: SF - all regions

Heat pump: SF - WE; MH - SO, WE

Shell conservation level lil: MF - NC, SO; MH - SO, WE
Heat pump: SF - SO; LD - SO, WE; MF - NE, NC

Shell conservation level Il: LD, MH - all reglons

Sheli conservation levei lll: SF - NC; MF - NE, WE
Shell conservation level Ill: SF - NE, SO, WE; LD - all; MH - NE, NC
Heat pump: MF - SO, WE

SF - single family houses NE - northeast region
LD - low density housing units NC - north central region
MF - high density housing units SO - south reglon

MH - mobile homes WE - west region

* Conservation measures are assumed to penetrate in least-cost order.

Example shell conservation Improvements are given in Figure A.1.

300

Figure A.2. New Residential Space Heat Conservation Savings Curve - Electricity
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Conservation Savings (fraction)
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Representative Conservation Measures:*

1. Shell conservation level I: SF - NE, NC, WE; LD - NC, NE; MF, MH - all regions
2. Shell conservation level Il: MF - all regions
Shell conservation level I. SF - SO; LD - SO, WE
3. Shell conservation level Il: SF - all regions
Shell conservation level il MF - NC
4. Shell conservation level lll: MF - SO; MH - SO, WE
5. Shell conservation level II: LD, MH - all regions
Shell conservation level lll: SF - NC; MF - NE, WE
6. Shell conservation level lll: SF - NE, SO, WE; LD - all; MH - NE, NC

SF - single family houses NE - northeast region
LD - low density housing units NC - north central region
MF - high density housing units SO - south region

MH - mobile homes WE - west region

Note: Investments in shell conservation resuit in both space cooling and
heating conservation savings; investments up to $20 above result in
space heating savings only.

* Conservation measures are assumed to penetrate in least-cost order.
Example shell conservation improvements are given in Figure A.1.

Figure A.3. New Residential Space Cooling Conservation Savings Curve - Electricity
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Representative Conservation Measures:*

Water heating: 2" insulation and heat trap

Clothes drying: temperature and moisture termination
Water heating: measure 1 + [ID and flue damper
Water heating: measure - 3 + multiple flues

Water heating: measure 4 + puise condensing

LAIE T

Conservation measures are assumed to penetrate in least-cost order.

Figure A.4. New Residential Thermal Conservation Savings Curve - Natural Gas
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Representative Conservation Measures:*

1. Water heating: 2" insulation and heat trap

2. Clothes drying: temperature and moisture termination
3. Clothes drying: insulation

4. Clothes drying: recycle exhaust

* Conservation measures are assumed to penetrate in least-cost order.

Figure A.5. New Residential Thermal Conservation Savings Curve - Electricity

A6



Conservation Savings (fraction)

0.7

0.5 r——

04

03

02

0.1}

23| 4 |5| 6 |7 3 [9f 10 11
oVl | L ! ! 1 l
0 100 200 300

Marginal Capital Cost ($/MMBtu)

Representative Conservation Measures:*

Lighting: high efficiency incandescent

Lighting: compact fluorescent

Refrigeration: 5.0 EER compressor and foam door
Refrigeration: K = 0.11 insulation

Freezers: 5.0 EER compressor and K = 0.11 insulation
Refrigeration: 5.3 EER compressor

Freezers: 5.3 EER compressor and 2" door insulation
Refrigerators: high efficiency fan and 2" door insulation
. Freezers: K = 1.0 insulation and 2" door insulation

10. Refrigerators: K = 1.0 insulation

11. Refrigerators: adaptive defrost and 2.5" side insulation

CoNOONALND A

* Conservation measures are assumed to penetrate in least-cost order.

Figure A.6. New Residential Appliances/Lighting Conservation Savings Curve
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Conservation Savings (fraction)
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Marginal Capital Cost ($/MMBtu)

Representative Conservation Measures:*

1. High efficiency furnace: all building types, all regions
2. Shell conservation level [: all building types, all regions
Shell conservation level It: RET - NE, NC
3. Shell conservation level ll: OFF - NE, NC, SO, WE; RET - SO, WE;
HOS - NE, NC, SO
4. Shell conservation level Il: HOS - WE; SCH - NE, SO; MIS - NE, NC
Shell conservation ieve! lll: RET - all regions
5. Shell conservation level l: SCH - NC, WE
Shell conservation level lli: OFF - NC; HOS - NE, NC SO, WE
6. Shell conservation level ll: MIS - SO, WE
Shell conservation level lil: OFF - SO, WE
7. Shell conservation level lll: SCH - NE, NC
8. Shell conservation level lil: MIS - NE, NC

HOS - hospltals RET - retail buildings NE - northeast region
SCH - schools MIS - other buildings NC - north central region
OFF - office buildings SO - south region

WE - west region

* Conservation measures are assumed to penetrate in least-cost order.

Figure A.7. New Commercial Space Heat Conservation Savings Curve - Natural Gas
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Conservation Savings (fraction)

0.7

06

| I l ] ! 1

80 120 160

Marginal Capital Cost ($/MMBtu)

Representative Conservation Measures:*

1.

2.

Gl

HOS - hospitals RET - retail buildings NE - northeast region
SCH - schools MIS - other buildings
OFF - office buildings

Shell conservation level I: all building types, all regions

Sheii conservation level ll: RET - NE, NC

Shell conservation levei Il: RET - SO, WE; OFF, HOS, SCH - aii regions
Shell conservation leve! lll: RET - all regions

Heat pump: RET - NE, NC

. Shell conservation levei Il: RET - all regions

Shell conservation level lll: OFF - NE, NC; HOS - all regions
Heat pump: OFF, MIS - NE, NC; RET - WE; SCH - NE

Shell conservation levei lll: OFF - SO, WE

Heat pump: HOS - NE, NC; OFF, MIS - SO, WE; SCH - NC, WE
Heat pump: HOS - SO, WE

Shell conservation levei lll: SCH - NE, NC, SO

* Conservation measures are assumed to penetrate in least-cost order.

Figure A.8. New Commercial Space Heat Conservation Savings Curve - Electricity
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Conservation Savings (fraction)

0.7

0.6

0.5

4 5 6
l ] ] ] | | |
80 120 160 200
Marginal Capital Cost ($/MMBtu) $9106049.9

Representative Conservation Measures:*

1.

Shell conservation level I: all bullding types, all regions
Shell conservation level Il: RET - NE, NC

2. Shell conservation ievel ll: RET - SO, WE; OFF, HOS, SCH - all regions
Shell conservation level Ill: RET - all regions
Heat pump: RET - NE, NC
3. Shell conservatlon level ll: RET - all reglons
Shell conservation level Ill: OFF - NE, NC; HOS - all regions
4. Heat pump: OFF, MIS - NE, NC; RET - WE; SCH - NE
Shell conservation level lil: OFF - SO, WE
5. Heat pump: HOS - NE, NC; OFF, MIS - SO, WE; SCH - NC, WE
6. Heat pump: HOS - SO, WE
Shell conservation level lil: SCH - NE, NC, SO
HOS - hospitals RET - retail buildings NE - northeast region
SCH - schools MIS - other buildings NC - north central region

OFF - office buildings

WE - west region

* Conservation measures are assumed to penetrate in least-cost order.

Figure A.9. New Commercial Space Cooling Conservation Savings Curve
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(a) Curves represent many conservation measures for several building types; individual measures are therefore not given.
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Figure A.12. New Industrial Steam Conservation Savings Curve - All Fuels
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Figure A.13. New Industrial Process Heat Conservation Savings Curve - All Fuels
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NITROUS OXIDE EMISSIONS AND FOSSIL
POWER PLANT TECHNOLOGY

Energy conversion and use produces or leads
to residuals such as greenhouse gases, which can
influence global climatic conditions. The pro-
duction of these residual gases may constrain the
use of certain technologies in the future. One of
the greenhouse gases, nitrous oxide (N,O), is
briefly reviewed in this appendix.

Nitrous oxide has two major effects: it absorbs
outgoing thermal radiation from the earth and it
contributes to a mechanism that destroys the
ozone in the stratosphere. The nitrous oxide level
in the atmosphere is only about 300 ppb; how-
ever, a doubling of that concentration might result
in a 0.3°C contribution to global warming. The
nitrous oxide level is estimated to be increasing by
0.2% to 0.3% per year.

Natural sources and manmade sources appear
to contribute equally to global input of nitrous
oxide. Of the manmade sources, fossil-fuel com-
bustion is of primary concern in this review. Re-
cent unpublished papers and discussions with
EPRI® indicate that the nitrous oxide production
in conventional pulverized coal utility boilers is
probably small (—~5 ppm), or less than 5% of total
NO, emitted by pulverized coal boilers. The total
global contribution from such technologies
appears to be very small. Measurements of
nitrous oxide levels from fluidized-bed combustors
(FBC) indicate that levels may be much higher
than those from pulverized coal combustion.
There is considerable uncertainty in emissions of

(a) Telephone conversion with David Eskinazi, EPRI, (May 3,
1989).

B.1

nitrous oxide from fluidized-bed combustors
(roughly 50 to 200 ppm), and more information
and data are required for assessment before the
warming impacts of this technology can be
assessed.

B.1 INTRODUCTION

The level of nitrous oxide emission is a factor
in the assessment of fossil-fuel technologies.
Most of the nitrous oxide from these technologies
is believed to be produced during the combustion
process. Nitrous oxide can also be formed during
flue gas transport within the plant and possibly
within the plume emanating from the plant, al-
though formation quantities in the plume are
likely to be relatively insignificant. Nitrous oxide
levels in the atmosphere directly influence tropo-
spheric heating and, thus, contribute to the green-
house effect and the destruction of the ozone in
the stratosphere. Currently, the nitrous oxide
level is about 300 ppb in the troposphere. It ap-
pears to be increasing at the rate of 0.5 to 1.0 ppb
per year.

As shown in Table B.1, nitrous oxide in the at-
mosphere is the most abundant of the oxides of
nitrogen, being a factor of 300 more than nitrogen
dioxide (NO,). The major reason is that nitrous
oxide is very stable in the troposphere. It has a
lifetime of roughly 150 years; whereas, nitric oxide
(NO) and nitrogen dioxide have much shorter
lifetimes. (The lifetime is estimated by dividing
the total atmospheric quantity of nitrous oxide by
the assumed input to the troposphere.) The major



Table B.1. Composition of the Atmosphere (Walker 1977)

Percent by
Volume in Dry Air

Total Mass (gm)

(5.136+0.007)x10%!

Molecular
Chemical Weight

Constituent Formula (C=12)
Total atmosphere
Water vapor H,0 18.0153
Dry air 28.9644
Nitrogen N, 28.0134
Oxygen 0O, 31.9988
Argon Ar 39.948
Carbon dioxide CO, 44.0099
Neon Ne 20.183
Helium He 4.0026
Krypton Kr 83.80
Xenon Xe 131.30
Methane CH, 16.0430
Hydrogen H, 2.0159
Nitrous oxide N,O 44.0128
Carbon monoxide Cco 28.0106
Ammonia NH, 17.0306
Nitrogen dioxide NO, 46.0055
Sulfur dioxide SO, 64.063
Hydrogen suifide H,S 34.080
Ozone (O 47.9982

variable (0.017£0.001)x10%!
100.0 (5.119+0.008)x10?
78.084:+0.004 (3.8660.006)x10?
20.948:+0.002 (1.1850.002)x10%!
0.9340.001 (6.59x0.01)x10'°
0.0315+0.0010 (2.45+0.08)x10'8
(1.818+0.004)x10°3 (6.48+0.02)x1016
(5-24+0.05)x10* (3.71£0.04)x10%°
(1.1420.01)x10* (1.69£0.02)x1016
(8.7£0.1)x107 (2.0f£0.02)x10'°
f1.5x10 f4.3x101°

£5x107° f1.8x1014

£3x10°° £2.3x101°

f1.2x107 £5.9x104

f1x10 £3x1013

F1x107 £8.1x1012

£2x10°8 £2.3x1012

f2x10°8 £1.2x1012

variable £3.3x101°

sink for nitrous oxide is in the stratosphere where
it may be chemically changed by one of the fol-
lowing reactions:
» Photochemical Reaction

N,O + photon - N, + O
» Oxidation Reaction

N,O + O - 2NO
The nitric oxide can interact directly with ozone

(the higher the concentration of nitrogen oxide,
the more ozone is consumed). The nitric oxide

migrates to the troposphere where it interacts
with oxygen and hydroxyl radicals and is sub-
sequently removed by rainout as a nitrate.

Nitrous oxide emissions had been thought not
to be important for power plants, but some
Swedish measurements have indicated that nitrous
oxide may be emitted in significant quantities es-
pecially from coal-fired fluidized-bed combustors.
Others have indicated that units fired by coal and
heavy oil may emit a high nitrous oxide level
(roughly 25% of the total NO,). These measure-
ments are being questioned because nitrous oxide
levels have been noted to increase in the sampling
container during storage. EPRI has made some




recent measurements for pulverized coal boilers
and found the nitrous oxide emissions to be low,
in the vicinity of 5 ppm, but more measurements
are needed. For fluidized-bed technologies,
various estimates of emissions are higher, 50 to
200 ppm, but much needs to be done to char-
acterize the emissions and production conditions
of these technologies.

B.2 NITROUS OXIDE SOURCES AND
ENVIRONMENTAL IMPACTS

The sources of N,O for dispersion into the at-
mosphere are categorized as follows, in teragrams
per year [from a recent publication (the data,
however, are probably not recent)]:

From fertilizers 031030
Cultivation of land 1.5t0 3.0
Fossil fuel burning 181019
Biomass burmning 1.0t0 20
Miscellaneous 44105.1
Total 10 to 15

The total global emissions in another estimate
range from 10 to 18 teragrams per year. Current
information indicates that the uncertainty in ni-
trous oxide emissions from fossil fuel burning is
much larger than given in the above tabulation.
Also to be noted is that the miscellaneous cat-
egory is very large compared with any specific cat-
egory. Global balances of nitrous oxide accumu-
lation pools and destruction mechanisms have
been estimated, but most articles emphasize the
need to understand the role of and to have more
data on nitrous oxide emissions.

A range of nitrous oxide inputs from certain
fossil fuel burning sources was estimated to show
what might be contributed annually from heavy
oil and coal in stationary combustion units. The
bases for the estimate of the annual global inputs
are as follows:

B.3

Factor Estimation Low High
Coal + Heavy Oil Equivalent, Millions 2,500 3,500
of Tons of Coal®
NO, Emissions, 1b/million Btu 0.5 1.0
N,O Fraction of Total NO, Emission 0.02 0.15
Estimated Millions of 1b Moles of N,0 13.6 286
Input to Atmosphere, ppb per Year 0.035 0.73

(a) Coal Equivalent is based on 24 million Btu/ton.

The annual destruction of nitrous oxide in the at-
mosphere is estimated to be equivalent to about
1.7 ppb. Thus, for an nitrous oxide input range of
2.2 to 2.7 ppb year, the fossil contribution in
these calculations ranges from insignificant
(0.035 ppb) to significant (0.73 ppb).

The doubling of the ambient nitrous oxide
would cause a plus 0.3° 1o 0.4°C increase in tem-
perature due to nitrous oxide absorption in the
troposphere as a direct effect. An indirect effect,
which would be caused by the decrease in ozone
because of a higher nitrous oxide influx into the
stratosphere, would result in a smaller increase in
temperature than the 0.3°C direct effect. Com-
pared with the potential warming effect of carbon
dioxide (for example its doubling in concentration
might cause a 3°C increase in temperature), the
estimated impact of N,O is smaller.

B.3 CHEMISTRY OF NITROGEN OXIDES

The most reported oxides of nitrogen in fossil
fuel combustion are nitric oxide and nitrogen di-
oxide. Other oxides of nitrogen, including nitrous
oxide, are not often discussed or analyzed in com-
bustion studies. One characteristic of the gaseous
oxides is that the heat of formation is endo-
thermic in nature. The formation heats of some
of the oxides are:



Heat of Formation

Oxide kcal per g-mole
NO 21.5
N,O 17
NO, 7.4
N,O, 1.9

With the exception of nitrous oxide, the oxides
are easily interconvertible because, although ni-
trous oxide can be obtained from them, it is not
readily oxidized into them. The above tabulation
also indicates that the oxidization of nitric oxide
to nitrous oxide has favorable energetics. Nitrous
oxide is quite stable at ambient temperatures.
One method for producing nitrous oxide is to
heat a dry ammonia nitrate and water (with some
nitric oxide as an impurity). Nitrous oxide by it-
self will decompose into nitrogen and oxygen at
high temperatures (e.g., at 965°F 90% is esti-
mated to decompose in 15 minutes).

Nitric oxide is formed in the combustion proc-
esses either by fixation of nitrogen in the combus-
tion air or by oxidation of the nitrogen com-
pounds in the fuel. Oxidation of the nitric oxide
will occur in the atmosphere in a series of reac-
tion steps. Hydroxyl radicals in the atmosphere
will combine with oxidized nitrogen oxide to form
HNO,. This is the general pathway for elimina-
tion of nitric oxide. Nitrous oxide, however,
under the same conditions essentially remains in
the troposphere. At combustion temperatures in
pulverized combustor boilers, neither nitrous
oxide or nitrogen dioxide is as stable as nitrogen
oxide. At these temperatures, nitrous oxide is
readily reduced to nitrogen and hydroxyl ions in
the presence of hydrogen or a reducing agent;
whereas, nitrogen dioxide will act as an oxidizing
agent and will give up its second oxygen. At
lower temperatures, such as in fluidized-bed
combustors, any nitrous oxide formed is probably
more stable.

Nitric oxide in the presence of sulfur dioxide
and water can produce nitrous oxide. Time, as
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measured in hours, is required for significant pro-
duction. It is this general reaction that led experi-
menters to find high nitrous oxide levels after
combustion gas samples containing these sub-
stances had been stored before analysis. Some
controlled experiments indicated that when nitric
oxide, sulfur dioxide, and water together with ar-
tificial combustion gases are stored, nitrous oxide
at a level of 300 ppm could be produced. If the
gas was dried in an ice bath to remove water, a
level of 26 ppm was found. If the sulfur dioxide
was removed by treating it with sodium hydroxide,
a level of 3 ppm nitrous oxide was measured.

B.4 TECHNOLOGIES AND NITROUS OXIDE
PRODUCTION

Currently the level of nitrous oxide produced
in various combustion systems is somewhat uncer-
tain partially because of measurement techniques.
Experiments are being conducted to gather im-
proved information. However, some work has
indicated that fluidized-bed combustors may have
significant nitrous oxide levels in the effluent gas
streams.

Nitrous oxide expressed as a fraction of the
total oxides of nitrogen emitted ranges from about
2% t0 7% in the electric utility sector. Nitrous
oxide levels, expressed in terms of grams per
gigajoule of output electricity, range from 20 to
51 for this sector (or for the coal-fired boiler
about 0.03 Ib/million Btu input). The emission
rates are quite small.

Emissions of nitrous oxide in ppm for various
fuels and technologies are tabulated in Table B.2.
The location of the measuring probe (or sampling
point) was not identified. For pulverized coal,
front-wall mounted burners, the range was 3 to
60 ppm. Expressed in terms Ib/million Btu one
could calculate a range of 0.005 to 0.1 using
generic assumptions. Here again the emission
rate is not large.



Fuel

Oil

Oil

Oil

Oil

Pulverized Coal

Pulverized Coal

Coal

Coal

Coal

Wood Chips

Wood Chips

Firewood

Table B.2. Emission of Nitrous Oxide from Fossil Fuel Plants

Combustion Unit

Small furnace for house heating

Top-mounted pressurized air burmer

Top-mounted with 2 rotary burners

Tangentially placed angle burners

Front-wall mounted burners

Thngentially mounted burners

Chain-grate, with a steam boiler

Bubbling fluidized bed

Circulating fluidized bed

Stationary inclined grate furnace

Converted boiler with pre-oven

Tile stove
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N,0

ppmv®

3
0.6
3
2

28
17

40

23
38

21®

60

w

(VR S

137

88
79
128
165
106

w

(%]

0.9

10

co,
(%)

88
78
9.6
10.0

12.4
11.7

15.1
9.0
14.6

14.5
14.5

117
11.8
11.5
11.0

14.5
10.4

11.0
10.0

9.8
11.0

10.5
122
9.5

127
11.5
14.0

4.0
44
4.0
20

Percent of
Maximum Loading

100
70
60

80
90
90
95

70
90

80

70
85
80

75
80
75



Table B.2. (contd)

Fuel Combustion Unit
Peat Moving grate furnace
Peat Circulating fluidized bed

Natural Gas Front-wall mounted burners

Natural Gas Small furnace for house heating

Black Liquor

Recovery furnace

(a) Parts per million by volume.
(b) The sample was stored for 3 days before analysis.

N,O CO, Percent of
ppmv® (%) Maximum Loading
18 125
10 15.5
9 14.0
52 15.1
2 8.0 50
2 8.4 75
9 8.0
3 8.0
23 7.0
2 12.0
0.3 9.2
2 10.2

The nitrous oxide levels from fluidized-bed
units were, however, in the region of 80 to
160 ppm depending on combustion conditions. A
recent study by deSoete (1989) found that nitric
oxide could be produced from nitric oxide in sig-
nificant quantities in the presence of reduced
calcium sulfate in a temperature range from 1350°
to 2000°FE  Thus, it appears that fluidized bed
combustors may produce nitrous oxide in much
higher quantities than do pulverized coal boilers.
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APPENDIX C

METHANE EMISSIONS AND FOSSIL POWER
PLANT TECHNOLOGY

One of the gases that can influence global
warming is methane. It has been estimated that
doubling the atmospheric concentration of meth-
ane from 1.7 to 3.4 ppm would cause a tempera-
ture increase of about 0.3°C. This increase is
small compared with the effect of doubling the
carbon dioxide content. Methane and its products
participate in chemical reactions in both the
troposphere and the stratosphere. Most of the
methane is destroyed in the troposphere, but the
small percentage (2% to 10%) that migrates to
the stratosphere contributes to the formation of
hydrogen compounds and enters into ozone de-
struction and production processes. The average
methane lifetime in the troposphere is estimated
to be about 10 years. Methane emissions from
operation of power plant technologies
(nonnatural-gas-fired) are not large (about 0.01 1b
per million Btu input). Methane emissions from
gas turbines are estimated to be S to 10 times this
rate. The major emissions of methane are in the
natural gas and coal supply systems.

One estimate of the global sources and sinks
of atmospheric methane is shown in Table C.1.
Fossil-fuel combustion is not one of the cat-
egories in this list of contributors. Coal mining
and leakage of natural gas together, however, con-
tribute 15% to 20% of the total. The rates of
inputs and of removals of methane are not well
known.

Methane in the troposphere interacts with the
hydroxyl radical (OH) to produce the CH, radical
and water. In turn, CH; can undergo many reac-
tions whose ultimate products are carbon dioxide
and water. The reactions can influence the

Cl1

concentrations of a large number of chemical
species. The methane flux to the stratosphere is
small but important, because it is a prime source
of hydrogen compounds, including water, in this
region. In the lower stratosphere, methane
contributes to ozone production; whereas, in the
upper stratosphere, it contributes to ozone
destruction.

The level of methane in the atmosphere is
about 1.7 ppm. The annual accumulation rate is
estimated to be about 0.02 ppm or roughly 1%
per year. Atmospheric lifetime is estimated to be
7 1o 10 years. An earlier accepted estimate of
lifetime was about 2 years. This change reflects
the uncertainty in sources and sinks of methane.

Methane production and emission from 0il and
coal combustion in utility and industrial boilers is
quite small, 1 to 3 grams per gigajoule input or
about 0.005 pounds per million Btu. As a source,
this equates to roughly 2 cubic feet per ton of
coal equivalent. Methane associated with bitu-
minous coal is about 200 to 500 cubic feet per
ton. Low ranked lignite may contain 30 to 100
cubic feet per ton. The total release from
working mines in the United States is about 100
billion cubic feet per year, or roughly 100-
125 cubic feet per ton.

Gas turbines are estimated to have methane
emissions per unit of output that are about 5 to
10 times higher than emissions from coal combus-
tion in the electrical utility sector. Per unit of
electrical energy, these are small compared with
coal mining for power plants.



Table C.1. Estimated Sources and Sinks of Methane

Source

Natural wetlands (bogs, swamps, tundra, etc.)

Rice paddies

Enteric fermentation (animals)
Gas drilling, venting, transmission
Biomass burning

Termites

Landfills

Coal mining

Oceans

Freshwaters

CH, hydrate destabilization

Sink
Removal by soils

Reaction with OH in the atmosphere

Atmospheric Increase

Annual Release Range
(Tg CH,) (Tg CH,)
115 100 - 200
110 25-170
80 65 - 100
45 25- 50
40 20 - 80
40 10 - 100
40 20- 70
35 19 - 50
10 5- 20
5 1- 25
5 0 - 100
30 15- 45
500 400 - 600
44 40 - 48
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APPENDIX D

SUMMARY OF CARBON DIOXIDE FROM EXTRACTION
AND PROCESSING OF FOSSIL FUELS

The tables in Apppendix D provide additional detail on emissions of carbon dioxide from oil, natural gas,
and coal technologies as discussed in Section 2.3.1 of this report.

Table D.1. Energy Use and Carbon Dioxide Emissions by Fossil Fuel Extraction and Processing Sectors for
1985 (NEA Data)

Anthracite Mining Crude Production
CO, CO,
Energy  Emissions CO, Energy  Emissions CO,
Used Factor Emissions Used Factor Emissions
(Trillion (lbs/ (Million (Ttillion (lbs/ (Million
Fuel Type Btu) MMBtu) tons) Fuel Type Btu) MMBtu) tons)
Distillate 1.44 155.99 0.11 Distillate 31.64 155.99 247
Residual 0.24 179.87 0.02 Residual 26.75 179.87 241
Coal 0.49 211.00 0.05 Coal 0.00 211.00 0.00
Natural Gas 0.00 120.00 0.00 Natural Gas 97.94 120.00 5.88
Still Gas 0.00 155.99 0.00 Still Gas 0.00 155.99 0.00
Coke 0.00 211.00 0.00 Coke 0.00 211.00 0.00
LPG 0.00 155.99 0.00 LPG 15.30 155.99 1.19
Electricity 0.57 0.00 0.00 Electricity 0.00 0.00 0.00
Total 2.74 170.98 0.18 Total 171.62 139.17 11.94
Bituminous and Lignite Mining Natural Gas Production
CO, CO,
Energy  Emissions co, Energy  Emissions CO,
Used Factor Emissions Used Factor Emissions
(Trillion (lbs/ (Million (Trillion (Ibs/ (Million
Fuel Type Btu) MMB1tu) tons) Fuel Type Btu) MMBtu) tons)

Distillate 71.55 155.99 5.58 Distillate 5.18 155.99 0.40
Residual 10.11 179.87 0.91 Residual 0.73 179.87 0.07
Coal 8.16 211.00 0.86 Coal 0.00 211.00 0.00
Natural Gas 0.90 120.00 0.05 Natural Gas 843.46 120.00 50.61
Still Gas 0.00 155.99 0.00 Still Gas 0.00 155.99 0.00
Coke 0.00 211.00 0.00 Coke 0.00 211.00 0.00
LPG 0.00 155.99 0.00 LPG 1.18 155.99 0.09
Electricity 55.32 0.00 0.00 Electricity 373 0.00 0.00
Total 146.05 163.24 7.41 Total 854.29 120.32 51.17

D.1



Natural Gas Liquids Production

Table D.1. (contd)

Cco,
Energy  Emissions CO,
Used Factor Emissions

(Trillion (Ibs/ (Million
Fuel Type Btu) MMBtu) tons)
Distillate 0.10 155.99 0.01
Residual 0.08 179.87 0.01
Coal 0.00 211.00 0.00
Natural Gas 41085 120.00 24.65
Still Gas 0.00 155.99 0.00
Coke 0.00 211.00 0.00
LPG 0.00 15599 0.00
Electricity 1236 0.00 0.00
Total 423.38 1020.02 24.67
Petroleum Refining

CO,
Energy  Emissions Cco,
Used Factor Emissions

(Trillion (Ibs/ (Million
Fuel Type Btu) MMBtu) tons)
Distillate 442 155.99. 034
Residual 83.76 179.87 7.53
Coal 1212 211.00 1.28
Natural Gas 503.25 120.00 30.20
Still Gas 1350.48 155.99 105.33
Coke 414.55 211.00 43.73
LPG 41826 155.99 32.62
Electricity 11332 0.00 0.00
Total 2900.14 158.63 221.04

Miscellaneous Petroleum and Coal

CO,
Energy  Emissions CO,
Used Factor Emissions

(Trillion (Ibs/ (Million
Fuel Type Btu) MMBtu) tons)_
Distillate 1.75 155.99 0.14
Residual 0.61 179.87 0.05
Coal 0.00 211.00 0.00
Natural Gas 534 120.00 032
Still Gas 0.00 155.99 0.00
Coke 0.00 211.00 0.00
LPG 0.10 155.99 0.01
Electricity 1.33 0.00 0.00
Total 9.13 133.24 0.52

Table D.2. Emission Summary

Cco,
Energy Emissions

Used Factor

(Tritlion (lbs/
Fuel Type Btu) MMBtu)
Distillate 116.08 155.99
Residual 122.27 179.87
Coal 20.77 211.00
Natural Gas 1861.73 120.00
Still Gas 1350.48 155.99
Coke 414.55 211.00
LPG 434.84 155.99
Electricity 186.63 0.00
Total 4507.35 146.70

Co,
Emissions
(Million
tons)

9.05
11.00
219
111.70
105.33
43.73
3392
0.00

31693

D.2
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APPENDIX E

RENEWABLE ENERGY TECHNOLOGY DATA

This appendix provides cost and performance pro-
jections for the renewable energy technologies pro-
filed in Chapter 4. These projections were drawn
primarily from DOE program documents as well as
from discussions with DOE and staff at the Solar En-
ergy Research Institute (SERI). The respective pro-
gram documents are identified in the references to
Chapter 4.

Cost and performance data for present day (1990)
renewable energy technologies were based, to the ex-
tent possible, on published data. The projections
assumed that those renewable energy technologies
still under development will reach maturity in the
2000 to 2010 time frame. The attainment of mature
technology status is based on the assumption that the
DOE research and development programs will be
successful within the time frame and the level of re-
search and development funding assumed in the pro-
gram documents.

The projections for the electricity generating
technologies are presented in 10-year time lines since
these data were required as input for the DOE
FOSSIL2 model. Levelized costs were derived using
the discounting procedure presented in the EPRI
Technical Assessment Guide, which is pertinent for
utility-owned plants. The main financial assumptions
are

* Discount Rate: 12.49% (Nominal), 6.13% (Real)

Inflation Rate: 6%
* Book Life: 30 years

e Tax Recovery Period (with tax preferences):
15 years

No tax credits.

E.l

Only single-year mature technology projections were
required for biofuels and solar heat.

E.1 HYDROPOWER

As a nonpolluting technology with a large degree
of operational flexibility, hydropower will penetrate
the market wherever sites can be developed and costs
are advantageous. Both conventional and pumped
storage hydropower technologies are well established
commercially; thus, penetration barriers relate to the
overall size of the resource and the ability to develop
that resource.

The Federal Energy Regulatory Commission
(FERC) estimates the developable conventional hy-
dropower resource to be about 150 GW, of which
they project that 80 GW will be developed by 2000.
The total potential for pumped storage facilities may
be equal to or even higher than that of conventional
sites, on the order of 150 to 200 GW. Only 25 GW of
pumped storage capacity is projected by FERC to be
developed by 2000. Because of the operational values
that accrue to pumped storage plants, a greater de-
gree of development may occur in the future.
Pumped storage hydropower may also represent an
importantstrategictechnology in supporting increas-
ing penetrations of intermittent solar and wind-based
generation, as these latter technologies mature.

Data used in the cost-of-energy analysis for hydro-
power are shown in Figure E.1.
E.2 BIOMASS COMBUSTION FORELECTRICITY

GENERATION

Biomass combustion for electricity generation
uses commercial technologies. Atpresent, only0.3to
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Figure E.1. Hydropower, Cost-of-Energy Analysis (Utility-Owned)

0.4 quads of biomass energy, primarily in the form of
waste materials, are used in electricity generation.
Since this level of use represents only about 3% of the
estimated annual biomass waste resource, there is
adequate resource available to support a much great-
er level of use. Because biomass plants operate in
baseload, there are no utility-system-imposed lim-
itations on penetration of this resource.

E2

The primary constraint on substantially increased
biomass-fired power generation will be the availabil-
ity of low-cost resources. Once the waste resource is
fully used, biomass combustion will have to compete
with biofuels production for the much larger resource
potential of biomass energy crops. The size of the
currently available wood and waste resource alone
(~11 quads) suggests a potential for some 170 GW of
capacity, exclusive of any competition for this
resource.



Data used in the cost-of-energy analysis for bio-
mass combustion for electricity generation are shown
in Figure E.2.

E.3 GEOTHERMAL

Conditions affecting expanded commercialization
include the site-specific nature of geothermal energy

resources and proximity to major load centers. Geo-
thermal energy could conceivably provide a large
portion of incremental generation needs (up to
150 GW) in the Western states if research and devel-
opment can reduce both the field and conversion
costs of using moderate temperature hydrothermal
resources. However, transmission capabilities may
become an issue as geothermal energy achieves
greater market penetration levels.
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more standardized plants would show some improvement in costs.
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Conventional assumption.
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. From the EPRI TAG, Volume 1, December 1986, Exhibit B.5-35B for a 24-MW wood-fired plant (EPR11986).

Perhaps more appropriate for oven dry wood and thus may be somewhat optimistic.

Figure E.2. Wood-Fired Electric, Cost-of-Energy Analysis (Utility-Owned)
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Geothermal energy will continue to penetrate
direct-use applications inload centers where resource
characteristics provide favorable economics. These
applications, which already are very significant in
some localities, could become nationally important as
the use of groundwater heat pumps expands. Data
used in the cost-of-energy analysis for geothermal are
shown in Figure E.3.

E.4 WINDPOWER

The wind resource is very large and exists in most
regions of the country. Areas covering 20% of the
contiguous United States have Class 3 or greater wind
resources (13 mph or better annual average at
50 meters hub height), which is generally sufficient
for cost-competitive windpower generation. The most
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NOTES:

1. Includes reservoir field development and conversion plant. Geothermal costs are highly dependent on site
characteristics such as resource temperature and depth, subsurface permeability (ease of drilling), and the level
of brine contamination. These costs represent hydrothermal resource development based initially on flash
steam technology and later on binary cycle technology. Costs were estimated from data and figures presented
in the DOE Geothermal Five-Year Research Plan, October 1988.

2. From the EPRI TAG, Volume 1, December 1986, Exhibit B.5-30B for a 50.1-MW binary plant (EPRI 1986).

3. Conventional assumption.

Figure E.3. Geothermal Cost-of-Energy Analysis (Utility-Owned)
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important limitation on wind penetration is not
related to the resource but rather to the extent to
which utility grids can incorporate large amounts of
intermittent, and thus nondispatchable, generation
sources.

A moderately high fraction of intermittent ca-
pacity may be possible in electric systems with consid-
erable preexisting dispatchable generation and stor-
age capabilities, such as the Pacific Northwest with its
large base of hydropower capacity. However, addi-

tional costs may be incurred if dedicated system-
response capabilities must be established to accom-
modate increased penetration of intermittent power
sources. The importance of this issue will depend on
the degree to which wind system output can match
utility load requirements (and thus provide some
capacity value) or whether wind systems will displace
fuel-only systems.

Data used in the cost-of-energy analysis for wind-
power are shown in Figure E.4.
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1990 from PG &E (1988), R. Lynette and Associates (1989),and Weinberg et al. (1988). 2000 forward projections
based on achievement of cost/performance goals for an advanced wind turbine at an average wind resource site

(13 mph).

Figure E.4. Windpower, Cost-of-Energy Analysis (Utility-Owned)
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E.5 SOLAR THERMAL ELECTRIC

Although more than enough solar insolation is
available annually in the United States to provide for
all electricity generation needs, the requirement for
a high direct normal solar resource limits the appli-
cation of concentrating solar systems mainly to the
Southwest. Like wind, the solar resource is inter-
mittent but the match between solar availability and
utility daytime peak loads tends to be much better.
Thus, solar electric systems can receive a higher
capacity value. Storage or hybrid configurations
(such as the Luz trough systems) can make these sys-
tems almost fully dispatchable, but, again, with some
additional cost. Given the abundance of solar insola-
tion and suitable land areas in the southwestern
United States, penetration of solar thermal electric
may be limited only by the degree of success in devel-
oping and commercializing advanced technologies
and the availability of transmission to reach the more
distant power markets cost-effectively.

Data for the cost-of-energy analysis for solar
thermal electric are shown in Figure E.S.

E.6 PHOTOVOLTAICS

Because photovoltaics can use diffuse as well as di-
rectsunlight, the geographicapplicability of this tech-
nology is extensive, perhaps over more than 75% of
the United States. The technology is modular, mak-
ing distributed installations (e.g., building rooftops)
equally as attractive as bulk power generation plants.
The main obstacle to market penetration remains the
continued high cost of these systems compared with
conventional alternatives. The same issues regarding
intermittency (and, thus, load matching and storage
costs) and transmission capabilities also apply, in
greater or lesser degree, to photovoltaics.

Data used for the cost-of-energy analysis for
photovoltaics are shown in Figure E.6.

E.6

E.7 BIOFUELS
E.7.1 Ethanol

The cost goal for use of ethanol as a fuel is $0.60
per gallon (85.20/MMBtu). Current U.S. costs of
ethanol from corn range from $1.50 to $1.80 per gal-
lon with the corn feedstock representing roughly half
of these costs (exclusive of by-product credits). At
these costs, ethanol production is not competitive
with gasoline unless federal and state tax credits are
granted.

Inthelast decade, laboratory research, focusingon
biotechnology and genetic engineering, has reduced
the estimated cost of wood-derived ethanol to
$1.35 per gallon. Currentresearch plans,based on the
enzymatic hydrolysis technology, suggest a goal of
$0.60 per gallon by 1998 for wood-derived ethanol, a
cost which would make ethanol competitive with
gasoline without tax credits.

E.7.2 Methanol

The cost goal for use of methanol as a fuel is
$0.55 per gallon ($8.12/MMBtu). Although biomass-
to-methanol technology hasyet tobe commercialized,
current laboratory technology suggests a present day
commercial cost of about $0.75 per gallon. The
projected cost target of $0.55 per gallon by 1995
assumes improvements in gas cleaning and a reduc-
tion in feedstock costs.

E.7.3 Gasoline and Diesel Fuel

The cost goals for gasoline and diesel fuel are
$0.85 per gallon ($6.80/MMBtu) and $1.00 per gallon
(87.21/MMBtu), respectively. Biomass-to-hydro-
carbon processes have yet tobe commercialized. Cur-
rent cost estimates based on research results are
$1.60 per gallon for gasoline. The cost target of
$0.85 per gallon by 2005 is based on an improved
catalytic conversion process.
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2. 1990 is actual Luz O&M cost for 80-MW plant. Projections incorporate improvement assumptions.

3. 19901is actual Luz plant capacity factor; 2000 incorporates 50% gas use assumption; 2010-2030 assumed to be
same as Luz solar plant portion.

4. Assumes no real gas price escalation for low case and 1.6% real gas price escalation for high case.
5. Actual Luz plant heat rate.

Figure E.5. Solar Thermal Electric, Cost-of-Energy Analysis (Utility-Owned)
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2020 2030
1990 2000 2010 2020 2030
Capital Cost' 7,000 2,000 1,200 1,200 1,200
O&M (c/kWh)? 05 02 01 01 0.1
Capacity Factor® 25% 27.5% 27.5% 27.5% 27.5%
Levelized COE (c/kWh)
$Current 543 142 85 85 85
$Constant 327 86 51 51 51
NOTES:

1. 2010 to 2030 cost is toward the high end of the cost range for a 15% efficient flat plate system in the DOE
Photovoltaic Five-Year Research Plan, May 1987. 2000 cost is intermediate system cost.

2. 1990 from EPRI Photovoltaic Field Test Performance Assessment reports (Southwest Technology
Development Institute 1989; New Mexico Solar Energy Institute 1988). 2000 forward based on projected

improvements.

3. Oneimportant area still to be resolved with photovoltaic capacity factors is the nameplate rating of the system.
EPRI and other utility analyses have shown that the actual operational AC rating of a photovoltaic system is
generally 20% to 30% below the nameplate DC rating. The rating of the plant is an important factor in
determining capacity factor and, thus, cost of energy.

Figure E.6. Photovoltaics, Cost-of-Energy Analysis (Utility-Owned)

E.7.4 Methane

The cost goal for use of methane as a fuel is $3.50/
MMBtu. The current cost of methane from biomass
substrates such as municipal solid waste is approxi-
mately $4.50/MMBtu with a research goal of $3.50/
MMBtu by 1995. With high tipping fees for munic-
ipalsolid waste, the effective production costcould be
much lower.

E.8

Market Potential

The potential contribution from biofuels is large.
Recent estimates for 2000 show the theoretical max-
imum energy contribution to be 54.9 quads with the
estimated recoverable resource at 14.6 quads (see
Table E.1).

Beyond 2000, biofuels contribution above these
relatively fixed supplies will come from terrestrial



Table E.1. Potential Energy Available from Biomass
in 2000

Quads
Estimated Theoretical
Resource Recoverable Maximum

Wood and Wood Wastes 104 25.0
Municipal Solid Wastes

Combustion 18 2.0

Landfill Methane 0.2 1.0
Herbaceous Biomass and

Agricultural Residues 1.0 150
Aquatic Biomass 0.8 1.7
Industrial Solid Wastes 0.2 21
Sewage Methane 0.1 0.2
Manure Methane 0.05 0.9
Miscellaneous Wastes 0.05 10
Total 14.6 54.9

crops (herbaceous and short-rotation woody crops)
specifically grown as energy feedstocks. DOE studies
indicate over 300 million acres are potentially avail-
able for growing energy crops which, with high pro-
ductivity, would yield 32 quads of energy.

The primary market constraint on increased liquid
biofuels penetration will be the cost of conventional
fuels and the fact that the established vehicle market
is structured around gasoline use. Ethanol (including
ETBE) and MTBE blending, as performed today,
offers an interim mechanism for increased market
penetration of alcohol fuels. In fact, alcohols could
be blended at fractions greater than 10% for use in
gasoline-powered vehicles, as the current level is
dictated by taxconsiderations rather than operational
concerns.

Longer term, alcohols could see substantial
growth for use in flexible fuel vehicles and/or those
that are compatible with alcohol fuel if these vehicles
are successfully introduced.
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Large-scale market penetration of biomass-
derived methane production, aside from the small-
scale localized sources, will depend not only on
relative gas production prices but the capability to
economically integrate biomass-derived production
into the existing gas delivery system. Greater use of
the municipal solid waste resource is largely an insti-
tutional issue.

E.8 SOLAR HEAT

Active solar heating and cooling costs are
efficiency-corrected for comparison with conven-
tional energy costs. Thus, these costs are not directly
comparable across solar technologies.

Today’s typical active solar water heating systems
have costs that range from $2,000 to $5,000 per sys-
tem to supply 40% to 70% of the hot water load.
These systems supply solar energy at a cost of
$25/MMBtu. Itis anticipated thatenergy costs can be
reduced to $11/MMBtu througha combination ofsys-
tem cost reductions and performance improvements.

Typical active solar space heating systems (with
larger collector areas and storage units and more
complex control systems) have costs of $8,000 to
$10,000 and provide 30% to 70% of the combined wa-
ter and space heating load. These systems currently
supply solar energy at a cost of $30 to $40/MMBtu
with a long-term research and development goal of
reducing energy costs to $12.50/MMBtu at an 80%
energy contribution.

Costs of solar collection systems for active solar
cooling are comparable with heating systems, but an-
nual system efficiency is improved because of the
year-round load profile. The additional costs of cool-
ing systems are primarily in the thermally driven
chiliers and dehumidifier. The costs of the most re-
cently marketed residential solar cooling system
ranged from $4,000 to $8,000 per ton of cooling ca-
pacity, or from $12,000 to $24,000 for a typical «
tem, translating to an energy cost of $20 to
$30/MMBtu. The long-term goal is to reduce system
costs to $2,000 per ton of cooling capacity and



achieve a delivered energy cost of $12.50/MMBtu
with a 60% energy contribution.

Cost for passive solar heating and cooling config-
urations are somewhat more difficult to estimate.
The general perception is that many passive materials
and techniques can be incorporated into building
construction at little additional cost. Thus, costs of
energy (saved) from passive solar construction may
range from 30 to $10/MMBtu with relatively short
economic payback periods.

The long-term cost goal for solar IPH systems is
$9.00/MMBtu, a goal which will require that the en-
ergy delivery costs from current systems be cut by
roughly 66%.

Finally, cost goals have not been adequately de-
fined for high solar fluxapplications because the tech-
nology is still in the very early stage of conceptual
development.

The most important barrier to increased market
penetration of solar heating technologies in buildings
is the higher costs of active solar heating systems
comparedwith conventional fossil-fuel-based heating
options in most geographical areas. Passive solar ma-
terials and techniques in buildings construction, al-
though largely economic today on a life-cycle cost
basis, face primarily institutional obstacles in realiz-
ing greater penetration.

In addition to their high costs, the performance
and reliability of solar JPH systems have not been
adequately demonstrated. Penetration of solar IPH
systems also depends on achieving successful matches
between solar availability and industrial heating loads
and processes. The market for concentrated solar
flux systems will develop from specific high-value
niche applications. This technologyis currently being
developed and must be successfully demonstrated
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before it can be commercialized. Acceptance of this
technology for waste detoxification could lead to
significant penetration.
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APPENDIX F

VEHICLE AND MODE SUBSTITUTION OPTIONS

In this appendix, the feasibility of altering the
size mix of existing personal vehicles is discussed.
The discussion is based on an assessment of cur-
rent vehicle ownership patterns. The use of tran-
sit for work travel is also briefly discussed.

Three mode switching options have been dis-
cussed in Section 6.2: 1) switch truck freight to
rail; 2) switch intercity air travel back to passen-
ger cars, provided the cars have two or more oc-
cupants; and 3) switch short aircraft trips to Mag-
lev systems. These substitutions may imply some
increase in travel time on selected trips, in ex-
change for less energy use. Railroads use about
20% of the energy per ton-mile of trucks (see
Section 6.1). The Federal Highway Administra-
tion (1987) is already thinking about the impli-
cations of making trucks more like trains. Great-
er use of larger, heavier trucks with multiple trail-
ers and reductions (for fuel efficiency purposes) of
the already marginal performance of large trucks
on steep grades and in acceleration lanes were
cited as likely future developments. The possible
need for construction of climbing lanes for trucks
and extended acceleration merge lanes was men-
tioned. The best tests indicated this would rough-
ly double fuel economy, while transfer to rail
would improve efficiency by a factor of 5. Rail-
road’s energy advantage is due to separate rights-
of-way designed specifically for low performance
trains with low acceleration capability and poor
hill climbing ability relative to trucks.

One question that should be asked is whether
trucks should be allowed to increase in size at the
same time passenger cars become lighter. Incom-
patibility of passenger cars and trucks in terms of
weight and acceleration would thereby increase.
The effect of such incompatibility should be to
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create more of an incentive for intercity passenger
travel to be by air, an already safer mode than the
passenger car. As mentioned, this amounts to an
incentive to use more energy in intercity travel.
Infrastructure choices with regard to rail and
highway investment and design, as well as the
related regulatory decisions regarding vehicle
design, will clearly influence energy use for inter-
city passenger travel (air versus highway) and
freight (rail versus truck).

E1 ALTERING THE SIZE MIX OF EXISTING
VEHICLES

An investigation of present personal vehicle
ownership was conducted to assess the extent and
type of their use and how the above mentioned
options may help achieve the desired reduction in
fossil fuel consumption.

Several data sources are available for such
analysis. The Center for Transportation Research
at Argonne National Laboratory has obtained
Nationwide Personal Transportation Study
(NPTS) data files for the years 1977 and 1983
(FHWA 1980 1985). The Center for Transporta-
tion Research also has Residential Transportation
Energy Consumption Survey (RTECS) data files
for the years 1983 and 1985 (EIA 1985 1987).

NPTS data provide vehicle usage information
by purpose, trip length, and trip duration, while
RTECS data provide vehicle usage in terms of an-
nual miles traveled, energy consumed, and amount
spent on energy. Both these sources provide in-
formation relating to vehicles such as make,
model year, number of cylinders, seats, presence
of air conditioning, and type of transmission.



NPTS data files were analyzed for this report.
These files provide vehicle usage information by
purpose for one typical day and all trips longer
than 75 miles taken by a household during a des-
ignated 2-week period. These two travel informa-
tion segments are expanded to reflect annual
VMT and annual trips.

Possibilities of vehicle substitution exist since
average number of cylinders were observed to be
over 6 cylinders per vehicle. Average number of
cylinders per vehicle dropped from seven to six
and a half over the 6 year period between 1977
and 1983. A majority of this drop is attributable
to the sharp rise in petroleum prices from 1979 to
1981, as well as to the corporate average fuel
economy standards (CAFE).

As more households become owners of more
than one vehicle, a trend toward designated vehi-
cles for work, nonwork, and vacation travel may
be established. Between 1977 and 1983, the hous-
ehold vehicle population increased 19.7%, the
number of households increased by 13%, and the
number of households with vehicles increased by
15.4%. In 1983, 13.6% of the households did not
own 2 vehicle, 34.6% owned one vehicle, 34.5%
owned two vehicles, and 17.3% owned three or
more vehicles. Two-vehicle households owned
42.3% and three-plus-vehicle households owned
36.5% of the total household vehicles. These two
groups are most likely to purchase specialized
vehicles and use them for particular purposes.

Table F.1 shows vehicle characteristics and
usage patterns for one-, two-, and three-plus-
vehicle households. Data are tabulated by pur-
pose and by type of use. The 1977 NPTS data
could not be classified as local and mixed-use
travel since only the one day travel information
was available. Vehicles that are primarily used
for local nonwork travel have the highest average
age. Also, since these vehicles were manufactured
before the fuel price rise of 1979 to 1981, they
have more cylinders on an average. Households
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with three or more vehicles are in a position to
have vehicles dedicated to long distance travel
This is reflected in the average age of nonwork
mixed travel vehicles. Nonwork mixed travel vehi-
cles are the youngest for one and two-vehicle
households. Average number of seats decline
with increase in vehicle ownership since the share
of two- and three-seat vehicles increase. Only
8.1% of the vehicles owned by one-vehicle house-
holds have less than four seats. The share of ve-
hicles by two and three seat vehicles increases to
18.8% for two-vehicle households and 26.4% for
three-plus-vehicle households.

F2 SUBSTITUTING TRANSIT

Transit is a viable option for substituting work
travel, which accounts for nearly 30% of the
household VMT. Transit use in the United States
is minimal compared with that in Japan, West
Germany, and Britain. Transit travel in terms of
miles per person per day in the United States is
roughly 10% of that in Japan, 17% of that in
West Germany, and 20% of that in Britain while
the price of gasoline in 1984 was twice the U.S.
price in Japan and approximately 1.5 times the
U.S. price in West Germany and Britain. Real
spending on transit per worker has declined over
last 20 years, and transit vehicles available to pro-
vide service have also declined, while the cost of
riding transit has gone up.
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Table F.1. Household Vehicle Characteristics and Usage Pattern

Vehicles Purpose 1983 1977
Owned® of Use % Vehicle Age Gyl Seats % VMT % _Vehicle Age vl % VMT
1 Work 60.1 73 6.3 49 777 61.1 59 6.97 6.9
Other
(Local) 39.9 9.1 6.8 5.0 15.2 38.9 73 7.2 23.1
Other
(Mixed) © 5.2 58 48 7.1 ®) () (®) (b)
All 100.0 79 6.5 50 100.0(9 100.0 6.4 7.0 100.0
2 Work 67.9 7.0 63 46 80.00 68.3 6.1 6.9 79.1
Other
(Local) 32.1 86 6.7 48 13.6 317 7.0 72 20.9
Other
(Mixed) © 58 68 4.9 64 (®) (®) () ®)
All 100.0 7.5 6.4 4.7 100.0(9 100.0 6.4 7.0 100.0
3 Work 63.5 7.5 6.4 45 77.6® 62.8 63 7.0 76.7
Other
(Local) 36.5 10.0 6.8 45 15.6 37.2 83 7.2 233
Other
(Mixed) © 7.6 6.7 44 68 () (b) (b) (b)
All 100.0 8.4 6.6 45 100.00 100.0 7.0 7.1 100.0

(a) Light truck shares are: 8.7%, 21.1%, and 29.2% of the vehicles respectively among one-, two-, and three-plus-vehicle households

in 1983 and 7.2%, 18.0%, and 25.4% in 1977.

(b) Mixed use VMT by work vehicle are: 24.9%, 20.7%, and 16.4% for the three vehicle ownership groups in 1983. Mixed use VMT

data for 1977 are not available.

(c) Vehicles are classified as work use and not for work use. Both categories may be used for local and mixed travel.
(d) VMT shares for the three vehicle ownership groups are: 23.8%, 44.3%, and 31.9% in 1983 and 24.5%, 47.6%, and 27.9% in

1977.
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