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Abstract

Our charged particle simulation models a relativistic electron beam for which the field solution 
is local and thus requires no grid. We have implemented the simulation on a CRAY and on two 
parallel machines, a nCUBE 2 and Connection Machine. We present implementation details and 
contrast the approaches necessary for the three architectures. On the parallel machines a dynamic 
load-balancing problem arises because the beam grows uniformly in one dimension from a few 
hundred to hundreds of thousands of particles as the simulation progresses. We discuss a folded 
Gray-code mapping of the processors to the length scale of the simulation that expands (or shrinks) 
as the beam changes length so as to minimize inter-processor communication. This improves the 
efficiency of the nCUBE version of the simulation which runs at lOx the speed of the vectorized 
CRAY version.

Introduction

Charged particle simulations are good candidates for parallelization because laige numbers of 
particles move simultaneously for many timesteps. At each timestep forces on each particle are 
calculated (due to self-induced or externally applied fields) and the particles moved in accordance 
with the forces. For efficiency, fields are often calculated on a mesh or grid and interpolated to the 
particle positions. In a general particle-in-cell (PIC) code implemented on a parallel machine, a 
load-balancing problem often arises because the mesh and particles are stored as different data sets 
for computational efficiency and large amounts of data must be transferred back and forth between 
the two domains at each timestep to do field solves and particle pushes [1].

Our simulation models a highly relativistic electron beam as it propagates through a plasma 
channel. Because of the approximations used, the fields can be calculated directly from the particle 
positions without use of a grid. Hence it is simpler to parallelize than a general PIC code. We have
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adapted a CRAY version of the simulation [2,3] written by two of the authors (J.W. and I.S.), for 
implementation on two parallel supercomputers - a MIMD nCUBE 2 and a SIMD Connection 
Machine (CM). One complicating factor is that as the simulation progresses the electron beam 
grows uniformly in length from a few hundred to many hundreds of thousands of particles. To 
achieve high performance on a parallel machine, processors must be continually remapped to this 
growing domain. In this paper we present a solution to this load-balancing problem that works 
well for MIMD computers where one has explicit control over the assignment of processors to the 
physical geometry of the problem. In general, it can be applied to any problem where the proces­
sors need to expand or shrink in one dimension of the simulation domain.

In the next section, we briefly describe the physics of the beam propagation being modeled by 
the simulation. We then give details of the implementation on the two parallel machines and dis­
cusses the load-balancing issue. Finally, timing and performance results are presented and conclu­
sions offered.

Model

We are interested in the propagation of highly relativistic electrons once they are emitted from 
an accelerating device as in Figure 1. The goal of experimenters is to propagate an intense electron 
beam (103 amps) over long distances (102 meters) either in outer space (e.g. the ionosphere) or cir­
culating in a second accelerator, while keeping the beam focused to within a few centimeters. Such 
a beam might have application as a space weapon or for studying beam interaction with plasmas 
and magnetic fields. The simulation is a tool for modeling actual experimental apparatuses and for 
examining several physical effects that conspire to produce defocusing and beam spreading.

accelerator

beam length

beam
diameter

I

Figure 1. Schematic of a beam propagating (to the right) after being emitted by an 
accelerating device. The focusing of the beam at the front and oscillations at the 
back are discussed in the text.

The first effect is thermal noise in the beam itself which causes the beam to spread as it propa­
gates. Beam confinement is accomplished using a laser (or low eneigy electron gun) to ionize a 
gas, creating a plasma channel. As the beam propagates along the channel, the plasma electrons 
are ejected by the net electrostatic field, leaving a positive ion channel which confines the beam. 
This mode of propagation is know as the ion-focused regime [4], Beam propagation in this regime 
is well-behaved until instabilities associated with channel ion motion begin to grow.

One of these effects is known as the ion-hose instability [5]. The first electrons through the 
channel (at the front of the beam) displace the channel ions as they oscillate back and forth across 
the channel due to the restoring force of the ions. Any initial inhomogeneity in the beam will cause 
the channel to become “wavy”. Electrons passing by at a later time “see” this perturbed channel 
and are induced to greater amplitude oscillations. The effect cascades until at later times, a large
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hose-like wave is induced at the back of the beam with both channel ions and beam electrons 
undergoing large (many centimeters) oscillations. This is indicated at the left of the schematic in 
Figure 1. Additionally, electrons introduced into the channel at different lateral positions will 
oscillate with different characteristic wavelengths due to the non-linear restoring force of the chan­
nel ions. The phases of these different oscillations mix as the beam propagates forward, turning the 
lateral displacements of the ion hose wave into a broader and broader diameter beam.

The simulation models all of these effects [6], It can also include additional ions that are cre­
ated in the channel by a laser that is pulsed coincident with the beam. This is sometimes done in 
experiments to produce a higher channel charge at the back of the beam to help damp the undes- 
ircd oscillations.

Implementation
A typical simulation consists of -lO5 particles of each of several species (e.g. beam electrons, 

channel ions, channel electrons, laser-induced ions) and is run for one or two thousand timesteps. 
The beam and channel are divided into slices (perpendicular to the direction of the beam propaga­
tion) as in Figure 2, each consisting of a few hundred particles of each species.

---- ► Beam electrons

•••
Channel ions

I one slice (assigned to one or more processors)

Figure 2. Partitioning of the beam electrons and channel ions into slices along the 
beam propagation direction. At one timestep only particles in the same slice inter­
act with each other.

Because the beam is moving at essentially the speed of light and the wavelengths of interest 
are much longer than both the diameter of the beam and its amplitude of oscillation, the paraxial 
approximation can be invoked. This allows beam and plasma particles to be modeled as long fila­
ments [6], so that the force on each particle is only the sum of all the beam-beam, channel-channel, 
and beam-channel interactions in its own slice. At each timestep, these interactions are calculated 
for each slice (from the relativistic Maxwell equations) and the particles moved accordingly in the 
transverse directions. Then the beam electrons shift forward one slice (while the channel particles 
remain in place) and at the next timestep the beam interacts with a new slice of the channel. 
Because the slice calculations are independent of each other, a natural decomposition of the prob­
lem is to have one or more processors assigned to each slice of the simulation. The force computa­
tion is then perfectly parallel; communication between processors only need occur among 
processors working on a single slice and when the beam shifts forward between timesteps.

The simulation begins with only one beam and channel slice. At the next timestep there are 
two, then three, etc. After a few hundred or more timesteps the beam will reach its full length (sev­
eral hundred slices) and then propagate forward through new channel particles for the remainder of 
the simulation. Effective parallelization requires that at early times many processors do work on a 
few slices and that at later times each processor work on several slices. The goal of a load-balanc­
ing scheme is to make a smooth transition from one regime to the other. Additional desirable prop­
erties of a processor decomposition are that (1) the assignment of processors to one slice be a
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subcube of the entire hypercube (for either the nCUBE or CM), so that the exchange of informa­
tion within a slice can be done optimally, and that (2) between timesteps only beam particles need 
be shifted forward which is the minimum required communication.

A mapping of the processors which satisfies these criteria and which we have implemented on 
the nCUBE is illustrated in Figure 3. It is a 2-d Gray coding that unfolds as the beam length grows. 
At any instant processors in the same vertical column work on the same slice and are a sub-cube of 
the hypercube. When the number of slices grows larger than the number of columns in the 2-d 
mapping, the processors “unfold” as illustrated. The unfolding preserves the lateral Gray-coded 
geometry so that between any two timesteps beam particles can be shifted to the right to a nearest 
neighbor processor. We note that some other 2-d Gray-codings will meet these criteria as well [7]; 
this one is simple to visualize in terms of the unfolding property. Some mappings, however, do not 
satisfy criteria (2) and require both beam particles to be passed forward and channel particles to be 
passed backward as the simulation domain grows. When the beam has grown sufficiently, the pro­
cessors are completely unfolded (to a 1-d Gray-coding) and each processor stores multiple slices if 
necessary.

1
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Timestep 2 Unfold
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Timestep 5,6,7,8

Figure 3. Schematic of a 2-d folded Gray-coding for 8 processors for the first 8 
timesteps of the simulation. The processors unfold as the simulation progresses 
until they are in a 1-d Gray-coded order (bottom right).

Results

We have implemented the load-balancing scheme described above on the nCUBE 2 hypercube 
since it allows us to explicitly map processors to the problem domain. Our nCUBE has 1024 pro­
cessors each with 4 Mbytes of memory. Our CM-2 has 16K processors (512 floating point proces­
sors) and 2 Gbytes of memory. On the CM, the particles and slices are stored as 2-d arrays. The 
force calculation is done by scrolling a copy of the particles past the original array so that each par­
ticle “sees” all the others in its slice. Similarly, the beam particles can be shifted ahead one array 
location (in the slice dimension) between timesteps. Dynamic memory allocation for arrays on the 
CM allows small slice-dimensioned arrays to be used at the beginning of the simulation and large 
slice dimensions to be used at the end. Transferring data between the growing arrays (analogous to 
unfolding the processors for the nCUBE) requires general router communication but only needs to 
take place a few times during the simulation.

Relative performance of the two parallel machines vs. the CRAY-YMP is shown in Table I. 
These are timings to perform one timestep of a simulation with 1024 slices. Each slice contains
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1024 particles of various species for a total of ~106 particles. On the CRAY and nCUBE there are 
two force solvers implemented, a N2 pairwise solver and a NlnN Fourier solver (where N is the # 
of particles in one slice), one of which may be more accurate or faster for a particular problem [3]. 
Only the N2 solver has been implemented on the CM, because the NlnN solver as written needs all 
particles in a slice to reside on a single floating point processor which is not feasible for small slice 
dimensions.

CRAY-YMP nCUBE 2 CM-2

Time 
Speed-up

Table /. Timings (in seconds) for one timestep of 1024 slices each containing 1024 
particles on each of three machines. The different solvers for the CRAY and 
nCUBE are discussed in the text.

A few comments on the timings in Table I are in order. First, the CM times suffer from the fact 
that the calculation of a few dozen constants for the force and motion equations is not a SIMD 
computation. Hence we pre-compute them and store them with the appropriate particles. This 
means a lot of extra data must be shifted with the particles. Additionally, the problem sizes we are 
interested in (-1000 slices) are not quite large enough to take advantage of the new slicewise com­
piler on the CM which would potentially speed-up the force computation considerably by allowing 
all particles in a slice to be stored on one floating point processor.

Secondly, the timings represent “best-case” speed-ups. The N2 solver on the CRAY is well 
vectorized and runs at -110 Mflops. Each node of the nCUBE is running at 2.0 Mflops on the N2 
solver for a peak performance of -2 Gflops. In practice, there are inefficiencies during the beam 
growth phase (the folded Gray-code technique is 75% efficient on average), from not always run­
ning a # of slices that is a multiple of the # of processors, and from slices having unequal numbers 
of particles (e.g. from laser-induced ionization). The nCUBE version of the code is our production 
parallel version (because of its NlnN solver capability), and for the largest runs we have done 
(-2000 timesteps, -106 particles) it is more typically 50-60% efficient for a lOx speed-up over the 
single processor YMP. This has given us the capability to do overnight runs on the nCUBE that are 
the equivalent of 50-100 hours of CRAY time.

A snapshot of a single timestep from a simulation run is shown in Figure 4. Five hundred 
slices are displayed each with beam electrons and channel ions. The beam is the dark bunch of par­
ticles in the center of the picture; the ions can only be distinguished at the left of the figure where 
they appear as streaming lines of particles. The scale of the figure has been skewed; the beam 
diameter is less than 2 centimeters while it is 10’s of meters long. Similar to the schematic in Fig­
ure 1, the beam has been focused at the front (right side of figure) by the ion channel, gradually 
grows in diameter due to phase mixing, and at the back (left side of figure) both the beam and 
channel have become unstable and are oscillating through several centimeters amplitude. The 
graph plots the radius of the beam and channel from front to back and shows oscillations corre­
sponding to those in the snapshot.

(1 processor) (1024 nodes) (16K)
N2 NlnN N2 NlnN N2

121.9 36.0 6.71 2.82 32.0
— — 18.2x 12.8x 3.8x

Conclusions

Both the MIMD nCUBE and SIMD CM have proven to be fast machines (competitive with 
the CRAY) for performing particle simulations that require no grid for field computations. This 
particular application turned out to be a somewhat better match for the MIMD architecture because
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it allowed greater flexibility in choice of solvers and mapping of processors to the beam length. 
The folded Gray-coding technique employed here could be useful in other kinds of simulations, 
where one would like to remap processors to a simulation domain that expands or shrinks dynami­
cally in one (or more) of its dimensions.

Channel

Beam

Lateral Position (slice #)

Figure 4. Snapshot and graph of a simulation run after the 500th timestep. There 
are 500 slices and a total of H4 million ions and electrons.
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