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PACIFIC NORTHWEST LABORATORY PERSPECTIVE

Compressed air energy storage (CAES) is a technique for supplying
electric power to meet peak load requirements of electric uti]i%y systems.
Using low-cost power from base load plants during off-peak periods, a CAES
plant compresses air for storage in an underground reservoir--an aquifer,
solution-mined salt cavity, or mined hard rock cavern. During subsequeht
peak load periods, the compressed air is withdrawn from storage, heated,
and expanded through turbines to generate peak power. This relatively new
technology offers significant potential for reducing costs and improving
efficiency of electric power generation, as well as reducing petroleum fuel
consumption.

Based on these potential benefits, the U.S. Department of Energy (DOE)
is sponsoring a comprehensive program to accelerate commercialization of
CAES technology. The Pacific Northwest Laboratory (PNL) was designated the
lead laboratory for che CAES Program. As such, PNL is responsible for
assisting the DOE in planning, budgeting, contracting, managing, reporting,
and disseminating information. Under subcontract to PNL are a number of
companias, universities, and consultants responsible for various research
tasks within the program.

An important element of this program is to investigate phenomena that
may be detrimental in the commercialization of CAES. Ome such concern is
the "champagne effect". It is thought that the champagne effect may occur
in a hydraulically-compensated hard rock cavern when air, dissolved in the
water by diffusion through the air-water interface, rises to the surface
with an increasing air volume fraction due to deaeration of water and
decompression of the air in the decreosing pressure field. This process
has the potential to cause a l1oss of cavern pressure or even blowout of the
cavern.

This report documents an investigation conducted by the Department of
Mechanical Engineering at Rensselaer Polytechn1c Inst1tute The study S s
purpose was twofold: to determIne the factors that influence the formation
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of bubbles in a CAES cavern and to develop a mathematical model capable of
predicting the effect of those bubbles on the dischargz of water from a
cavern. The findings presented herein contribute substantively to the
growing understanding of the champagne effect phenomenon and its role in
CAES cavern operation.

Landis D. Karnberg, Manager

Underground Energy Storage Program
Sentember 1983
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SUMMARY

Successful commercialization of compressed air energy storage (CAES)
technology depends largely on the ability to understand and predict
potentially detrimental aspects of its implementation. A particularly
important concern is the "champagne effect", a hydraulic process with the
potential to cause a loss of storage cavern pressure or even blowout of the
cavern. Under subcontract to the Pacific Northwest Laboratory, researchers
at Rensselaer Polytechnic Institute conducted an investigation to determine
the factors that influence bubble formation in a CAES cavern. Using this
information, they then undertook to develop a model to predict the effect
of those bubbles on the discharge of water from a CAES cavern,

This research project involved parallel analytical and experimental
efforts. Two physical models were developed, one relatively simple and
analytical, the other much more detailed and numerical. A high-solubility
carbon dioxide/water Tlaboratory model of a CAES system was also
constructed. Results obtained from bubble formation experiments using the
laboratory-scale CAES facility were compared with those generated by the
predictive models.

The high-solubility COZ/HZO champagne effect laboratory model
successfully simulated the behavior of a CAES system. Researchers noted
that varying conditions of heterogeneous nucleation in bulk produced
profound differences in the vigor of the observed champagne effect.
Experimental observations further suggest that reproducible heterogeneous
nucleation experiments are possible. The simple analytical model was found
to show excellent agreement with the detailed numerical model. The latter,
in turn, showed good agreement with the data obtained experimentally in the
laboratory-scale CAES facility. Researchers concluded that physical
modeling is relevant to practical studies of the champagne effect, and that
the results of such modeling should be used in designing future
experiments.
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NOMENCLATURE

shaft cross-sectional area

nondimensional area, A/A0

bubble surface area

gas-liquid interfacial surface area per unit volume
nondimensional inverse soundspeed squared

inlet loss coefficient

speed of sound

equilibrium speed of sound

frozen speed ¥ sound (ce when concentration of dissolved gas is
constant)

compensation shaft diameter, diameter

nondimensional shaft diameter, D/D0

diffusion coefficient

bubble dianeter

effective diameter of bubble nucleus

nondimensional spatial pressure gradient, see Equation (62)
Darcy friction factor

bubbie friction factor

axial transformation spatial gradient, see Equation (57)

?on?imensional spatial gas-liquid fraction griadient, see Equation
63

discretized mixture mass tlux term
gravitational acceleration

vertical component of gravitational acceleration
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3l

gravitational acceleration vector

plant head, difference in water level between surface and
underground reservoirs

U-bend depth

mass transfer coefficient

compensation shaft length (including U-bend)
molecular weight of gas

moiecular weight of liquid

mass

mass flow rate

relative velocity exponent

Schmidt exponent, see Equation (46)

number density of active nucleation sites
nondimensional pressure, P/Pa

nondimensional atmospheric pressure, Pa/pluo2
nondimensional concentration pressure, Pc/Pa
pressure

wetted perimeter

cavern pressure

volumetric flow rate

gas constant

discretized momentum flux term

discretized total gas mass flux term

discretized vapor mass flux term

Vbubb]e radius
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Sc
Sh

equilibrium mean bubble radius
slip ratio, ug/"z

Schmidt number, vlﬁzp
Sherwood number, Kd/i2
discretized source rate term
temperature

period of oscillation

time

Helmholtz resonator period
characteristic time
nondimensional velocity, u/uo

constant, nondimensional 1iquid velocity at start of compensation
column, where V = 0

velocity

velocity vector

relative velocity, ug -u,

terminal rise velocity

volume of gas per unit volume liquid, V;/V;
cube root of gas-liquid fraction, V]/3
volume

bubble volume

cavern volume

equilibrium gas-liquid fraction at top of column
nondimensional distance

nondimensional height, y/H

position on axis of compensation shaft

nondimensional axial transformation coordinate, Z = f(Y)
XV



Greek Symbols

a void fraction, V;/Vt
g angle with horizontal
I source rate
y ratio of specific heats (gas)
Y17, nondimensional parameters, see Equation (56)
YT,yg nondimensional parameters, see Equation (86)
8Y nondimensional mesh spacing
Ay  mesh spacing
6p nondimensional density difference
¢ incremental operator
8§t nondimensional time step size
§Z nondimensional mesh spacing
e relative error or tolerance
™ degree of saturation
Ny degree of pressurization

o time weighted mass constant

A Henry's constant
A ambient nondimensional concentration, Apy
XE nondimensional concentration, ap,

nondimensional Henry's constant

>

u  dynamic viscosity
v  kinematic viscosity
n Euler number
me dimensionless friction number

ng inverse Froude number

xvi



™ dimensionless head number

m dimensionless mass transfer number

m
m Reynolds number
e dimensiorless solubility number

m Strouhal number
s Ty coefficients defined in Lquation (56)
p density

tutal gas density (bubble and dissolved)

g
p,  Vapor density, p/RT
. apVS
o*  flow density, T—5 *e,(1 + An.)

o nondimensional density. /o,

o surface tension

v nondimensional time, uot/H

T wall shear stress

¢ time weighted pressure constant
¢ angle between u and g

w nondimensional factor relating void fraction and number density of
active nucleation sites

w* over/under relaxation parameter

Subscripts

a atmospheric
a/w air-wat~~ system
b bubble, bend
¢ concentration, cavern

c/w 602 - water system
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eq equilibrium

g gas
ga gage
gb gas in bubble
ge gas dissolved in liquid

i finite difference mesh index
2 liquid

m mixture, mixed mean

o inlet, initial, or reference
p pipe, pressure

r relative, reference

t,  total, tank, terminal rice

v vapor

y coordinate direction

© infinite medium

Superscriots

~ beginning of iteratinn value
~ after iteration value

~ nondimensional

n explicit in time

n+l  dwmplicit in time
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PHYSICAL MODELING OF THE CHAMPAGNE EFFECT

1.0 INTRODUCTION

Peaking power demands are now met by utilities primarily through the
use of combustion turbines, which have an established technology and
relatively low capital cost. The increasing cost of oil and gas, however,
has tended to offset the capital benefit-cost ratios of these
installations. Consequently, utilities are seeking alternative sources of
peak load generation that efficiently use their off-load generation
installed capacity during off-load periods to store energy. Energy storage
systems transfer the excess energy from base load units generated during
periods of low demand.

One of the most promising candidates for energy storage is the
compressed air energy storage (CAES) system. A CAES system consists of an
underground cavern containing the pressurized air and sealing water, a
compensating l-tube joining the cavern to ground-level holding pond, and an
air compressor/turbine, which can be coupled to the primary power
generating source. This system s attractive because, for the most part,
its major components use existing technologies such as tunneling and
turbine and compressor construction. Its relatively snall size and
underground location make it economically and environmentally attractive as
well,

For all of its advantages, potential prcblem areas have been
jdentified. OUne of these is the "champagne effect", which may occur in the
compensating U-tube that seals the system from the ambient pressure.
During the cavern charging process, the cavern water i{s forced up the
compensating shaft of the U-tube. When this water reaches the upper levels
of the shaft where the local pressure is less than the saturation pressure
of the air in water solution, air bubbles will form. If substantial
quantities of air are released, the density of this two-phase mixture could
be considerably less than that of the water, thereby reducing the sealing
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capacity of the fixed height column. The result could be a
loss-of-pressure accident during which a large portion of the cavern water
would be rapidly discharged upward through the compensating column with
severe consequences.

This investigation was conducted by Rensselaer Polytechnic Institute
(RPI) to determine the tactors influencing the formation of bubbles and to
develop a predictive model to describe their effect on the discharge of
water from the cavern. The work reported here results from a parallel
analytical and experimental program performed for the Pacific Northwest
Laboratory (PNL). Two physical models were developed, one relatively
simple and analytical, the other much more detailed and numerical. A high
solubility laboratory model of the CAES system was also constructed. The
experimental results obtained from this facility were correlated with those
generated by the predictive models. These aspects of this research program
are Jlocumented in this report. In addition, several fundamental unanswered

questions requiring further investigation are identified and methods for
their resolution suggested.

A%
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2.0 CONCLUSIONS AND RECOMMEMDATIONS

The work described here was concluded more than a year after the

expiration of financial support. This report thus provides an opportunity
to give impressions of the significance of our work and comments on
champagne-effect research generally.

2.1

CONCLUSIONS

The RPI work included physical modeling, simple analytical modeling,

‘numerical modeling, ard high-solubility champagne-effect experiments. The
following conclusions are drawn with respect to these efforts:

1.

2.2

Physical modeling is relevant ic praciica] studies of the champagne
effect. The results of such modeling should be used in the design of
experiments.

. The simple analytical model presented here shows excellent agreement

with the detailed numerical model, which in turn shows gond agreement
with the limited experimental data available. The simple analytical
model is of value to validate computer calculations and to identify
important effects.

. Varying conditions of heterogerieous nucleation in bulk produce

profound differences in the vigor of the observed champagne effect.
Experimental observations sucgest that reproducible hetercgeneous
nucleation experiments are possible.

. A better understanding of the nucleation process is fundamental to the

development of a fully predictive CAES model.

. The high-solubility COz/water champagne effect model has functioned

about as anticipated and simulates the behavior of a CAES system.

RECOMMENDATIONS

In September 1982, some information became available at the AIAA/EPRI

International Conference on Underground Pumped Hydro and Compressed Air
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Energy Storage on results from other studies of the champagne effect. This
included numerical modeling (Giramonti, Blecher and Smith 1982; Pellin
1982) and reports on experiments (Pellin 1982; Rowe and McMonagle 1982;
Ruzich and Miller 1982). The planned Soyland CAES plant (Vann and Freezor
1982) which will make use of hydraulic compensation, was also extensively
described. Two very expensive full-scale champagne-effect experiments,
with estimated costs of $3.6 million and $3.0 million, were proposed for
mine sites.

Much of the reported and continuing work appears to be of value. For
future champagne effect work, we would offer four recommendations:

1. Large-scale computer programs for prediction of the champagre effect
should be tested against actual, relevant experiments and simple
calculations.

2. Experimental results should be shared openly, consistent with the
safety and reliability issues involved in the champagne effect.

3. A reduced atmospheric pressure air/water model should be considered as
a realistic and far less expensive alternative to full-scale mine
testing.

4. Nucleation and gas release probiems should be adequately and
cooperatively addressed.
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3.0 PHYSICAL MODELING OF THE CHAMPAGNE EFFECT

The "physical modeling” in terms of nondimensional parameters has two
uses: it permits a rational mathematical description in terms of a minimum
number of parameters and it allows accurate experimenta! modeling by means
of a relatively small-scale model system. An example of a nondimensional
parameter in fluid mechanics is the Reynolds number T = Duop/u; an example
of experimental physical modeling is the mode! test of reversible hydraulic
pump/turbines.

The need for scale-model experiments is evfnent from the application
relevant to this work: Tlarge-scale compressed air energy storage (CAES) in
subterranean hard rock at approximately 1000 m b2low the surface of the
earth. An expc:imental facility with a compensation shaft of this height
can be assumed to cost almost as much as the CAES plant itself--hundreds of
millions of dollars. A scale-model experiment is thus desirable.

The dimensional parameters e:pected to play a role in the champagne
effect in a CAES system appear ir the Nomenclature. Aming ihe most
important are plant head H, defined as the difference in water level
between the surface and underground reservoirs; gas-in-liquid solubility
represented by Henry's constant A; compensation shaft diameter D; cavern
volume V:; liquid density Pys liquid viscosity u; surface tension o; mass
transfer coefficient K; cavern pressure Po’ atmospheric pressure Py’
pumping velocity Uys molecular weight of the gas Mg; characteristic time tq;
and the acceleration of gravity g. There are several additional
parameters.

Before discussing the nondimensional groups essential to physical
modeling, it is useful to discuss the nature of the gas dissolution in
terms of Henry's Law,

Mg = MyAP (1)

where mgg is the equilibrium value of the mass of gas dissolved in the

liquid, m,  the mass of liquid, p the static pressure and A = A(T) is
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Henry's constant, which depends strongly on the particular gas-liquid
combination: concisely stated, the equilibrium concentration of dissolved

(a)

liquid is proportional to pressure.

The amoun’. of gas released from solution into bubbles, i.e., the
dissolution, determines the vigor of the champagne effect. Under
equilibrium conditions, the total mass of gas released into bubbles mgb is
given by, from Equation (1)

m

_ab _ oo ) =
n A(Py-P,) = Mo, GH (2)

The ratio of the volume of gas to the volume of iiquid will be this

value multiplied by the density ratio pl/p at atmospheric pressure.

g
Supposing for the moment that this density ratio is constant, the
nondimensional parameter AngH is the principal measure of the strength of

the champagne effect.

This parameter is mainly governed by the product AH of solubility and
head. In our experimental modeling, we have sought a gas-liquid system for
which A would be large, permitting a scale model in which the head H takes
on a manageable value. For the air/water system in a CAES plant, Henry's
constant A at 20°C is Aa/w = 2.4 - 10-5 kg/kg-bar (Kruis 1976; Emmerich,
Battino, and Wilcock 1976) and the head is in the order of H = 103 m. To
model the Equation (2) parameter with a head of (say) 101 m, it is only
necessary to find a gas-liquid system for which Henry's constant is greater
than Aa/w by a factor of 102. Referring to Kruis (1976), one ﬁ’nds4
gas-liquid systems for which A is greater by as much as a factor of 10°.
For various practical reasons, we finally chose a C02/water system (C/W)
for which Ac/w = 71 Aa/w at 20°C. An exact modeling calculation
(accounting for differences in gas density) then yields a scale
experimental model head of H = 21.5 m.

(E)For the systems of interest here, nonlinear corrections to Henry's Law
play a minor role (Kruis 1976).
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3.1 NONDIMENSIONAL PARAMETERS

Starting from the dimensional parameters listed at the beginning, one
can form nondimensional groups in various ways. A suitable choice for the
most important groups Ty is the following:

1. LI pggH/pa head
2. L ApQRT solubility
3. Te = fH/2D friction
we Du (3)
- L0
4 T = “GkH mass transfer
5. LI QRDUO/U Reynolds number
- 2
6. LN palpzuo Euler number
7. Ty = gH/uo2 inverse Froude number
8. T, = H/uoto Strouhal number

There are, of course, additional croups such as the Weber number. The
parameter f in Te is the Darcy friction factor. The nondimensional factor
w in - is related to the number density ny of active nucleation sites in
the liquid by

wd = 6/anrD3 (4)

as discussed later. Alternatively, w can be determined from the
experimental local bubble diameter d and void fraction « from

_ T-a ;d\3
w? = == (p) (5)

and is of order unity in many situations. Its value may depend on the
cleanliness of the liquid, a point which will be considered in subsequent
sections.
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The product ™ of the nondimensional head and the solubility is the
equilibrium value of the ratio vea of gas volume to liquid volume at the
top of the compensation column,

p aH
= 2’-‘ = (6)
Vo, ( - )(Ap QRT) mme

[The volume ratio V is related to void fraction o« by V = a/(1-a)]. The
equilibrium volume ratio for a 1000-m prototype CAES system is about 1.95.
Any physical model chosen should, at least, reproduce the value Vea of
Equation (6).

3.2 CANDIDATE EXPERIMENTAL MODELS FOR A CAES PROTOTYPE

The only experimental system that can reproduce every aspect of the
prototype CAES air/water system is the CAES system itself. Next, in order
of fidelity to the prototype, appear to be the following systems:

1. low-pressure atmosphere model using air and water or nitrogen and

water (nh, Tgs Mgy T ,» can be modeled, the latter approximately)

m "r

2. low-pressure atmosphere model using other gas/liquid combinations
(ﬂhﬂss "f’ “ms “r)

3. standard-pressure atmosphere model using high-soiubility gas liquid
combinations (nhns, Tes nr).

The first two model types require a closed system with an exhaust pump to
maintain a low-pressure atmosphere above the surface reservoir; they are
more complicated and much more expensive than the third type. Table 3.1
lists possible design parameters for the three types of model systems.
Only one of the models is exact in the sense discussed above.

3.3 MODELING OF UNSTEADY FLOW

Much of tue concern about the champagne effect in CAES plants centers
on flow transients associated with starting and stopping the charge and
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TABLE 3.1. Possible Experimental Model Systems

Gas/

Type Liquid ﬂg Mz Py
9_ .5 k
mol ﬁéT ﬁg

air
Prototype 28.97 18.02 997.0
water
air
28.97 18.02 997.0
water
Low Pressure
Atmosphere CFy 88.01 671.10  1901.0
PFTBA
€0, 44.01 46.07  789.3
Standard CO2
Pressure 44 .01 18.02 997.C
Atmosphere water
€0, 44.01 18.02  997.0
water

NOTES: (a)This value is from Powell (1972).

(b)m, not modeled, but m,m, is modeled.

(c)Models H = 460 m prototype.

Aogec H P,/P, Note
kg
Kg-bar m bar
. 1.013
2.4°10 1000.0
98.80
. 0.0405
2.4°10 40.0
3.95]
0.0020008)  g.30 0634
1.809
0.0070 g.as  1\013 ()
1.668
1.013
0.0172 21.5 (b)
3.115
0.00172 9.96 1013 (1) ()
1.986 |



discharge of the underground air caverns. The potentially resulting

oscillatory flow may be usefully compared to that in a classical Helmholtz
resonator, with 1liquid in the compensation column forming the oscillating
mass and the pressurized air caverns forming the spring. The period tH of

this Helmholtz resonator is
*
- TP ELVC (7)
H Ypooz

where L ~ H is the total Tength of the compensation shaft (including
U-bend) and y is the ratio of specific heats for the gas. The effective
cavern volume Vz can vary considerably, of course: V: is intended to
represent the actual volume of air in the caverns. Additional
nondimensional parameters can then be formed by dividing by other
characteristic times, in particular H/u0 and the startup or shutdown time
(ramp time) of turbomachinery. These additional parameters, such as LD
can also be experimentally modeled.

3.4 REYNOLDS NUMBER

The Reynolds number L depends mainly on the viscosity u of the
liquid, the characteristic pumping velocity Uy und the diameter of the
compensation shaft, If u, is taken to be the velocity induced by a full-
dissolution champagne effect, the Reynolds number for the prototype system
in Table 3.1 is m]OB; for the experimental systems listed it is m]05 to

106. For typical pumping velocities with no champagne effect, =, would be
approximately an order of magnitude smaller.
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4.0 SIMPLE ANALYTICAL MODEL

Relatively simple equations for the champagne effect in the
compensation shaft can be found if the flow is treated as one-dimensional,
isothermal, without interphase slip and without bubble coalescence or
fractionation. For a vigorous champagne effect, these equations are more
or less realistic and have the advantage of being understandable. The
inaccuracies associated with this model are perhaps less signifi~ant than
those associated with incomplete understanding of nucleation and
sJpersaturation.

The model is conceptually based on a hypothetical fixed mass of liquid
m, and an associated fixed mass of gas mg, initially fully dissolved in tke
liquid (Figure 4.1). In the following, we consider conservation of liquid
and conservation of gas. The pure liquid phase is assumed to have constant
density Py and to undergo no volume change due to solution or dissolution
of gas. For simplicity, we neglect the change in density of the liquid

FIGURE 4.1. Conceptual Illustration of the Fixed Liquid Mass with
Associated Bubble and Mass of Gas
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phase due to solution or dissolution (this corresponds to the assumption
Ap0<<1) and equivalently, that the mass of gas is negligible compared to
the mass of liquid.

Let the volume ratio V be the volume of gas per unit volum2 of liquid.
This is formally related to the usual void fraction o by

V=of(l-a) (8)

From conservation of liquid, the average density p of the two-phase mixture
is related to V by

o_ . 1
p, V+I1 (9)
and the perfect-gas law yields
m
_gb . pV_
m, 6T (10)

The total mass of gas mg is assumed to be in equilibrium solution in
the Tiquid at reservoir pressure Po’ this mass is divided intom
bubbie and mgz dissolved in the liquid,

gb in the

= 11
mgb + mgl Apomz (1)
Let the actual concentration of gas in the liquid be represented by the
concentration pressure Pee Thus, mgz = Apcm2 and for the special case of
equilibrium (Henry's law) concentration, Pe = P- Equation (11) yields

= - 12
mgb A(po Pc)mz ( )

The mass transfer to the bubble is driven by the concentration difference
Pe = P with an overall mass transfer coefficient KA: the rate of bubble
growth is then
dm .
a0 - (13
dt AbK"(pc P) )

where Ab is the surface area of the bubble. The application of an overall
coefficient K implies that resistance to mass transfer by diffusion is
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neglible, i.e., that the liquid is well-stirred, or turbulent. Combining
Equations (12) and (13) to eliminate Pe yields

Mab L 1 dmgb o

(p. - P)
m AbK dt 0

(14)

which reduces to Henry's law in the form of Equation (12) when mass
transfer vanishes and p = Pe-

We now introduce a scaling hypothesis, that the bubble volume is
proportional to the volume fraction V. This is equivalent to assuming that
a bubble, once formed, neither coalesces with another bubble, nor
fractiornates into other bubbles and that all bubbles can be represented (at
a point in space and time) by an effective bubble diameter d. Thus,

V¥ = const. V (15)

3

Writing the constant as w nD3/6, where D is the compensation shaft

diameter, this becomes
d3 = w3D3v (]6)

The constant w depends on the number np of active nucleation sites per unit

i = = 3 ]
volume. Setting d =d . and v "b“dnuc/ﬁ yields

~

3 .0
nan3

(17)

w

Even with the aid of devices such as particle counters, however, it is
difficult to determine Ny directly. A practical alternative is to determine
w (and thus nb) by measuring bubble diameter d and volume ratio V at any
point in the flow, i.e., w is supposed to be invariant for any given flow.

4.1 EQUATIONS OF MOTION

The three equations required are those for conservation of mass,
conservation of momentum and mass transfer. The three dependent variables
(unknowns) may be taken to be pressure, velocity and volume ratio.
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The one-dimensional, constant-area pipe-flow equations for mass and

momentum are, respectively,

30 43 () =
at | 3y (ou) = 0 (18)
Ju U . 3 uz .
Pt t oy tay T " 1%5— sin(u) + pg cosy (19)

where the velocity u is considered positive in the +y direction and y is
the angle between the velocity vector u and the gravity (acceleration)
vector g. The y-axis lies along the axis of the compensation shaft. The
mass-transfer equation is Equation (14).

Putting Equations (18), (19), and (14) in nondimensional form yields
the following three equations:

a_(_1 3a_(_U V.
8T(v+1)"av(v+1>‘° (20)

U aU "e 3P

ctUsy? TFTo7 " -ﬁfuzsin(U) + ngcosw (21)
-2/3 {3 3 :
PV + v v/ (5; + U 37> PV = me(m +1 - P) (22)

where the nondimensional independent and dependent variables are

T = uot/H U= u/u0
Y = y/H V = pglp -1
P = p/p,

4.2 STEADY-FLOW EQUATIONS

For steady flow, the continuity equation reduces to
U=u(v+1) (23)
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where Uo is a constant, the nondimensional liquid velocity at the start of
the compensation shaft where V = 0. Using this, the remaining equations
(21, 22) can be reformed into two equations, each of which contains only
one first-order derivative,

P _ 20
v+ 1) [reP - uzv] 3 = u2iza - by (24)

oV _ i
3(V + 1) [Trep - U(ZJV]W = ‘n’eA~|+ VB‘l (25)
where V > 0 and

ns(ﬂh +1) - P(nS +V)

A1§ m U
mo

By = nfug(v +1)2 - ngcos v

V= yl/3

gv represents a determinant of coefficients from the

original equations and will be represented by the symbol C,.

The function neP - U

Comments on these equations, as they relate to the champagne effect,
follow. The function A] vanishes for equilibrium values of V(P), as can be
seen by setting the derivative to zero in Equation (22), is positive for
supersaturation and negative for undersaturation.

Consider the upward flow in the ascending (long) leg of the
compensation shaft during the charging cycle of the CAES plant. Neor the
bottom of the U-bend, the volume ratio will be zero, @) i.e., the 1iquid

will be undersaturated and A, will be negative. Both B, and C, will be
positive.

As the 1liquid moves up the shaft, the pressure decreases and the
function Ayturns positive at some point: saturation is followed by
supersaturation, aV/ay > 0, and bubbles begin to grow. With increasing

(a)Neglecting the volume of the nucleation sites. These sites must, of
course, survive the overpressure in order for a champagne effect to take
place.
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height Y the pressure P continues to decrease (from gravity, friction and
acceleration) and the volume ratio V = V3 continues to increase. If this
process were to continue, the coefficient G would become zero and

Equations (24) and (25) could be satisfied only by making the derivatives

aP/a3Y and 3y/a3Y infinite.

This behavior is typical of gasdynamic choking, as encountered, for
example, in duct flow with friction or heat transfer. The limiting
velocity is the speed of sound c. In the present problem, there are two
soundspeeds: the equilibrium soundspeed Co is defined by

c2 = (ap/a (26)
a = (ap/ p)pgpc
that is, the concentration of the gas in the liquid is the equilibrium
value specified by Henry's law. The frozen soundspeed cf is given by

2
ct (ap/ap)pc=const (27)

that is, the concentration of gas in the 1iquid remains constant. In both
Equations (26) and (27) the temperature T is assumed constant. The
required relation for p(p) is found from Equations (10) and (12),

Po ™ Pe

Vewg 2—E (28)

with P set either to p or a constant, as required, together with Equation
(9). Differentiation then yields

c2 P (VY +1)? (29)

e sz"'tr

S
c2 =P (V+1)? (30)
f oy )

It is the "frozen" soundspeed corresponding to Equation (30) which governs
the choking 1imit in Equations (24), and (25). Let ug be the liquid
velocity at the bottom of the compensation shaft, where V = 0. Then setting
C;= 0 in Equations (24) and (25) yields

—s =V (31)



at the (real or hypothetical) section where chokirg obtiins. Inserting
this into Equation (30) yields

2 = y2 2
c uo(V +1)

f
and continuity gives the velocity at this section

uZ = u2(V +1)2

i.e., the Mach number based on Cp is unity.
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5.0 DETAILED NUMERICAL MODELING

In this section, an analytical model is developed for analyzing gas
dissolution/absorption in buoyancy/pressure driven multiphase flows in
variable area channels. The equations describing the conservation of mass
and momentum for gas, dissolved gas in solution and liquid are used to
calculate velocities, void fraction, dissolved gas concentration and
pressure as a function of time. Major assumptions are:

1. The flow is one-dimensional.
2. Gas and liguid temperatures are equal and constant.
3. Dissolved gas and liquid move at the same velocity.

4. Surface tension is negligible (equal gas and liquid pressure).
Surface tension effects on nucleation can, however, be incorporated.

5. The multiphase mixture behaves as a Newtonian fluid.

6. Steady-state mass transfer conditions between the phases are
established instantaneously with negligible gas-side mass transfer
resistance.

5.1 UNSTEADY MIXTURE EQUATIONS OF CHANGE

The drift-flux field equations for the multiphase mixture consist of
one momentum and three mass conservation equations. The mass conservation
equations consist of mixture mass, vapor mass and total gas mass. The
following forms of these four partial differential equations are:

Mixture Mass Conservation

13 -
5t [Pm] T & 3y [pmumA] =0 (32)

Vapor Mass Conservation

3 13 1
3t [*v]*F K‘sy'[“°v“mA] YRy

5.1



Total Gas Mass Conservation

I —

9 ) 13 P
3t [Pg* 7 sy legufl* 7oy [apv( - ;ﬂ)urA] =0 (34)

Mixture Momentum Conservation

°m

a_ 13 13 ap
ot [pmum] + A ay[pmu:]‘l\] + A _3')7 [“pv<] - __..V_) UZA] = . 9P

where:

Mixture Density, o_ = (1 - a)p2(1 + Ap.) * up

m v

Total Gas Density, Pq = (1 - a)(ApC)p2 *+ap,

(] -or.)p (1+Ap Ju, + ap u
Mixture Velocity, u_ = L - c: Vg (36)

Relative Velocity between Phases, u. =

"
o
]
=

5.2 CONSTITUTIVE RELATIONSHIPS

The four additional relationships needed for closure of the system of
equations are referred to as constitutive equations. These include the
equations of state for the liquid and vapor densities and saturation of
dissolved gas (Henry's constant). The relative velocity, wall shear and
vapor source term must also be specified for closure. General forms for
these equations are now presented.

5.2.1 Equations of State

The equations of state for the density of the three constitutents are:

Liquid

p, =0, (T) @)
Vapor

oy = p/RT
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5.2.2 Dissolved Gas (Saturated)

(Ap )o, = A(p,T)po, (38)

where a constant temperature T has been assumed. The liquid is assumed
incompressible with density a function of temperature only. The vapor
density is defined by the ideal gas law where R is the gas constant. The
density of dissolved gas, defined as the mass of dissolved gas per unit
volume of liauid, is defined by Henry's law for a saturated liquid, where
Henry's "constant" A is a function of pressure and temperature.

5.2.3 Source Term

The source term /I~ represents the amount of gas dissolution/absorption
per unit volume per unit time and is defined as

r=Kao [(ap.) - Ap] (39)

where a is the gas-liquid interfacial surface area/unit volume, Ap,. is the
dissolved gas mass/liquid mass, A is Henry's constant and p is the local

system pressure. To include surface tension effects in the source term p
must be replaced by p - 20/r. This will however have a negligible effect
except at very small bubble radii.

The controlling two-phase mass transfer parameters depicted in the
source term which govern the rate of gas dissolution/absorption are gas-
liquid interfacial area per unit volume a and mass transfer coefficient K.
An equivalent bubble radius model is also required since both of the mass
transfer parameters are functions of bubble size.

Since the nucleation process is assumed to be heterogeneous, an
initial interfacial ogas-liquid surface area per unit volume is included for
modeling the onset of nucleation. Other variations in mass transfer
parameters are also possible to account for delayed nucleation or
cavitation. This additional information, however, must be determined from
experimental data and modeled into the constitutive relationships.

5.3



5.2.4 Interfacial Area

Expressions for the interfacial area per unit volume and void fraction
as functions of bubble size and density can be represented, respectively,
by

a = nplnr? + a, (40)
and
o = ng 4/3nr3 (41)
where
a, = (nb)o4wr§, initial interfacial area per unit volume on suspended
particulates and channel wall at o« = 0
r = equivalent bubble radius
ry = equivalent initial bubble radius (onset of nucleation)
n, = total number of bubble/nucleatinn sites per unit control volume
(nb)0 = initial number of nucleation sites per unit volume on suspended

particulates and channel wall (onset of nucleation)

Eliminating bubble density ng from Equation (40) by algebraic
substitution of Equation (41) yields

a=>—+a (42)

which is the governing interfacial area equation. For bulk nucleation from
particulates (motes) with an initial radius L and blanketed by a gas-
liquid film, the interfacial area can be represented by

) = ((nb)o%rg + 30)

r

The equivalent bubble radius is assumed to be a function of void fraction.
Equation (42) is generally applicable for all two-phase flow regimes, even
though the derivation was based on bubbly flow (Meyer 1981).
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5.2.5 Bubble Size

A general form for the bubble radius (assuming bubbles nucleate at an
initial radius ro) from Equation (41) is

_b’o r3+ Eﬁ%F‘ (43)
where the parameters (nb)o and ry are given constants and ny is assumed to
be a known function of void fraction. The functional variation of bubble
radius is proportid:a] to the void fraction and inversely proportional to
the bubble density. For empirical comparison or modeling. one of the
following simplistic scaling forms from Equation (41) may be more
appropriate (for « > 0):

1, r= rr“]/3; n, v constant
2. r=r; n. ~a
AN V& b ()
3- Y“Y‘r-l_a) LY nb"’]"a
- 1/3,
4. r rr(1 o) ; v T

where rr is a measurable reference bubble radii.

Scaling forms 1 and 3 initially underpredict the rate of gas
dissolution because the interfacial surface area to liquid volume ratio is
very small at low void fractions (i.e., o« ~ 0, a» 0). However, at
moderate void fractions (a > 0.1), Tittle difference in a is noticeable
among the four forms. Consequently, the importance of bubble scaling is in
trends produced for various mass transfer coefficients K, bubble radii r,
degrees of saturation, system configurations, etc.

5.2.6 Mass Transfer Coefficient

The general correlation for most theoretical studies (Sawa 1975) of
mass transfer from bubbles (particles) can be represented by the Sherwood
number

Sh = f(r,.,Sc)
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where =, is the bubble Reynolds number and Sc is the Schmidt number. The
Sherwood, Schmidt and Reynolds numbers are defined as

_ kd

Sh = —35—
Sc = vzl.@ (45)

u_d

ﬂ'r = \)9’

where d is the bubble diameter, 2 is the molecular diffusion coefficient,
vy is the Tiquid kinematic viscosity and u_ is the relative bubble to
liquid velocity.

The mass transfer coefficient correlation used for computational
purposes was

1/2 ..n

K=%—(2.0+knr sc") (46)

where the Schmidt exponent and k coefficient are given by

n=1/3; k = 0.6, noncirculating bubbles (spheres) d < 1 mm
n=1/2; k = 0.8, circulating bubbles d > 2.5 mm

The values of the exponent n, coefficient k and transition diameter d
were based on the theoretical and experimental work presented by Sawa
(1975) and Calderbank and Moo-Young (1961).

Figure 5.1 shows the approximate region of experimentally determined
instantaneous mass transfer coefficients versus equivalent spherical
diameter by a number of authors, as reported by Meyer (1981). For
comparison, the air-water mass transfer coefficient calculated by Equation
(46) is included. Based on the above, the mass transfer coefficient in
two-phase bubbly flow is expected to range from 1 x 107 and 1 x 1072 m/s.
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REGION OF MAJORITY
EXPERIMENTAL
—— DATA

EQN (56)

APPROXIMATE REGION

MASS TRANSFER COEFFICIENT K x 10% (m/s)

OF EXPERIMENTAL

DATA
0 Lo 1 bl 11 nuL 1.1 Illll 1 1t 1 1
1073 10" 103 1072 107!

EQUIVALENT DIAMETER, m

FIGURE 5.1. Mass Transfer Coefficient Versus Equivalent Spherical
Diameter, Comparison of Experimental Data and Equation (46)
for Air-Water Solutions

5.2.7 Wall Shear Stress

Assuming the multiphase mixture behaves as a Newtonian fluid, the wall
shear stress takes the form

T, = fpmlumlum/8 (47)

where f is the Darcy friction factor. The friction factor f reported by
Kays (1966) for the smooth tube correlation is

£1/2 2 0.8 +0.87 tn (apf/?) (48)

where m, is the tube Reynolds number based on the two-phase mixture
viscosity given by McAdams, Woods, and Heroman (1942).
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5.3 STEADY-STATE EQUATIONS OF CHANGE

Steady-state eguations of change are developed from the unsteady
equations. The major assumptions are the same as those for nonsteady flow.
The additional assumptions are:

1. The rate of momentum gain by convective slip is small compared to the

. 2 2
>> - R
mean convective momentum (pmum apv(] apv/pm)ur)

2. The mass flow rate of vapor is small compared to the mass flow rate of
Tiquid plus dissolved gas (|ur|/u2 << pm/apv).

1]
K
o
w

3. The mixture density is approximated by Py = (1-a)p* where p* = ]
+ p2(1+Apc) and is a constant. (For homogeneous flow Py = (1-a)p*.)
This follows from Assumption 2.

The governing steady-state equations were simplified by algebraic
substitution to obtain a system of nonlinear initial value differential
equations for p and V are (see Meyer 1981)

A
- Vi1l o
uy = (uy)g (Vo ¥ 1)7\" (49)
2 4
(u,) D
dp . _ 270 v
S ETNC Rty P
% = - [A*/p* + B*V] /C* (51)
where
A Sa Ka A
A* = | A szT/S ((pc)o - r(;' p) -Vp + Vopo-s-— *(T‘;T;A—(; (] + VO)
s (d(o/00)>
s a(p/p,) \" dy
_ 2({1+V\2(%\"/ ¢ ,d 5
8* = [gy + (UQ)O (] ¥ Vo) (TI \ZT); -2 dy (D/Do)) /(1 +V) (52)
p V aS (usz)o \2(00 )
* = _— = - —_
= o (]+Sa) (1+\.’0, o) v



Slip is defined as

S = ug/ 1 / 1 ALY (D )2
=u/u =1+u/u =1+ — A
g g r o4 (u ) (-I + V)m+1 Do
2’0
and (53)
S _-(M+ 1)(S-1)
oV 1+V

3S =2 S -1
3(0/005 D/D0
The above equations are subjected to the boundary conditions
y= 0 up = (uy)gs Vo= Vo, po=pgs pe = ()
y=12: p=pl)
where u, and p at y = 0 must satisfy p = p(2) at y =
Identification of C* in Equation (52) with choking for nonhomogeneous flow

is presented. The soundspeed for nonhomogeneous two-phase flow without
mass transfer is given by

C% = (g.p_) =_P_i_._(y_:l'_1L2 []+y_.d_s.]
P p.=const P S dv
and for equilibrium dissolution flow by (54)

2 oD v+12[1+———

e p*V+/s
For a detailed development of these equations see Meyer (1981). Equating
Tiquid velocity in Equations (49) and (53) yields the choking condition
4

2
[l () () i

The similarity between C* and Equation (55) is apparent. The homogeneous
choked flow condition is obtained by setting 3S/3V = 0. The condition of
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choked flow is one in which dp/dy becomes infinite, which from Equation

(50) occurs when C* is zero.

This choked condition for homogeneous or
3S

constant slip flow (5V)= 0 is similar to that given by Herringe and Davis

(1978).

5.4 NONDIMENSIONAL EQUATIONS OF CHANGE

Nondimensionalizing or scaling the equations permits the reduction to
a simpler form, thereby reducing (usually) the number of variables.
Scaling is also advantageous for numerical compilation and modeling.

5.4.1

Nondimensional Quantities

The dimensionless

quantities are:

R = A/A, m, = o, 9H/p,
0*= /D, rg = A0 RT
P = p/p, T gL/ug
Pa = pa/plug e fL/2D
Po = Po/Pa Ty = P/ (0 RT)

(Pe)y = (Pc)y/P T = ugt/L -
Uy = uy/ug N = Ap, '
U = u/ug A= (Ap,)

Uy = U/t MA,
Uo = (ul)o/uo Y aKl./uo
Y = y/H Yo Y]/ﬂz
. L= f(Y) Y3 = 1,0.9,/9
f' = dz/dY vg = meUplU lop
om = Pploy
Eé = pg/p2
p* = p*/p,
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vg = [ mg/S((P), - AP) - VP + v P ——] (””g(1 +y ) - 2 234
g, L 2 1
Y6=[U¥—+ug(]l—+t\,—‘i)(0“)’5(%~ )
0 o) o)
2
= PaP Y% ) -4
[] ‘V(1+vo D

The axial transformation Z = f(Y) is introduced here to provide the
option for an unequally spaced mesh in the Y coordinate (equally spaced in
Z). This transformation is needed only for unsteady flow analysis and can
ensure adequate stacking of nodes in regions of large pressure, velocity
and void fraction gradients without requiring that tne entire grid be fine
meshed.

5.4.2 MHNondimensional Unsteady Equations

The governing differential equations [Equations (32) through (35)]
with the constitutive relationships take the following forms upon
substitution of the nondimensional variables:

Mixture Mass

5]+ J_-l L[5 UR] =0 (57)
Vapor Mass
' aPrw _ . _
g_l' [aP] + Tg—l 3 [ PU A] + fl_\(Y) -g—z[ap (] - amz) UrA] = YZ(AC - I\P) (58)
Total Gas Mass
FRT I Al (O T RO & TAR A A O I AT
v [Pg] * 5 37 [pgumA] Mt v: [an2 (1 s UAL =0 (59)
Momentum
Pn
__L_l 2 ( ) MmN\ 2
] [ UA] aP'nz 1 5 Ur‘A
= - Paf'(Y) %% - Y3 - Y- (60)
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Equations (57) through (60) represent the equations required for numerical
computation along with the boundary conditions

Y = 0: INFLOW; P = Py o= ans oy = (o). pg = (pg)g

OUTFLOW; P = P

0

Y =1: OUTFLOW; P = P(z, Y =1)

INFLON;P=P(r,Y=1\,a (I(T,Y=]), 5m=6m(T9Y=])a

Py = pg(r, Y=1)
5.4.3 Nondimensional Steady-State Equations

The governing steady-state Equations (49), (50) and (51) for Ul, P and
V take on the following forms upon substitution of the dimensionless
variables:

U, = U, (\, ; \)(D*)' (e
& = F(VP,Y) (62)
& = 6(Y,P,V) (63)
where
F(Y,P,V) = l/ o )2(;*)4 ( %3—3-)76]/77 (64)

G(Y,P,V) = g% vg * VYG] /Y7

The above equations are subject to the boundary conditions

where UQ and P at Y = 0 must satisfy P =1 at Y = 1.
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The inlet saturation pressure (Pc)0 and the inlet system pressure P0
at Y = 0 can be represented respectively by

(P) =mn, +1
C h
and ° ] (65)
Po = T + 1 - CLUSIZPa
where ™ is the decree of saturation, no is the degree of pressurization,
1] /2Pa is the inlet velocity head and CL is the inlet loss coefficient.

For m = 1 and ny = 1 the inlet concentration and cavern pressures are
equal to the liquid hydrostatic head.

5.5 NUMERICAL FORMULATION

The differential equations are first approximated by a finite-
difference scheme. The steady-state difference equations are solved by a
predictor-corrector method with shooting. The unsteady equations are
solved by a moditied parallel method. The theoietical objectives are to
determine pressure, void fraction and velocity axial profiles for various
mass transfer parameters, system configurations and design transients. The
numerical formulation details are provided by Meyer (1981).

5.5.1 Steady-State Numerical Formulation

Equations (61) and (62) constitute a system of nonlinear initial-value
differential equations for P and V. These equations are solved numerically
by a variable step-size predictor-corrector method with local error
control. Approximations to P and V will be generated at various mesh
points in the Y internal (0,1) where P; and V, approximate the exact
solutions P(Yi) and V(Yi)‘

The procedure uses the implicit Adams-Moulton three-step method to
improve upon approximations obtained by the explicit Adams-Bashforth
four-step method. This combination of an explicit and implicit technique
(predictor-corrector method) is similar to that reported by Burden, Faires
and Reynolds (1978) for initial value problems. Provided the difference
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between the initial (explicit method) and final (implicit method)
approximations are within a specified tolerance, the final values of Pi+1
and V. would then be used as approximations to P(Yi+1) and V(Yi+]). The
technique of using the Adams-Bashforth as a predictor and the Adams-Moulton
method as the corrector is then repeated for the next mesh point. Because
the multistep methods require equal step sizes for the starting values, any
change in step size necessitates recalculating new starting values at that
point. This is done by calling a Runge-Kutta subroutine. The exit values
for P and V at the last mesh point N (YN = 1) are also calculated via the
Runge-Kutta method where AYN =1 - Yn-1-

This scheme of selving the system of differential equations is
combined with an iterative procedure on the inlet velocity Uo at Y =0 to
achieve the exit pressure PN =1 at YN = 1. The iterative procedure on the
inlet velocity Uo involves a secant method to find the root of the equation
(PN - 1) = 0. This is similar to a shooting method. The numerical
procedure is continued until (PN - 1) « € where ¢ is a specified tolerance.

The procedure is complete with the values of liquid and vapor
velocities calculated from Equations (61) and (53), respectively:

Liquid

V]. +1 ’
= e (YY"
(U,); = U v =7 O
Vapor

(U); = $;(U,);.

5.5.2 Unsteady Numerical Formulation

A revised method of calculating one-dimensional transient multiphase
flow is presented, based on modifications of the implicit multifield (IMF)
method and implicit continuous-fluid Eulerian (ICE) technique.

This method incorporates the flexibility for variable advanced-timing
of convective terms ranging from a fully implicit to a purely explicit
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form. The method also incorporates spatial coupling of pressure and
incremental pressure terms (Stewart 1979), resulting in order-of-magnitude
gains in computation time. The numerical finite difference method is
useful for all Mach numbers from zero (incompressible 1limit) to infinity.

The papers of Harlow and Amsden (1971, 1975), Stewart (1979), Liles
and Reed (1978) and Ramshaw and Trapp (1976) are recommended as general
references to the current state-of-the-art numerical techniques for
calculating transient two-phase flow.

5.6 DIFFERENCE EQUATIONS

A fragment of the Eulerian finite-difference mesh illustrating the
centering of field variables relative to a typical cell is depicted in
Figure 5.2. The mass equations are differenced over the mesh cells
indicated by dashed lines; the momentum equation is differenced over the
solid cells. The index i counts cell centers (solid lines) from left to
right while the cell edges (dashed lines) are labeled with an index
i+1/2.

The finite differenced equations for the continuity and momentum
equations from Equations (57) through (60) are:

Mixture Mass

(am)?+] - (5m)? fli = - n+1 = - n+1
5t " Ee [Riarsz Galwlinise = Biovge Gal)int 2 (66)

'y e - - o - .
¥ E;l' 57 [:Ai+1/2 (°nm)i+1/2 = Ai-1/2 (?m”m)?-l/z] =0

Vapor Mass
n+tl _n+l nyn '
S I L B L Rl T, o n#] (67
5 T (A2 172 = Aio1s2(ePU)it 2 )

= RVT + (1 - 0)sT eS?+1
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FIGURE 5.2. Eulerian Finite Difference Mesh Labeling Convention
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Total Gas Mass

g)?ﬂ ] ( g)1

n+l % - n+] _ peh
§15Z [ 1+1/2( g m/i+1/2 Ai—]/Z(QgUm)i—l/Z - RGi (68)
Momentum
n+] - n .
( m m)1+1/2 (pmum)i+1/2 - Paf1’+1/2 [ (Pn+] n+1 (69)
St 82 ¢ - P1'+1

- (-0 (] - P?n)] + Ris/2

The terms in the above equations that contain no advanced-time factors

are defined as:
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The finite difference forms for the total gas density and mixture
density are:

(59)?” - ( _ n+1) (A ﬂﬂ a"”p?” , (71)
and
GO = G e - o )

The index n + 1 indicates an advanced-time value while the old time
value is denoted by n. The weighting constants & and ¢ , with magnitudes
between 0 and 1, denote the relative level of time centering of the mixture
mass and pressure terms, respectively. For 6 = ¢ =1, that term is
evaluated at the advanced time (implicitly), whereas, for 6 = ¢ = 0, the
method is explicit.

The numerical iterative procedure for the p~essure increments requires
the mixture continuity and momentum equation to be represented in slightly
different notational forms. The revised form enables identification of
before and after iteration increments.

The following variables are now defined:
pn+1 A

i TPyreRy
Gl = Gy + 5 2

n+l - -
(5 Vn)is1/2 = Co¥ndiersz * SCnln)i+1/2

1

aog = (o) m’i



where the § operator represents small increments in the given variable.

The other needed relationships are the equation of state pressure

functions
P = et 1] [ - Gt (78)
and
6P, = 1/Clsp, (75)
o (Fn) " g e s
where Ci= /. 1S the inverse of the nondimensional sound speed squared.

The use of Equation (74) is extremely advantageous for cases involving
single-phase vapor flow or those involving large spatial variations in void
fractions where the density differences are related to pressure phenomena
and not convection. Equation (75) is required for pressure incrementation.

The convective mixture mass flux from the mixture momentum
Equation (69) can now be represented by

o | = (5.U ! o (76)
(0.ln)is1/2 = (Culu)is1y2 * Pafin2 o [¢ Piu)
n
-1 - ¢)(P - P, +])] + R1+]/2
and
o ' 77

The mixture continuity Equation (66) by substitution of Equation (73)
becomes

f.o
1 X - - -
i K:E [A1‘4-1/25("mum)i+l/2 ) Ai-]/z‘”"m m)i- 1/2] " Pn)i (78)



where

f 081 -
= (5n)i * [ As1/2Gnln) iz i+1/2(pmum)i+1/2] (79)
1 - 8)sr
1 Y - n r - n
YRl [Ai-1/2Caln)iasz - Ain1s2(ontn)in 2 |

Elimination of § (5m“m)i+1/z and 85 from Equation (78) by algebraic
substitution of Equations (75) and (77) results in the implicit pressure
increment equation

n e¢f Pa _ _
- - ' ]
CjoPy + —— (az) [ i-1/2h-12%° EEV S BRITRAIRYTARIILS

' . (80)
MRS LIR PP 1+1] Bo

5.7 SOLUTION PROCEDURE

The numerical method to solve the governing finite-difference
equations is a combination of the implicit multifield (IMF) methods of
Stewart (1979) and Harlow and Amsden (1975) and the implicit continuous-
fluid Eulerian (ICE) technique of Harlow and Amsden (1971). The essential
features of this method enable implicit treatment of the continuity
equations and the pressuré field. As in the IMF technique, the new
pressures are determined by iteration.

The solution procedure requires an iterative procedure, for which the
following notation is introduced: values at the beginning of each
iteration will be indicated by a circumflex (), values resulting from the
iteration will be denoted by a tilda ().

The solution procedure is outlined as follows:

Step 1. Calculate the required beginning-of-cycle terms R. i+1/2°
n n n
RGi+]/2, RVi+]/2, Si’ Gi’ and Ci. These terms contain no advanced-
time factors and remain constant during the iterative portion of the

solution procedure.
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Step 2. Initiation of the beginning-of-cycle pressure profile ﬁi'
This can be accomplished in a number of ways, depending on the particular
two-phase flow problem dictating the degree of coupling of neighboring
pressure terms (Meyer 1981).

Sten 3. Solve for the momentum flux (pU )- i+1/2° from the estimated
pressure profile P using Equation (76).

Step 4. Calculate the beginning-of-cycle density (Sm)i from
Equation (79),

Step 5. Solve for the mixed mean velocity.

Unistzz = Golninn 2 Cudin e
where (p )1+]/2 is calculated by a predetermined "weight donor cell”
method.

Step 6. From the new velocities (ﬂm)i+1/2 and pressure 6i the total
gas density is calculated from Equation (68). The pressure concentration

(ﬁc)i and void fraction a; are then calculated by an iterative procedure

using Equation (71).

Step 7. Calculate the updated mixed mean density from Equation (72):
(p ); = (o 9)1 +1 - &i

Step 8. Calculate the difference between (Em)i and (3m)i’ finding the

differences not zero but equal to some remainder Aﬁi,
855 = ()5 = (o)

Step 9. The remainders in Step 8 are then used to determine
increments P, for the estimated pressures, so that 51 = 61 + 8P;. If the
increments in ABi and aPi are not smaller than specified errors, the new
pressure profile (ﬁi) is used to recommence the iteration. The pressure
increments are calculated from Equation (80):

f'Pa

P 1/2P 41/2M
CjoP; + 04— %) [ “FihiagetPia t Fahioge * i hing)o

‘f%+1/2Ai+1/2‘5Pi+1] = ~w'dp,
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where «* is an over-/under-relaxation parameter whose slignc variations
above or below unity accomplish over- or under-relaxation. This system of
equations can be represented by the tridiagonal matrix and solved by
Gaussian elimination for dPi.

Step 10. The tilda values of pressure and density are now updated by

P. = Py + oP;

and

= Z n
(Om)i (pm)i + CiGP_i

If the incremental pressures aPi or densities 45; are not within
specified tolerances, the circumflex values are updated by setting tihem
equal to the tilda values. The circumflex values of the mass flur are
updated as in Step 3 and the procedure is recommenced starting at Step 5.
Because the error reduction is about an order of magnitude per iteration,
rarely are more than a few iterations necessary.

I[f the increments in pressure and mixed mean density are smaller than
prescribed tolerances, the field variables at time n + 1 are approximated
by the tilda values and the process recommences with Step 1.

5.8 SCALING HYPOTHESIS COMPARISON

The scaling hypothesis assumes a fundamental form for the bubble
radius exists. A few simplistic scaling forms are given by Equation (44).

The purpose of the hypothesis is to reduce Equations (62) and (63)
into forms that are more elem atary and less dependent on the interfacial
area parameters at the onset of nucleation. One way to achieve this
simplification is to assume a bubble radius relationship of the form

r= rrV]/3 (81)

where e is a measurable reference bubble radii and V is the gas-liquid

volume fraction. A simplistic form for the interfacial area from Equation
(42) is

da =*';"' (82)
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where the initial bubble radii and interfacial area were assumed to be zero
in accordance witn Equation (81). Substituting Equation (81) into (82)
results in the following gas-liquid interfacial area

33 (83)

a = rril + V)
which is a function of V. The only input parameters required to obtain the
interfacial area is the measurable reference bubble radius rr.

Equation (63) is not in a convenient form to take advantage of this
simplistic approach of modeling the interfacial area, because the rate of
change of V with respect to Y will be zero (dV/dY = 0) for all flows that
begin as single-phase liquids. That is, Yg [see Equation (56)] will be
zero unless an initial gas-liquid interfacial area exists at V=10 to
initiate dissolution. To avoid this problem, Equations (56) and (61)
through (64) can be written in terms of V which is the cube root of V
(V= V]/3). This substitution ensures the spatial gradient of V is not
equal to zero at zero gas-liquid fractions dV/dY # 0 at V = 0. An
equivalent but more convenient form of these equations for this application
is obtained by rewriting the equations in terms of V. The resulting
initial value differential equations for P and V are

o2
U 2 yXv g
[+ 0 o y_as
d [(\73 . 1) g P (‘ t 33 3\7)*6] Ay (84)
dv _ [P v
@ [BQ‘Y; + Vvs]/(3v7) (85)
where
*
Y] = wr]/VZ/3 = ———&L—~—f;§
ur (1 +v
or

- - S -
g [ors (o - Pe e e, 2]k 0y e

| =<1t
©

2o
olg
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For a supersaturated solution with no initial gas-liquid interfacial
surface area dV/dY is greater than zero causing gas dissolution. The
scaling hypothesis initial dissolution process thus assumed gas bubbles
nucleate at zero radius.

Solution of the above system of nonlinear initial value problems
results in pressure, void fraction and velocity profiles similar to the
more complex model profiles. Figure 5.3 illustrates the effect of the mass
transfer coefficient (K/rr ratios) on void fraction profiles for the
scaling hypothesis. Figure 5.3 clearly shows the same general trends and
characteristics as the more complicated model. The scaling hypothesis also
is shown to asymptote to the full dissolution void fraction value for large
K/rr values.

0.5
K(m/s) r. (m
a3 S$.0E-03 S.0E-04
o b— b 5.0E-04  5.0E-04
c 5.0E-05 5.0E-08%
m=mn=1.0
[
z 0.3 p—
o
-
"]
<
o
U
9
S 02}~
0.
0.0 ]
0.0 .0

VERTICAL DISTANCE Y

FIGURE 5.3. Comparison of Comprehensive and Scaling Hypothesis Void
Fraction Profiles for Various Mass Transfer Coefficients (RPI
Model)
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The scaling model void fraction and velocity profiles are very close
to the corresponding profiles with nucleation densities of order 107
bubb]es/m3. Since nucleation density must be changed by an order of
magnitude to make any appreciable effect on the profiles, the scaling
hypothesis should be in reasonable agreemoent for systems with nucleation
densities of the order 107/m3. The similarity between these interfacial
area models is not all that surprising because both have nearly the same
interfacial areas at relatively small void fractions (i.e., for o >

4/3n(nb)gr0; a —+ 3a/r).

The scaling hypothesis model provides the user with a simplistic model
for determining the effects of various parameters without knowledge of the
actual nucleation process or nucleation density. The only required input
is a measurable equivalent reference bubble radius.

5.9 BLOWOUT PHENOMENON

A blowout is a potential probiem during CAES system charging. If the
influx of gas during charging is sufficient to displace the liquid in the
lower reservoir to the bottom of the U-bend, compressed gas could escape
through the compensation shaft and cause a system blowout. Termination of
the charging process may not prevent blowout, however, once the lower
reservoir has reached a low liquid level. Blowout would occur, for
instance, if conditions existed such that the buoyancy-driven two-phas~
efflux from the reservoir lowered the liquid level in the U-bend to a point
where the two-phase hydrostatic density head was insufficient to maintain a
liquid level in the bend. A U-bend is incorporated to prevent this from
occurring; its depth can be predetermined from the operational lower
reservoir pressure and buoyancy-dissolution effects.

The U-bend depth must be designed so that if liquid is displaced to
the bottom of the U-bend, the lower reservoir pressure will be insufficient
to overcome the viscous, gravitational and two-phase acceleration forces
acting in the compensation shaft. This would cause a reverse flow, which
would force liquid back into the lower reservoir and prevent blowout.
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Based on Meyer (1981), the maximum U-bend depth to height ratio to
prevent blowout for given degrees of saturation and pressurization are

-
hb _ 1 1 (87)
W nz(l - 'rrs) + ns(n«l + _n—r;')ln ('nhn2 +1) -1

ﬂz > T]]
hy,

T 7 ["2 T s s (“1 * %—>M(“h"1+”] !

h
where the nondimensional variables [Equation (56)] and nondimensional
saturation and tank pressures [Equation (65)] have been incorporated. The
bTowout phenomenon will not occur for U-bend depth to height ratios greater
than those given in Equation (87).

A number of U-bend depth to height ratios for the RPI high solubility
(carbon dioxide/water) and the Potomac Electric Power Company (PFPCO) CAES
prototype (air/water) systems appea: in Table 5.1. The results are shown
for various degrees of saturation and pressurization. Typical U-bend depth
to height ratios to prevent blowout for the PEPCO prototype and RPI model
are 0.065 and 0.349, respectively, for n =Ny = 1.

5.10 COMPRESSED AIR ENERGY STORAGE DESIGN TRANSIENT

The unsteady model was used to investigate the dynamic response of the
proposed PEPCO CAES system for a typical charging transient. The design
charging cycle transient and system parameters were obtained from a design
report prepared by Willett and Shippey (1980). A schematic of the system,
pertinent dimensions and air-water properties are given by Meyer (1981).

Initially, the system is in static equilibrium at the lower reservoir
mid-water Tevel. The water in the compensation shaft is assumed to be
saturated at the local hydrostatic pressure, as is the lower reservoir
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TABLE 5.1. U-Bend Depth to Height Ratios to Prevent Blowout for the
PEPCO Prototype and RPI Model

Prototype (H = 735 m) RPI Model (H = 10 m)
("h = 71.088, LA 0.02015) (nh = (0.96718, L 0.9408)

— ot et et b d

O O O O O O o O O O O O

— — — — —d ol
-

5.27

no hy/H no hy/H
0.9746 0 0.9045 0
1.0 0.0254 1.0 0.0952
1.1 0.1254 1.1 0.1948
1.2 0.2251 1.2 0.2945
1.3 0.3249 1.3 0.3942
1.5 0.5245 1.5 0.5935
0.9603 0 0.7935 0
0.98 0.0196 0.9 0.1061
1.0 0.0396 1.0 0.2058
1.1 0.1394 1.1 0.3054
1.2 C.2393 1.2 0.40%1
1.5 0.5387 1.5 0.7001
0.9345 0 0.6765 0
0.95 0.0155 0.85 0.1944
1.0 0.0654 1.0 0.3493
1.1 0.1652 1.1 0.4490
1.2 0.2650 1.2 0.5487
1.5 0.5645 1.5 0.8476
0.9125 0 0.5886 0
0.95 0.0367 0.7 0.1437
1.0 0.0869 0.8 0.2745
1.1 0.1871 1.0 0.5079
1.2 0.2871 1.2 0.7206
1.5 0.5866 1.5 1.0201



water. This system's saturation level is assumed to be a worst case
condition. The charging transient is initiated with the start of the

compressors, which force compressed air into the lower reservoir at a rate

of 1200 kg/s. The charging rate is constant and continues for 1000 s, at
which time the compressors are turned off.

Because of the large amount of compressible gas in the lower
reservoir, the above transient creates an oscillating behavior similar to a
spring-mass system. The period of oscillation T* for this system
containing a single-phase fluid can be shown to be approximately

Th = — &1 ____ (88)

[P
(V;)OQQL

where
(Pt)o = initial lower reservoir gas pressure N/m2
(Va)o = initial lower reservoir gas volume m3
L = total shaft length m
A = shaft area m2
Py = liquid density kg/m3

Equation (88) is the same as that proposed by Larsen and Norén (1973)
for a simplified single-phase model to predict the oscillatory dynamic
response of a CAES system.

This oscillatory behavior also results in a phase shift angle of /2
radians between the pressure and velocity amplitudes. For a detailed
derivation of Equation (88) and phase angle, the reader is referred to
Meyer (1981).

Equation (88) demonstrates that, if the compensation shaft length or
gas volume in the lower reservoir increases, the period of oscillation will
also increase. Conversely, if the tank pressure or shaft area were
increased, the period of oscillation would decrease. These general trends
have been shown by McMonagle and Rowe (1980).
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From Equation (88), the period of oscillation for the present PEPCO
design transient with input values

(Pe), = 7.3 x 10° N/m’
(V3)y = 3.0 x 10°
L =1080m
A= 7.06858 m® (d = 3 m)
0, = 1000 kg/m’

is approximately 500 seconds.

The mass transfer parameters (K r, np), relative velocity and fluid
friction are assumed to be functions of void fraction and are calculated
from the constitutive relations for typical bubble radii and nucleation
densities.

During system charging the influx of air in the lower reservoir first
increases reservoir pressure and induces an upflow in the compensation
"shaft. As the fluid travels up the shaft, it moves into a region of lower
pressure supersaturating the solution. Because the system is
supersaturated, gas dissolution occurs, which decreases the two-phase
density head and increases system velocity. At approximately 100 s into
the transient, the volumetric outflow of liquid exceeds the compensating
influx of air and the cavern pressure begins to decrease. Figures 5.4 and
5.5 also illustrate the rapid change in pressure and velocity gradients
once the compressors are turned off at t = 1000 s. Once the cavern
pressure decreases to a value insufficient to compensate from the two-phase
density head, frictional losses and convective acceleration forces reverse
flow to occur. Reverse flow forces liquid back into the lower reservoir,
which increases the lower cavern pressure and results in an oscillatory
flow behavior.

During reverse flow, liquid entering the shaft from the upper
reservoir is saturated at the ambient pressure and contains a much smaller
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concentration of dissolved air than the high pressure lower reservoir
(~1:72). Consequently, on subsequent fluid upflows, gas dissolution does
not occur because the concentration pressure in the shaft remains near
atmospheric (as shown in Figures 5.4, 5.5, and 5.6). This is evident by
cbserving the fluid velocity behavior during the first flow reversal and on
successive oscillations. Because the initial flow reversal reaches
velocities in excess of 10 m/s, the entire compensation shaft and U-bend
are replaced with liquid saturated at atmospheric pressure. On subsequent
upflows, the velocities and period of oscillation are insufficient to
replace the low concentration atmospheric solution with the high
concentration Tlower reservoir solution to initiate dissolution.
Consequently, the system is undersaturated for the remaining duration of
transient and behaves as a spring-mass system.

Figures 5.4 and 5.5 show that the pressure and velocity period of
oscillations are approximately 500 s after flow reversal. This numerical
result is in excellent agreement with the period of oscillation given by
Equation (88). Comparing Figures 5.4 and 5.5 also illustrates the expected
pressure/velocity phase shift angle of =/2 radians. The oscillatory
pressure and velocity amplitudes are shown to decrease with time because of
fluid friction damping. The system is thus well behaved and will come to
rest at static equilibrium.

Figure 5.6 shows some interesting characteristics of the void fraction
profile. The dip in the void fraction profiles near t = 300 s is a result
of the initially high saturated slug of liquid from the U-bend reaching the
upper reservoir. Because this fluid slug has a higher gas concentration
than the lower reservoir, dissolution is enhanced. Once the initial U-bend
fluid passes through the system, the void fraction decreases as a result of
the lower gas concentration level in the lower reservoir. The system
velocity, however, reaches a maximum of ~ 12 m/s at t = 300 s and then
begins to decrease. This decrease in velocity increases the time for mass
transfer to take place and allows the void fraction to approach full
dissolution. Once reverse fiow occurs, the exit void fraction rapidly
falls to zero and remains zero throughout the transient.
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The effect of mesh refinement on the pressure, velocity and void
fraction profiles is demonstrated in Figures 5.4 through 5.6. (Increasing
the number of nodes near the exit with an axial transformation tunction
would be a more effective and efficient method of accomplishing node
refinement in areas of large void fraction and velocity spatial gradients.
However, for 1illustration purposes, doubling the number of nodes was
sufficient to demonstrate the influence of mesh size on the results.)
Comparison shows that mesh refinement results in larger exit velocities and
void fractions. These results were expected because of the large field
gradients near the exit. Grid refinement. thus enables more accurate
calculation of rapidly changing spatial variables without substantial
linearization. Because of the decreased two-phase density head with grid
refinement, exit velocity and void fraction increases, which increased the
time prior to flooding.
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The results presented for this CAES design transient show the general
effects gas dissolution has on the operation and dynamic response of a
typical CAES system for realistic mass transfer parameters. Although these
results are more investigative than quantitative, they do provide a means
for evaluating two-phase dissolution flows in CAES systems. The numerical

model has also demonstrated its ability to correctly predict flow
oscillatory behavior.
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6.0 EXPERIMENTAL ARRANGEMENT

This section documents the laboratory model arrangemcnt and describes
the tests conducted.

6.1 MODEL AND PROTOTYPE SYSTEMS

Full-size CAES installations are expected to have vertical heads on
the order of 1000 meters compensation, shaft diameters on the order of 1 to
2 meters, and caverns with volumes in the millions of cubic meters. The
scaling of these large size systems to laboratory models was accomplished
by identifying the dimensionless numbers which characterize the features of
the system to be studied. These numbers were obtained from the
mathematical model of the system. The laboratory model was then designed
to operate with dimensionless numbers that are within the range of those
experienced by the full-scale system (Chen 1981).

The space available and practical consideration limited the
experimental system to a head of 9.96 meters. Because full dissolution is
expected in real CAES systems, the experimental model was designed to yield
the same full-dissolution exit void fraction as a full-scale system. Large
quantities of dissolved-gas release can be achieved experimentally by
reducing the upper reservoir pressure, selecting a high-solubility,
gas/liquid combination, supersaturating the liquid in the lower reservoir,
or any combination of these. The high solubility, gas/liquid approach was
chosen for this facility primarily because it was the easiest to operate
and required a minimum of instrumentation.

The important nondimensional modeling parameters identified by
mathematical modeling are:

1. The ratio of the 1iquid hydrostatic head of the compensating shaft to
the atmospheric pressure, i.e., the hydrostatic head number

Th = o 9H/p, (89)
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2. The gas to 1iquid volume ratio required to saturate the liquid in the
lower reservoir, i.e., the solubility number

mg = Ap, RT (90)
3. Henry's constant for carbon dioxide, given by
1.83568(107°) kg(gas)
A= (N
K kg (1iquid)N/mé )

where K is a known function of temperature. (see Table 6.1)

4. The relative amount of gas in solution in the lower reservoir, i.e.,
the degree of saturation

(P.)

- _C4ga
"\-I oy gH (92 )

If n > 1, the Tower reservoir is supersaturated. If n < 1, it is
undersaturated.

5. The ratio of the lower reservoir pressure to the hydrostatic pressure,
i.e., the degree of pressurization

_(Pt)qa (9'\)

If no > 1, the reservoir is overpressurized. If Ny < 1, it is
underpressurized.

6. The ratio of the friction pressure drop to the dynamic head, i.e., the
friction parameter

Lo fL (94)
f~ 2D
The experimental system shown in Figure 6.1 was originally designed
and constructed to model the gas-to-liquid volume (nh X ns) of a 1000-m
prototype CAES using ethyl alcohol and carbon dioxide as the working
fluids. Because of costly safety equipment required for the alcohol, this




TABLE 6.1. Temperature Coefficient K for Henry's Constant
for Carbon Dioxide

T K A S K
10 0.7915 17 0.987 24 1.20
1N 0.8190 18 1.010 25 1.24
12 0.8455 19 1.040 26 1.27
13 0.8730 20 1.070 27 1.30
14 0.9010 21 1.110 28 1.34
15 0.9200 22 1.140 29 1.37
16 0.9580 23 1.170 30 1.41

9-m high system was converted to a 10-m high water and carbon dioxide
system. Unfortunately, the solubility of CO2 in water is one-fourth that
of 002 in denatured ethyl alcohol. This reduction could have been
compensated for by increasing the system height by a factor of two, but
space limitations prevented that. (By way of comparison, for the 9-m
a]cohol/CO2 system, mwp, x mg = 1.92 while for the 10 m water/CO2 system
mh X mg = 0.9, when both are at 20°C). With the switch to a safer working
liquid means, the modified experiment actually modeled a prototype with a
head of about 500 m, instead of the 1000 m originally planned.

For the equilibrium dissolution of a homogeneous flow, the void
fraction can be written as

"h X "S X n-l (95)
1 + nh X me X n]

aQ =

This equation shows that varying the degree of saturation, nys has the same
effect on the void fracticn as varying either the hydrostatic head or the
gas-liquid solubility. The maximum pressure that may be safely applied to
the windows in the reservoir is 20 psig, which limits the maximum
attainable degree of saturation to 1.4. Therefore, the maximum gas-to-
liquid volume that can be obtained by measuring the void fraction is 1.26,
which is calculated from

(96)

= my, X mg x ny = 1.4(0.9) = 1.26

1 -«
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To determine its effect on the rate of gas dissolution, five different
degrees of saturation (=, = 0.8, 0.9, 1.0, 1.1, 1.2) corresponding to two
different degrees of pressurization (ng = 1.00 and 1.02) for two ranges of
particle densities (nb = 108 particles/m™, 109 partic]es/m3) were tested.

6.2 EXPERIMENTAL SYSTEM; MEASUREMENTS

The major components of the 10-m system and their relative locations
are shown in Figure 6.1. Figure 6.2 is a schematic of this system.

The epoxy-lined lower rese voir (or main tank) is mounted with its
axis horizontal. OGObservation windows at opposite ends of the tank permit
viewing the liquid level and, with proper lighting, sighting horizontally
through its contents. This 240-gallon tank can accommodate approximately
190 gallons of water with an additional volume above it reserved for the
charging gas and pressurization.

The U-bend and vertical compensating shaft are constructed of 76.2-mm
clear cast acrylic pipe. Following the initial pipe installation it was
found that roughness of the joints between pipe sections acted as
nucleation sites, which generated unwanted bubbles. These sites were
eliminated in the final model installation by using a special sleeve-type
joint, Figure 6.3, which required machining of the pipe ends. Sealing was
accomplished with the use of rubber gaskets.

To control the size of the particles in the water, a two-stage water
filtering system was installed in the return pipe between the holding tank
and the lower reservoir. Both stages use replaceable filters, the first a
20-micron cartridge, the second a 5-micron cartridge.

Except for the U-bend and compensating shaft, PVC piping was used
throughout. The upper reservoir was made of PVC and the holding tank was
stainless steel. This construction, coupled with the filtering system,
allowed for close control of the system cleanliness.

6.4



CEILING

COMPENSATION
SHAFT

STORAGE _Ei——

VESSEL

FILL

LOWER
RESERVOIR

GAS
INJECTION

FIGURE 6.1.

SHOWER
BATH

-V RETURN
- PIPE X

>

-
— N

FIRST FLOOR

6.5

The Preliminary 9-m Alcohol/Carbon Dioxide System



i. LOWER RESERVOIR
i 2. BALL VALVE AND FLOW NOZZLE

j = ——— 3. COMPENSATION SHAFT
— d_il_ﬁ w] |1 4. UPPER RESERVOIR

et 5. HOLDING TANK
1 6. WATER FILTERS
141 7. EXPANSIGN TANK
8. CARBON DIOXIDE CYLINDERS
9. CAMERA

10. FLASH UNIT
11. FLASH LIGHT
12. 9020 SERIES

3 13. DP-8000 PRINTER
14. PRESSURE TRANCM™MICERS
| 14-2 15. TEMPERATURE PROBE
16. DIFFERENTIAL PRESSURE
TRANSDUCER
17. GAS REGULATOR
9.96m
5
14-3
12 =113
=i TrTrTn
14-4 | I
Il {8 |
1.4m _{ | L _}...,.-H
1 7
L) U L

FIGURE 6.2. Rensselaer Polytechnic Institute 10-m Water/Carbon Dioxide
System

6.6



1. 7.6-cm ID, 8.2-cm OD

¥  PIPE

2. 8.2-cm ID, 9.0-cm OD

/ PIPE

1 |
| 3. FLANGE
77 M

4. RUBBER GASKET

H
r S. 7.6~cm ID, 0.3-cm WIDE O-RING
I |
CIIT T ﬁ {111
I
'z.'j'l i 3.
FLOW 2.
—t ot

FIGURE 6.3. Sleeve-Type Joint

6.7



The U-bend is cemposed of a two-flanged reducer, a ball valve, and a
flow nozzle with connecting piping. Based on a homogeneous, full
dissolution flow model of water and COZ’ the U-bend depth required to
prevent blowout was estimated to be at least 34% of the compensating shaft
height, i.e., about 3.4 m. The actual depth of the installed U-bend is
1.4 m, so that a loss-of-pressure accident is theoretically possible with
this system,

Although an ASME flow nozzle was installed to measure the flowrate, it
was never used due to a delay in the receipt of the required differential
pressure transducer. Flow rates were measured using a stop watch and a
calibrated grid on the main tank.

A Daytronic 9020 mo-ular instrument system and an Anadex DP-8000 high-
speed printer were used to collect and record pressure and temperature in
the experimental system. Four Kulite metal diaphragm XTM-190-25 pressure
transducers, rated from O to 25 psig with an accuracy of + 1% full-scale,
were mounted at different positions along the compensation shaft. A
YSI-703 temperature probe, with a range of -30°C to 100°C with an accuracy
of + 0.1°C was used to measure temperature. This probe was mounted on the
top of the main tank to measure the gas temperature. Figure 6.4 shows the
locations of the pressure transducers and temperature probe.

The void fraction was determined from photographs taken near the pipe
exit. A Bronica ETRS camera with a 75-mm lens equipped with an automatic
bellows was set up 1 foot below the pipe exit. By completely compressing
the bellows, focusing the lens at infinity, and setting the front lens
14.2 cm from the center of the pipe, pictures 7.76 cm wide and 5.99 cm high
were obtained. The flash system used to freeze the moving bubbles was a
General Radio 1541 Multiflash Generator a'd General Radio 1539 Siroboslave.
The light source was placed beside the pipe. When triggered, the light
flashed toward tne back of the pipe where a bright background reflected the
1ight back through the pipe to the lers. This arrangement provided an even
light distribution across the whole p cture.
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A method of measuring the percentage of saturation at a particular
pressure was developed. Figure 6.5 shows the setup and operation of the
saturation meter. Following the extraction of a sample from the lower
reservoir, the sample pressure was released by opening a valve connecting
the sample vessel to a plastic bag, which was initially empty and immersed
in a column of water. Gentle agitation of the column was used to promote
the release of gas into the plastic bag. The volume of gas evolved was
measured by the displacement of the water cuolumn surrounding the bag. (A
fully saturated water sample should yield 1537 cm® of C0, at 20°C.)

The basic idea was that the full dissolution gas-to-liquid volume is
limited by the value of Ty X g XNq. By collecting all of the released
gas from a sample and comparing this to the theoretical gas volume, the
percentage of the dissolved gas (percentage of saturation) can be
calculated.

A HIAC Model PC-320 with a CMH-150 sensor was used to measure particle
sizes and particle concentration in the system water. This sensor can
measure particle sizes ranging from 0 to 150 microns with a concentration
limit of 4000 particles/ml. Standard quartz sand, A1203, with a specific
gravity of 4.0 and a size range of 0 to 30 um was used for artificial
nucleation seeding.

Unfortunately, A1203 particles are very heavy. It was found that
those larger than 10 microns would settle to the bottom of the tank during
the thirty minutes required to make a test run. Consequently, particle
suspensions were prepared separately and allowed to settle before being
introduced into the lower reservoir. Thorough dispersion of the remaining
particles was accomplished by the agitation used to promote the gas
dissolution process.

6.3 OPERATION

The operating procedure for each run was divided into two stages, the
pre-run preparation stage and the discharge stage. During the first stage

6.10



1. SAMPLE EXTRACTION

SAMPLE VESSEL

@4 1700 cm®

11

TANK PRESSURE

LOWER
RESERVOIR

2. RELEASE PRESSURE

lo— 8.2 CM
dia.

CH -

3. VOLUME FINAL WATER LEVEL —*
MEASUREMENT

INITIAL WATER LEVEL

INFLATED PLASTIC BAG

S ——

FIGURE 6.5. Saturation Meter Setup and Operation Steps

6.11



the particle count was determined, the liquid was saturated with gas, and
the main tank was pressurized with gas. During the second stage the water
was forced out of the main tank and up the compensation shaft, discharged
into the upper reservoir at atmospheric pressure, and collected in the
holding tank.

The 1liquid saturation process involves both pressurization and
agitation. The ball valve was first opened, allowing the compensation
shaft to fill with water to the water level of the main tank. The
expansion tank valve is opened, allowing gas to flow into the main tank.
As the main tank is pressurized, water is forced out of the tank into the
compensation shaft. When the compensation shaft is full, the ball valve is
closed. The pressure in the main tank is then equal to the hydrostatic
head. The tank pressure is set to the desired saturation pressure and the .
agitation pump turned on. At the beginning of the saturating process, the
pressure drops rapidly because of the high concentration difference. The
gas regulator is opened wide at this stage, allowing a high gas flow rate
to compensate for the high rate of gas absorption in the lower reservoir.
As the pressure rises back toward the desired level, the regulator is reset
to a lower flow rate, which is sufficient to keep the pressure constant.
(Through experimentation, it was found that about 30 minutes were needed to
fully saturate the water for all degrees of saturation.)

Following saturation, the agitation system is turned off, and the
expansion tank pressurized to 0.068 MPa. The main tank pressure is then
reset to the static head pressure and the ball valve opened. Pressure in
the main tank is increased to, and maintained at, the desired operating
pressure for that run by adjusting the regulator while monitoring the
digital pressure indicator.

After approximately 17 gallons of water are discharged from the tank
(the volume of water in the compensation column), bubbles form in the pipe.
The location of bubble formation is dependent upon the degree of
saturation. The lowest location was 9.5 m below the exit for a degree of
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saturation equal to 1.2. In this case only a few bubbles with sizes less
than 0.03 cm were observed. Bubbles with spherical, oblate ellipsoidal
and spherical cap shapes are found in the bulk of the moving fluid.

During each run, data was collected by the data acquisition system and
printed by a high-speed printer. The flow rate was measured after the
tank pressure reached steady-state. A stop watch was used to record the
time for every 10 gallons of water that drained from the main tank. A stop
watch was also used to record the time for bubbles to travel a 0.61-m
distance, from 1.22 m to 0.61 m below the pipe exit. Two or three pictures
were taken during the steady-state portion of each run.

The photographs used to determine the void fraction near the shaft
exit were enlarged to 24.4 x 19.2 cm. It was found that some of the
bubbles near the edge of these prints were lost or distorted because of a
magnifying effect. Some of these bubbles appeared to be larger than they
actually were; hence, the void fraction determined photographically is
slightly larger than the true value.

Distortion is a problem inherent to circular pipes. It can be avoided
by mounting a rectangular, square acrylic box around the pipe, filling it
with water, and photographing through it. This was not done in this
preliminary study of the champagne effect because the primary objective was
to explore the broad features of the phenomenon and set the stage for
further detailed investigation.

High bubble d:nsity (above 5 x 105 bubb]es/m3) also limited the void-

fraction measurements which could be obtained from the pictures. High
bubble density caused the bubbles to overlap in the photographs. As a
result, some bubbles were hidden by other bubbles. These hidden bubbles
were not only difficult to measure, but also difficult to count.

A1l pictures taken were "close-up". The depth of field was shallow,
although the aperture was set at the minimum position, f22. Therefore,
small bubbles (radius less than 0.06 cm) were vague when they were beyond
the depth of the field.
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The experience gained from using this technique indicates that the
photographic method can be used only when the void fraction is less than
5%, and the bubble radii are larger than 0.06 cm.

A direct comparison of the experimental results with theoretical
predictions requires an accurate measurement of the saturation level in the
lower reservoir. Unfortunately, the volume of gas collected by the
saturation meter was never more than 50% of the expected value based on
full equilibrium dissolution calculations.

The reason for the failure of the saturation meter is still unknown.
The criterion established for fully saturating the lower reservoir was 30
minutes of vigorous agitation under a blanket of pressurized C02. It was
found experimentally that the pressure in the lower reservoir would
increase after the gas inlet regulator was shut off following the first 30
minutes of agitation. This was assumed to mean that agitation beyond 30
minutes forced gas to leave the already saturated solution. It is
apparently much more difficult to remove gas from solution than to cause it
to go into solution. Without vigorous agitation, numerous nucleation
sites, and some means of removing the evolved gas, the dissolution process
seems to be governed by the very slow molecular diffusion process. The
ability to predict the rates of dissolution and the factors affecting them
is, of course, fundamental to understanding the champagne effect. The
failure of the simple device to respond as anticipated could be an
indication of how little is really known about the fundamental mechanisms
controlling this phenomenon.

6.4 EXPERIMENTAL RESULTS

The test program was actually performed in two stages. Exploratory
tests were initially performed on the 9-m system designed to use ethyl
alcohol and carbon dioxide. The qualitative results obtained with this
installation were factored into the design of the subsequent 9.96-i system
described in Sections 6.1, 6.2, and 6.3. Quantitative tests were then
performed using water and carbon dioxide in the 9.96-m system.
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The results of the exploratory tests will be reviewed first because
much of what was subsequently done was motivated by the experience gained
using this system.

Mindful of the potential hazards of ethyl alcohol, testing began using
dilute alcohol/water mixtures and carbon dioxide. Ethanol/water ratios of
1:100 were used initially and later increased to 1:10. Very large void
fractions were observed near the top of the compensating column with the
more concentrated solution, so much so that the reduced head induced a
noticeable increase in the flow rate. This increase was accompanied by a
further increase in exit void fraction, resulting in a buoyancy-driven
accelerating flow. The head in the compensating column quickly decre=ased
to the point where it could no longer balance the main tank pressure,
causing a system blowout, i.e., a simulated loss-of-pressure accident.
Figure 6.6 shows the geyser produced in the upper reservoir by the blowout.

After a short period of testing, it was found that the water/alcohol
mixture had become cloudy. Upon inspection of the system it was discovered
that the mixture had removed much of the aluminum paint from the inside of
the lower reservoir. The aluminum particles from the paint, plus rust, had
contaminated the system. When the fluid was agitated to promote CO2
absorption, these particles were also driven into suspension, clouding the
mixture. It was assumed that these particles acted as nuclei for bubble
formation and were responsible for the large exit void fractions.

At this point the system was disassembled. Metallic piping was
replaced with plastic; the main tank was cleaned, sand-blasted, and lined
with an epoxy coating. While this work was in progress, it was found that
the cost of making the area safe for testing with a pure alcohol/CO2 system
was prohibitive. It was then decided to proceed with a water/CO2 system
instead. This decision led to further modifications of the system. The
head was increased from 9.00 m to 9.96 m. The 25.4-mm PVC compensating
pipe was replaced with 76.2-mm clear cast acrylic pipe. A two-stage
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FIGURE 6.6. Geyser at Reservoir
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filtering cystem was added, and the final instrumentztion installed. The
details of this final configuration have already been described in the
preceding sections.

A test plan was then formulated to investigate the effects of particle
seeding, as well as those of saturation (n]) and pressurization ("2)' The
quantitative results of the second stage of the test program were obtained
following this plan. These are discussed in the following paragraphs.

Figure 6.7 is a plot of the exit void fraction versus inlet velocity
for several degrees of saturation. The solid lines represent the predicted
values obtained from the theoretical model described in Section 3. In
theory, for a given inlet velocity the exit void fraction increases with
increasing degree of saturation. For low inlet velocities there is a high
slip ratio so that the vapor phase slips by the 1iquid phase, increasing
the exit void fraction. As the inlet velocity increases, the slip ratio
and the time for mass transfer are reduced, causing a decrease in void
fraction. The experimental results conform well with these predictions.

0.06
n
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a0.9
EXPERIMENTAL
OATA oi.0
o1
0.04 a2

THEORETICAL
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FIGURE 6.7. Comparison of Experimental and Theoretical Results in the Exit
Void Fraction of Different Degrees of Saturation in a Given
Inlet Velocity

6.17




Figure 6.8 shows the predicted relationship between the inlet
velocity, the degree of pressurization and the degree of saturation.
Although the general trend of the theory was followed, there was
considerable scatter in the data. This can be attrituled to the relatively
Tow sensitivity of the pressure transducers, which was 1.7 kPa full-scale.
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FIGURE 6.8. Comparison of the Experimental and Theoretical Result for
Infet Velocity as a Function of Degree of Pressurization and
VDegrees of Saturation

Fiow rates lower than those theoretically predicated were never
observed in the experiment. Flow was observed to stop immediately after
the pressure dropped to the hydrostatic head pressure even in high
saturation, low pressurization cases.

Figure 6.9 is a plot of bubble density versus seeding particle density
for several degrees of saturation and pressurization. Theoretically,
bubble density should increase with increasing seeding particle density.
However, the test results revealed a considerable amount of scattered data
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and no clear trend. There are thought to be two possible causes for this
scatter. First, there may have been inadequate time for bubble
development. Tests made under identical conditions did not always produce
the same results. The bubble radius and bubble density for runs with the
same degrees of saturation and pressurization, and the same quantity of
seeding particles, often differed by as much as a factor of three. Runs
made with water that had been saturated several days earlier produced
considerably more bubbles than those run with newly saturated water.
Second, the seeding particles may have been too small. Ninety-five percent
of the particles used were under 10 microns in diameter. The equilibrium
bubble radius for the water/carbon dioxide system tested is thought to be
on the order of 1 micron. If the possible nucleation sites on the surfaces
of the particles were not large enough to support a bubble of this size,

then bubble development would be inhibited.
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The test results to this point can be summarized as follows:

1. The predicted interdependence of u, «a, nys and ny, was found to be in
substantial agreement with the trend of the test results over the
limited range tested.

2. The effect of particle seeding appeared to be less dramatic than nad
been anticipated. No discernible trend could be identified.

A second sequence of tests was initiated to determine whether the
proposed explanations for the erratic particle seeding results were
correct.

The first of these tests was designed to isolate the effect of degree
of saturation and degree of pressurization on bubble size and bubble
density in the absence of seeding particles. Four tests were made with M
ranging from 1.02 to 1.06 for no values of 1.02 and 1.04. Each of these
runs was made with fresh water in a clean system. The results revealed no
large differences in bubble size or density.

A second set of tests was performed to determine if time or the type
of particles was an important factor in bubble development. Each test run
was made using the same operational parameters, i.e., with degree of
saturation and the flow rate arbitrarily set at 1.07 and 25 liters per
minute, respectively. The water, however, was either newly saturated or
saturated and allowed to remain idle at 104 kPa for specified periods of
time (0, 0.5, 1.5, 6 and 18 hours). The quantity of seeding particles was
kent the same for all similar runs. Tests runs were made with clean tap
water, with tap water and powdered iron, and with tap water and ordinary
table salt.

Newly saturated clean tap water was run as a baseline for these tests.
It produced relatively few bubbles in the top 3 m of the compensation
column. The bubble radius was approximately 0.625 mm. The flow was very
steady and produced an exit head of § mm above the top of the column.
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When this clean water was allowed to remain saturated for a period of
time, the results were somewhat different. The photographs in Figure 6.10
show the bubble development over time. Bubble size and density increase
dramatically over the 24-hour period. The maximum average bubble radius
was 2.525 mm. Bubble formation began 3 m below the top of the column when
the water was saturated for 1.5 hours and 5 m below when it was saturated
12 hours. The flow was, at times, erratic and produced a maximum exit head
of 12 mm after 24 hours. From these tests it was estimated that bubble
development reaclied equilibrium after 18 hours.

Following the clean water tests, the system was cleaned and refilled
with fresh tap water and 100 m1 of rusty powdered iron (iron oxide). This
system, when newly saturated, produced much larger and many more bubbles
than the comparable runs in the clean water tests. The bubble radius was
2.290 mm for the newly saturated runs. The bubbles would occasionally move
in small "packs" of larger bubbles, but this was not found to be repeatable
in all similar runs. The exit head for this run was 10 mm.

When the water/powered ivon solution was allowed to remain saturated
for a period of time, the results were very different. The bubble radius
and bubble density increased over the 24-hour period and the last meter of
the compensation column was frothy white with bubbles. The bubble radius
increased from 2.290 mm to 3.160 mm in the first 18 hours, and remained
constant. Thereafter, bubble formation began 7 m below the top of the
column. The flow of bubbles was fast and steady, producing a maximum exit
head of 15 mm.

Another 100 mg¢ of powdered iron was then added to this already
suturated solution and the system was rerun immediately. This produced no
noticeable change in bubble radius or density over the previous run.

Following the tests with powdered iron, the system was again cleaned
and refilled with fresh tap water. In the following runs, 500 mg of
non-iodized table salt was used instead of powdered iron (using less than
500 me produced a less vigorous result). The results from these tests were
very similar to those for powdered iron, as indicated in the photographs in
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Figure 6.10. Several additional tests were made with larger quantities of
salt. Salt particles were added in 250 mg amounts from 500 to 1500 me,
with a separate test run at each concentration. The results showed
increases in bubble density with each addition of salt up to 1000 me and
little change for concentrations above that level. This is probably
because the number of bubbles that can be identified with the existing
instrumentation is limited. Powdered ivon (reduced by hydrogen) and
ordinary table salt particles were chosen because previous experience
revealed their potential as active nucleation sites. The powdered iron
particles were obtained from Fisher Scientific. These particles were very
fine, their texture very similar to that of talcum powder.

An electron microscope was used to determine the size and shape of the
powdered iron particles. Figure 6.11a is an electron micrograph of a field
of approximately 150 of these particles (magnification 200x). The
particles range in size from 10 microns to 90 microns, with the majority of
particles in the 20- to 40-micron range. As can be seen, the shape and
size of each particle is unique. The surfaces are very irregular and the
edges extremely rough. Virtually all the particles contain several holes,
similar to those in Figure 6.11b (magnification 1000x/5000x). These holes
average 1 to 4 microns in diameter. A back-scattering micrograph (not
shown) was taken to view the particles in a simulated three-dimensional
perspective. This perspective showed the particles to be very similar in
shape to ocean coral, their surfaces covered with many cracks and crevices
5 to 50 microns in size. All of these surface imperfections (holes, cracks
and crevices) could act as potential nucleation sites for bubble formation.

When viewed under a high-powered 1ight microscope at low magnification
(50x), the salt particles appeared to be cubical with well-defined edges.
The particles ranged in size from 100 microns to 500 microns, with the
majority of particles in the 300- to 400-micron range. However, under high
magnification (1000x), the particles were found to be rough at the edges,
irregular on the surfaces, and approximately cubical in form. The
individual surfaces of each particle were completely covered with small
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holes 5 to 20 microns in\diameter. These noles did not appear to form any
particular pattern but rather were randomly distributed. Again, these

holes and rough surfaces could act as potential nucleation sites for bubble
formation.
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