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ARPEFS as an Analytic Technique
by
Alexis Eric Schach von Wittenau
Abstract

Two modifications to the ARPEFS technique are introduced. Thesc aie studied
using p(2x2)S/Cu(001) as a model system.

The first modification is the obtaining of ARPEFS x(k) curves at terrneratures
as low as our equipment will permit (~110 K). While adding to the difficu ty of the
experiment, this modification is shown to almost double the signal-to-nc e ratio
of normal emission p(2x2)S/Cu(001) x(k) curves. This is shown by visual com-
parison of the raw data and by the improved precision of the extracted structural
parameters.

The second change is the replacement of manual fitting of the Fourier fil-
tered x(k) curves by the use of the simplex algorithm for parameter determina-
tion. Again using p(2x2)S/Cu(001) data, this is shown to result in better agree-
ment between experimental y(k) curves and curves calculated based on model
_ structures. The improved ARPEFS is then applied to p(2x2)S/Ni(11l) and
(V3 x V3)R30° S/Ni(111).

For p(2x2)S/Cu(001) we find a S-Cu bond length of 2.26 &, with the S adatom
1.31 7 above the fourfold hollow site. The second Cu layer appears to be corrugéted.

Analysis of the p(2x2)S/Ni(111) data indicates that the S adatom adsorbs onto
the FCC threefold hollow site 1.53 A above the Ni surface. The S-Ni bond length
is determined to be 2.13 A, indicating an outwards shift of the first layer Ni atorus.

We are unable to assign a unique structure to (v3 x v/3) R30° S/Ni(111).



An analysis of the strengths and weaknesses of ARPEFS as an experimental
and analytic technique is presented, along v<ith a summary of problems still to be
addressed.

Finally, results of normal emission ARPES measurements of Au{001) are pre-
sented. Empirical valence band dispersion relations along the I'-X line are deter-

mined and values of critical point energies at ' and X are presented.
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Chapter 1

Introduction

1.1 ARPEFS, Single Scattering Approximation

In the case of surface studies, photoelectron diffraction is the interference between
the direct outgoing wave and the scattered waves from the substrate atoms. We
show a two-atom example of this in Figure 1.1. An outgoing spherical photoelec-
tron wave (long dashes) is created when a core-electron is excited to ani unbound
level. A portion of this primary wave travels directly towards the detector. An-
other portion travels towards a substrate atom and is scattered by it. Part of
this scattered wave (short dashes) the travels towards the detector. Becausz of
the phase difference between the primary and scattered waves, they may inter-
fere constructively or destructively. This leads to a modulation of the measured
photocurrent.

Let us rephrase this in 2 more mathematical form. We have the primary wave
elkr

Up(r) = AE- (1.1

where A = A(k,é,, &,, Bhss &h.,) is the angular variation in the spherical wave (e.g.,

a p-wave if the initial state is an s orbital). When the primary wave reaches the

scattering atom ’j’ at R;, we have
&%R;

" (L2)

Up(r)= A



The primary wave undergoes a phase shift |f[e"® as it is scattered. This scattered

wave

| eik(r--Ri)
(]

(1.3)

then travels to the detector and interferes wit.h the primary wave. At the detector,

then, we have, according to Figure 1.1

\I, ekap
kRp
lé
ba() = (AT I
The total wavefunction ¥, then, is
Yr=Up+Us

The total intensity It is
It = I\I’T|2 = \I’-'I-\I’T = \I’;a\llp + ‘IIE,\IIS + ‘I’p‘l’g + \I’s\ya

Neglecting the scattered-scattered term, this becomes

A e g
_ IAI2 2|A|2|f| .
Ir= (kRp)? + KRpR;Rs cos(k(R; + Rs — Re) + ¢;)

Noting that
Rs = Rp — R; cos b

and that Rp ~ Rs, we have

AP 21APN|

= (kRp)? mcoswl{j(l — cos(¢;) + &)
3

We now extract the fractional variation in It

_ It - Upl¥s + Yp¥g - ..|f|
x(k) = L 1= T 1= kR, cos(kR;(1 — cos(0;)) + ;)

(1.4)

(1.5)

(1.6)

(1.11)

(1.12)



where I, is the photocurrent that would be measured in the absence of other
scattering atoms. Thus, the fractional oscillation in the measured photocurrent
is directly relatable to the scattering geometry and the scattering phase of the
substrate atom.

There are several variants of photoelectron diffraction as a structural tool. Lab-
oratory based methods include Azimuthal Photoelectron Spectroscopy, in which
the analyzer and photon source are kept fixed in space, but where the sample is
rotated to scan a longitudinal slice of the emitted electron distribution and Po-
lar Photoelectron Spectrosccpy, where a latitudinal slice is taken. The variant
of photoelectron diffraction used in this thesis is ARPEFS (Angle-Resolved‘Pho-
toelectron Extended Fine Structure). In this method the sample, analyzer, and
photon source are kept fixed in space and the photon energy is varied. Generally,
the photocurrent is measured at several experimental geometries to gain informa-
tion about the surface structure. To get a variable energy photon source with
sufficient intensity to perform an experiment requires working at synchrotrons.

Let us return to Equation 1.12 and bring it further into our context of surface
experiments. Repeating, ARPEFS is the modulation of measured photoelectron
intensity, measured over a 50 eV - 550 eV range. The total intensity I.,(E) may
be written as I,(E) = [1 + x(E)] lo(E), where Ig(E) is the slowly varying (and de-
creasing) atomic like contribution and x(E) is a rapidly oscillating part, caused
by interference between the primary outgoing photoelectron wave and the same
wave scattered from nearby atoms. In the single scattering limit, ARPEFS may

be written as

x(k)=2% cosfy —"(0;'{’ B cos(kAR; + ¢j)e‘("i’ (1-conii+55) (1.13)

T cosy 5
The summation is over all atoms j near the adsorbed source atom. The angle

B; is the angle between the photon polarization vector and the vector connecting

3



the emitter and scattering atoms. « is the angle between the photon polarization
vector and the electron emission direction. R; is the bond length between the
emitter and the scatterer atoms. (6;) and $(8;) are the scattering amplitude and
phase, respectively, of atom j. The emission path length difference (PLD) between
the direct wave and the scattered wave is given by AR; = Rj — R; cos 6;. Inelastic
damping due to thermal averaging is included using a Debye-Waller term, where
a'j2 is the mean-square relative displacement between the emitting and scattering
atoms. Inelastic loss of photoelectron wave amplitude due to plasmon excitations
and electron-hole pair creation by the energetic photoelectron are incorporated
into an electron mean-free path A. The angles 8, v, and hence §; can be (and
usually are) chosen to highlight particular backscattering atoms.

We see that ARPEFS in this form is the sum of many sinusoids of different
frequencies. Such a signal can resolved into its constituents using Fourier filtering!.
The Fourier transform is frequently used to reject some high symmetry adsorption
sites in favor of other sites. The Fourier filtered curve may be modeled to find a
structure consistent with the measured x(E) curves. Another approach is to just
model the y(k) curve based on an assumed structure and maximize the agreement
between the data and the theory curve. This method has been appl}ed to a number
of structures?=1°

In Figure 1.2 we show a flowchart for a typical ARPEFS experiment. The first
step is to decide what experimental geometries will be used for experiments at
the synchrotron. If the structure is approximately known, theoretical curves are
calculated to find geometries most sensitive to the desired structural parameters.
If the structure is not known, x(k) curves will be calculated for assumed high
symmetry sites and reasonable estimates of the bond lengths. Geometries are then

selected that will distinguish between the various putative sites and provide useful



structural information.

In practice, this means that I(E) curves are taken at normal emission and at
a few off-normal angles. Because the scattering amplitude f in Equation 1.3 is
strongly peaked in the forward and backscattering directions, each x (i) curve is
dominated by contributions from only a few atoms. The normal emission curve
is dominated by atoms lying underneath the photoemitter; the off-normal curves
are dominated by atoms lying behind (but not necessarily under) the photoemit-
ter. Examples are given in Chapter 4, Figures 4.9 and 4.10, the discussion of the
strengths and weaknesses of ARPEFS. In essence, then, one determines a structure
by working out, a few atoms at a time, where the substrate atoms are with respect
to the photoemitter.

Once one knows which experimental geometries are to be used, one goes to a
synchrotron and measures the desired I(E) curves. Experimental difficulties and
the steps taken to mitigate them are treated in more detail in Section 4.2. After the
I(E) curves have been taken, x(k) curves and their Fourier transforms are made.

These curves are then compared to theoretical curves. The inputs to the the-
ory curves are varied until the agreement is deemed satisfactory (see Chapter 2,
p(2x2)§/Cu(001), and Chapter 3, p(2x2)5/8i{iil)). In cases where the adsorp-
tion site is unknown, the Fourier transforms are usually sufficient to exclude pos-
sible sites (see Chapter 3, (v/3 x v/3) R30° §/Ni(111)).

This thesis is arranged as follows: Chapter 2 contains results of ARPEFS stud-
ies on p(2x2)S/Cu(001). It also contains a discussion of changes made to the
ARPEFS technique for this thesis to enhance the reliability of the method. These
methods are then applied to p(2x2)S/Ni(111) and (v3 x v/3) R30° §/Ni(111) in
Chapter 3. Strengths and weaknesses of ARPEFS, as illustrated by the results
of p(2x2)$/Cu(001), p(2x2)S/Ni(111), and (v3 x +/3)R30° S/Ni(111) are dis-



cussed in Chapter 4. In Chapter 5 we treat an unrelated ARPES experiment on
Au(001), in which the effects of the crystal surface on valence band photoemission

are presented.



1.2 Figure Captions

Figure 1.1: Schematic of interference between the primary photoelectron wave
(shown with long dashes) and the scattered photoelectron wave (shown as
short dashes). Rp is the distance between the photcemitter and the analyzer,
Rs is the distance between the scatterer and the analyzer, and R; is the bond
distance between the photoemitter and the scatterer. The angle between the

interatomic bond and the photoemission direction is ¢;.

Figure 1.2: A flowchart of the steps in an ARPEFS experiment.
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Chapter 2
p(2x2)S/Cu(001) ARPEFS

2.1 Abstract

We have performed low temperature (110 K - 160 K) Angle Resolved Photoe-
mission Extended Fine Structure studies of p(2x2)S/Cu(001). Analysis of these
low-temperature data using Multiple Scattering Spherical Wave calculations indi-
cates that S adsorbs into a fourfold hollow site 1.31 A above the Cu surface, with
near-surface reconstruction of the Cu layers similar to recent LEED and Medium
Energy lon Scattering results. The $-Cu bond length is determined to be 2.26 A.

The second-layer Cu(001) plane appears to be corrugated.

2.2 Introduction

The local atomic structure of p(2x2)S/Cu(001) has been studied by a variety
of techniques, including Angle Resolved Photoemission Extended Fire Structure
(ARPEFS)?, Surface Extended X-ray Absorption Fine Structure (SEXAFS)/X-
Ray Standing Wave!!, Low Energy Electron Diffraction (LEED)'?-4, X-Ray
Diffraction (XRD)'5, Electron Energy Loss Spectroscopy (EELS)'®, and Medium
Energy lon Scattering (MEIS)!7. All of these studies agree that S occupies a four-

fold hollow site. They differ, however, in the quantitative details of the adsorption

10



geometry and on the effect of 5 adsorption upon the local structure of the Cu
substrate. Ds;, the vertical distance between the S atoms and the first Cu layer,
has been found to be either ~1.3 A141817 or ~]1.4 A*1, The Cu-S bond length is
reported as being between 2.23 A and 2 31 A.

Reconstruction of the near-surface layers has also been found. Under p(2x2)
symmetry, Cu atoms in the first layer, and all odd numbered layers, may shift
parallel to the surface (see Figures 2.1a and b). There are three inequivalent sites
in the even-number layers, these are the ‘covered’, ‘open’, and ‘anti-covered’ sites.
The ‘covered’ Cu atoms are directly below S adatoms. In the square pattern
formed by the four S adatoms, the ‘open’ sites lie under the sides of this square.
The ‘anti-covered’ sites are in the center of the square (see Figure 2.1b). Atoms
in these inequivalent sites are allowed by symmetry to shift toward or away from
the surface, but not laterally. The ARPEFS?, LEED!, and MEIS'? results were
analyzed for reconstruction in the two outermost Cu layers, subject to the above
constraints. All three found a lateral shift in the first layer Cu atoms: LEED!? and
MEIS'? found an outward shift, away from the S adatom, of 0.02 A and 0.03 4,
respectively, whereas ARPEFS? found an inward shift of 0.05 A. The conclusions
about the second layer were as strikingg ARPEFS? found a buckling of 0.12 A,
LEED" found a buckling of 0.03 A in the opposite sense, and MEIS!7 found no
buckling of the second layer. A summary of published p(2x2)S/Cu(001) structures
and our notation is presented in Table 2.1 and Figure 2.1.

We performed new ARPEFS measurements in an effort to resolve differences
between the previous ARPEFS? result and the recent LEED? study. Because of
the small differences between the derived parameters in these two sets of results,
(<0.1 A for the nearest neighbor Cu atoms, <0.05 A for more distant Cu atoms),

high accuracy was essential. In this work we have therefore made a significant

11



departure from earlier ARPEFS methodology.

We have sought to increase the magnitude of the ARPEFS oscillations by per-
forming the measurements at a low sample temperature (110 K - 160 K). Model
MSSW calculations indicate that the structural differences between the published
ARPEFS? and LEED!* models affect x(k) curves primarily at higher wavevector
values. It is at these larger values of k, however, that photoelectron diffraction is
most strongly attenuated by thermal motion of the substrate atoms (see Eq. 1.13).
Experimental!®*® and theoretical®® studies of bulk Cu indicate that cooling Cu to
~150 K would reduce a7 for first shell atoms by at least 40%. Model calculations
indicated that while at room temperature the two structures would yield qualita-
tively similar x(k) curves for most of the trial experimental geometries investigated,
cooling the Cu substrate to below ~150 K would increase the magnitude of the

ARPEFS oscillations sufficiently to resolve differences between them.

2.3 Experimental

A mechanically polished and chemically etched Cu(001) crystal was attached with
tantalum strips to a tantalum sample plate, whick was in turn mounted on a three-
axis manipulator equipped with LN, cooling coils. The manipulator was installed
in a UHV chamber equipped with an ion-sputtering gun, four-grid LEED/Auger
optics and a moveable hemispherical analyzer®'?%. The crystal was cleaned by
repeated cycles of Ar sputtering (1kV, 10~ torr Ar*) and annealing to 750 K until
sharp (1x1) LEED patterns were obtained and S, C, and O were not detectable by
Auger spectroscopy. Ambient dosing of the clean room-temperature crystal with
GOL (120 sec. 5x 1077 torr) H,S, followed by annealing to 550 K produced a sharp
stable p(2x2) overlayer. Temperatures were measured using a chromel-alumel

thermocouple {referenced to room-temperature) attached to the sample plate near

12
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the crystal.

Sulfur 1s ARPEFS data were taken using the double crystal monochromaiors
on Beamline 3-3%° at the Stanford Synchrotron Radiation Laboratory (SSRL, and
on Beamline X-24A at the National Synchrotron Light Source?*. Photoemission
spectra were taken in the 50 eV - 550 eV (k=4.4 A~! to 12 A-1) kinetic energy
range using 2525 -V 3025 ¢V photona. The analyzer was o ~~*~d at 160 ¢V pass
energy, giving an estimated overall energy resolution of ~2 ¢V. The chaniber base
pressure was 6 x 10! torr to 3 x 10~1° torr. During data collection the crystal
was flashed periodically to 550 K to desorb any adsorbed contaminants.

Sulfur 1s photoer:ission spectra were taken in 0.07 A-! to 0.1 A-! increments
over the energy range specified above. A total of 90 to 100 such spectra thus
constitute a complete x(k) curve. Two normal emission y(E)curves were obtained,
one at a sample temperature of T = 110 K and one at a sample temperature of
T = 158 K. There are also two off-normal emission curves, one at 40° off normal
(T = 140 K) in the [011] direciion and one at 50” off normal (T = 110 K) in the

[011] direction, for a total f four curves.

2.4 Discussion

The ARPEFS data were reducer in the standard fashion®. Each individual S 1s
photoemission spectrum was fitted as a sum of an empirical background function,
a Voigt function, and a Gaussian broadened step function. The Lorentzian portion
of the Voigt function was fixed at 0.8 eV. The means and Gaussian widths cf the
Voigt function aud of the step function were constrained to be equal. Thus, each
individual photoemission spectrum was described by five parameters: the area of
the Voigt function, the height of the step fui.ction, the mean and Gaussian width

of the Voigt function, and the scale factor applied tc the empirical background
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function. We then constructed an I{E) curve by plotting the area of the Voigt
function as a function of the Voigt mean, using the scaling factor of the empirical
background to normalize each spectrum. In an EXAFS-like manner we fitted a
quadratic or cubic polynomial Iy to these raw I(E) curves and formed x(E) curves
using I(E) = [1 + x(E)] Io(E). The resulting x(E) curves are shown in Figure 2.2,

We calculated theoretical x(k) curves using the MSSW method described
elsewhere?®. Briefly, this model for ARPEFS calculates the interference between
the primary photoelectron wave and the photoelectron waves scattered by atoms in
the substrate. The method uses spherical waves and models the thermal vibration
of the adsorbate and substrate atoms using a correlated Debye model. Effects of
the finite angular acceptance of the analyzer and inelastic mean free path are also
included.

There are three basic classes of parameters in any MSSW calculation. In order
of decreasing importance they are the structural, experimental, and non-structural
parameters. In fitting our data we assume the same structural constraints used
elsewhere®!"17. Given the p(2x2) overlayer and assumed Cyv local symmetry the
atoms in the first Cu layer are constrained to be coplanar and are allowed to shift
radially with respect to the S adsorbate. The atoms in second layer are allowed
to shift vertically, but not horizontally. For simplicity and consistency with the
earlier works®1%!7 we assume the atoms in the third and subsequent layers to be
in their bulk positions. We thus have six structural parameters: Dg; (the vertical
distance between the S adatom and the first Cu layer), Dsc (the vertical distance
between the S adatom and the ‘covered’ Cu atom in the second layer), Dsg (the
vertical distance between the S adatom and the ‘open’ Cu atom in the second
layer), Dsa (the vertical distance between the S adatom and the ‘anti-covered’ Cu

atom in the second layer), Ds3 (the vertical distance between the S adatom and
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the third Cu layer), and the S5-Cu bond length (see Figure 2.1). Note that any
horizontal displacement of atoms in the first Cu layer is implicitly defined by Dsg;
and the bond length.

There are five experimental parameters as well: the photoemission direction
(6de), the photon polarization (Bhu1hs), and the temperature of the sample dur-
ing the ARPEFS experiment. In these experiments Bhy was always equal to e and
in the [011] plane. For the off-normal measurements ¢4, and &, were also equal.
In the normal emission experiments the difference By — 0, was set to 40°. Because
of the experinental difficulties in determining 0, and ¢, (see Barton!) precisely,
these angles were treated as adjustable parameters in the fitting.

Finally there are such non-structural parameters as the Debye temperatures of
the adsorbate and substrate, angular acceptance of the analyzer, the value of the
inelastic mean free path A, and the value of Vg used in the deBroglie relation when
converting from kinetic energy to wavevector. The bulk Debye temperature?® for
Cu was taken to be 320 K. The surface Debye?” temperature for Cu was initially
set at 184 K. The inelastic mean free path®® was set at A = 0.75k, where A is in
units of A and k is in units of A~'. The angular acceptance of the analyzer is
taken to be 3°.

Phase shifts were calculated on a superposition potential?® using modified pro-
grams by Loucks®®, using free atom wavefunctions®. The phaseshifts for sulfur
were based on a hypothetical bee lattice with lattice constant 2.26 A. The lat-
tice constant for Cu was taken to be 3.606 A. This is the average of the 160 K
and 110 K values®?32, The exchange potential was modelled using the Slater Xa
approximation, with® a=0.77.

To determine the values in Table 2.2, we thus fit each x(E) curve with ten

adjus;table parameters (the six structural parameters, the two angles needed to
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define the experimental geometry (i.e. é., qi;,), and the isotropic adsorbate and

substrate surface Debye temperatures).

2.5 Parameter Determination
Equation 1.13 may be rewritten as
x(k) = 3 A(8,7,k,0;, R;) cos(kAR; + ¢(8))), (2.1
i

where A(B,7,k,0;,R;) is an envelope function. As mentioned in Section 1.1, the
angles 3, v, and §; are usually chosen to maximize scattering from a particular
atom or set of atoms. ARPEFS in the form of Eq. 2.1 is similar to EXAFS and
much ARPEFS analysis has been performed using techniques that are standard in
EXAFS®. The x(k) curve may be Fourier transformed to obtain path length dif-
ferences and to yield bonding geometries. Additionally, peaks in the Fourier trans-
form may be back transformed to extract approximate structural information by
comparison with a single-scattering model. While this method works best for off-
normal ARPEFS measurements, it is inappropriate for normal emission spectra®.
Since we are interested in high accuracy and because the p(2x2)S/Cu(001) struc-
ture is already approximately known, this particular approach will not be pursued
further. Instead we will concentrate solely on a MSSW analysis.

We minimize the R-factor (see Section 2.8)
1
Rv=g3 3 Ixr(k) — xe(k))? (2:2)
k;

Here, xt(k;) is theoretical value of x(k;) calculated using our MSSW model and
xe(k;) is the experimental value of x(ki). N is number of data points. We used a
modified®® version of the simplex algorithm of Nelder and Mead®* to minimize

Eq. 2.2. Once ‘convergence’ had been achieved, a plot of R-factor versus parameter
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was made to determine error bars. Results of the process are shown in Table 2.2,
along with the best R-factor.

_ Following reference 39, we performed the same analysis on the unweighted
Fourier transforms of the x(k) curves, that is, fitting the Fourier transforms of the
x(k) curves with the Fourier transforms of theoretical (k) curves. Since we would
expect this to give the same result as fitting in k-space, this gives us an idea of
the uncértainty of the fitting process. Results of this fitting process are given in

Table 2.3. The fits are shown in Figures 2.3 - 2.6.

2.6 Analysis
2.6.1 Normal Emission, 110 K and 155 K

The results of fitting these x(E) curves in both k- and R-spaces are shown in
Figure 2.3 - 2.4. R-space and k-space fits generally converged to the same structure
(see Tables 2.2 and 2.3); the sole exception being the value for Dg; obtained by
fitting the 110 K data in R-space. In the 155 K data we note that the amplitude of
the oscillations in x(E) below 150 eV are underestimated by the theoretical curve,
this problem is less severe for the 110 K curve. The regions around 200 eV and
330 eV are poorly described; the data show a smooth variation in x(E) here at
both temperatures whereas the theory curves all show double-peaked structures
here. We note that for both the 110 K data and the 155 K data there is good
agreement in peak positions between the data and theory Fourier transf:cms. Peak
amplitudes are better matched for the 110 K data, though we suspect most of the
low-frequency discrepancy for the 155 K curves is due to truncation effects on the
low-energy side of the data. Finally we note the overall increase seen in the Fourier
amplitudes for the 110 K data compared with the 155 K data (note the difference

in scale between Figures 2.3b,d versus Figures 2.4b,d.
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2.6.2 40° Off Normal Emission, 140 K

We note that, as with the normal emission data, that we are unable to fit the
data below approximately 100 eV. In this emission direction (Figure 2.5) we are
unable to match the rapid oscillation in this area. We are also unable to match the
relative heights in the shoulders seen as the x(E) curve goes through the minimum
at ~170 eV. We see that there is good agreement in the peak positions in the
Fourier transforms for both the k-space and R-space fits. We see in Figure 2.5d
that improvement in agreement in the Fourier amplitudes below ~ 9 A comes at

the expense of peak position matchup for the longer pa.tH length differences.

2.6.3 50° Off Normal Emission. 110 K

The fitting of these data shows many of the same difficulties seen for the other
three x(E) curves. The amplitude of the x(E) curve is poorly modelled below
~90 eV. The fitting in k-space otherwise yields good visual agreement in k-space
an also gives good matchup in the peak positions in the Fourier transforms. Fitting
in R-space improves the agreement for the dominant peak, but, as was found with

the 40° off-normal emission data, this is at the expense of the other peaks.

2.6.4 Overview

In Figures 2.7 - 2.12 we show graphs of R-factor as each structural parameter is
varied. For Dg; we note that the k-space fits have minima between 1.31 A and
1.37 A. The R-space fits show poor agreement for this parameter, scattering widely
about the mean value 1.30 A. The difference seen in the results for the ‘best’ value
of Dg; for the 110 K normal emission curve appears related to our inability to fit
the features at 200 eV and 300 eV kinetic energy: the larger value for Dg; gives

better agreement at 300 eV at the expense of the agreement at 200 eV; the problem
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is opposite for the smaller value of Ds;. The agreement in the Fourier transforms
(Figures 2.3b and 2.3d) appears equally fair for both values of Ds;. The normal
emission curves give well defined and consistent results for the parameter Dsc.
This is consistent with ARPEFS’ being sensitive to atoms lying along the electron
emission direction. The photoemission paths to atoms ‘O’ and ‘A’ in the second
layer are getting out of alignment with the primary photoemission path to the
detector; this and the increased pathlength differences yield less certainty in the
determinations of Dgg and Dss. The results for Dgs are similar to Dgc; the normal
emission curves give well defined values for the S to third layer Cu distance.

The off normal emission curves complement the normal emission results. The
former give more precise values for the S-Cu bond length, again because ARPEFS
is sensitive o atoms lying along the photoemission direction. Both off-normal
emission curves have large uncertainty in the position of atom ‘C’; this is because
the atom ‘C’ would have to scatter the photoelectron wave at an angle of 130° to
140° to appear in the off-normal emission curves. These angles correspond to an
angular minimum in the scattering strength of Cu, hence the poor definition of
Dsc by the off normal curves.

The 50° off normal emission curve is dominated by backscattering from the
first layer. While this gives us a good estimate of the S-Cu bond length, it does
not give us a reliable estimate for Dg;. Analysis of the path length differences
for scattering from the four Cu atoms nearest the S adatom indicates that this
information would be contained as a weak shoulder on the low-R side of the main
peak in the Fourier transform, and would be obscured by the main peak.

By fitting parabolas to the bottoms and sides of the curves in Figures 2.7-2.12
we extracted the parameters and their uncertainties given in Tables 2.2 and 2.3.

Because of the scatter in the parameter determinations and because in many cases
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the minima of the curves in Figures 2.7-2.12 are poorly described by parabolas we
used these uncertainties as relative weights only (see Section 2.8) in determining

the values given in Table 2.4.

2.7 Conclusion

There is appears to be general agreement now about the first layer reconstruction
of p(2x2)S/Cu(001). ARPEFS, LEED, and MEIS all indicate that the S atom
is 1.29 A to 1.32 A above the surface (with ARPEFS giving the largest value,
1.315(13) A, for this parameter), Our value of 2.26 A for the S-Cu bond length
implies a 0.03 A outwards relaxation of the first layer Cu atoms, in agreement
with LEED, MEIS'?, and XRD'®, There is remains a strong quantitative dif-
ference regarding the second layer Cu atoms. Qualitatively, all three methods
agree that if there is a reconstruction of the second layer, it is in the directian
Dsc > Dso > Dsa. Quantitatively, however, ARPEFS indicates that the buckling
is >0.08 A, LEED yields 0.03 A, and MEIS concludes that the buckling is 0.00 A.
That this large reconstruction of the second layer was found in both the R- and
k-space fits indicates that ARPEFS at the present level of theory indeed yields

this large a value.

2.8 Error Analysis

The R-factor of Eq. 2.2 is chosen for its similarity to the standard x? statistic

@ = Ly benll) = xe(k)P -
v &

O'ki
The definitions of the terms are the same as in Eq. 2.2, with the addition of

v, the number of degrees of freedom (v = N — 1, where N is the the number of

statistically independent points), and o(k;), the noise estimate associated with
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p.oint k;. From considerations »f the Nyquist sampling frequency we estimate, for
Fourier filtered data, N = ; AkAR, where Ak = kmax — kmin is the range of the
data and AR = Rpax — Ryuin is the width of the R-space window® 9,

To minimize Eq. 2.3, we need an estimate for o(ki). We may write®
0% = Ohndom T Ostematic We estimate our random noise level to be between
2% and 4%. We have found that adding a random 3% noise to a (necessarily
smooth) theoretical x(k) curve yields a curve that visually resembles a real x(k)
curve in roughness. This is the same estimate that we get by looking at the mag-
nitude of the high (R > 18 A) frequency components of our x(k) curves. We have,
unfortunately, no method of estimating the magnitude of any systematic errors in
either the data reduction or in the theory. Were we to assume that Gyyatematic = 0,
we would have oot ~ 0.03. Since for a ‘moderately good’® fit x2 ~ 1, this implies
that our R-factor as defined in Eq. 2.2 should be quite close to Ry = 0.0009. As
is shown in Table 2.2, this is not the case. In order to use the x? statistic we
arbitrarily set a(k;) =1 for all k; and proceed with the minimization, no longer
having any independent evaluation of the goodness-of-fit of the result. Once the
best x2 (or Ry) has been obtained, we can estimate'® the uncertainty op, in any

given parameter P; by
-1

a? Y?
ap?

where x? = vxJ and x?_ is the lowest value of x? found. The partial derivatives

op, = 2x5,., X (2.4)

in Eq. 2.4 are evaluated by fitting a parabola to the minimum of a graph of Ry vs.
P;.
Once we have determined P; and g;, we estimate P, the average value of P, and

7, the uncertainty of P, using

(2.5)

Q.LI —
I
\..M
‘-qul —
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and
P=wy D 2.6
=77y 7 (2.6)
Because of the scatter in the individual parameter determinations, we have chosen
to regard the individual ¢; as relative weights instead of absolute weights. While

this does not affect the determination of P, the uncertainty becomes

2 & 1 =2
=g X 5(Pi-P) (27)

7 of
_ The uncertainties in Table 2.4 are given by the larger of the values determined

using Egs. 2.5 or 2.7.

2.9 Comparison with Previous Work

We note that the ARPEFS oscillations are enhanced by going to a low experimental
temperature. In Fig. 2.13 we show the normal emission curve from reference 2,
taken at 300 K, and the normal emission curve, taken at 110 K, from the present
study. The increase in the magnitude of oscillation is evident. Given the internal
consistency of the values in Table 2.2, we decided to fit the older ARPEFS data
from reference 2. We were able to obtain a good fit for the normal emission curve.
Results of the k-space only fitting are shown in Table 2.5, along with the value of
the R-factor obtained using the structure given in reference 2. In Figure 2.14 we
show the best fit. We note that use of the simplex algorithm instead of a hand
search has resulted in a better fit and that the error bars are smaller for the normal
emission curves taken at low temperature. This underscores the usefulness of the

changes in the ARPEFS technique described in Section 2.2.
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2.11 Tables

Table 2.1: Semmary of structural parameters. Uncertainties in the last digit of

each parameter, where given, are in parentheses.

Ds1 Dsc Dso Dsa Ds3 Ds-cu A Method
1.42(2) 3.04(2) 3.07(6) 3.16(5) 4.97(6) 2.26(1) -0.05(2) ARPEFS 2 .
1.28(3) 3.12 3.11 3.09 4,94 2.23(6) +0.02 LEED "
1.30 3.11 3.11 3.1 4,93 2.25 +0.03 MEIS ¥*
1.19(14) . - - - - - +0.03(1) XSW 15
140(4) - : : . 2.31(2) SEXAFS !
1.30(5) - - - - - - ELS '
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Table 2.2: Results of k-Space Fitting

Parameter Normal Emission Off Normal Emission
110 K 155 K 140 K, 40° 110 K, 50°
Ds; 1.309(15) 1.319(12) 1.341(09)  1.368(29)
Dsc 3.186(14) 3.171(13) 3.165(33)  3.223(78)
Dso 3.111(23) 3.130(18) 3.190(19)  3.115(23)
Dsa 3.069(31) 3.092(23) 3.083(31) 3.052(22)
Dsa 4.894(17) 4.911(15) 4.916(36)  4.889(31)
Bond 2.247(17)  2.265(21) 2.268(07)  2.269(06)
A +0.023(17) +0.037(27)  0.026(10) +0.007(32)
Vo 12,7 11.7 - 107 11.6
R-factor .013 .006 007 .006

Table 2.3: Results of R-Space Fitting

Parameter Normal Emission Off Normal Emission
110 K 155 K 140 K, 40° 110 K, 50°

Ds: 1.371(19)  1.309(17) 1.312(14)  1.254(11)
Dsc 3.180(13) 3.191(13) 3.216(58)  3.219(81)
Dso 3.122(27) 3.120(29) 3.153(19)  3.188(43)
Dsa 3.079(36) 3.019(35) 3.030(22) 3.019(35)
Dss 4.891(18) 4.911(16) 4 $33(22)  5.101(81)

Bond 2.254(16) 2.257(17) 2.245(07)  2.259(08)
A -0.014(25) +0.036(24) +0 019(13) +40.076(12)
V, 12.6 11.2 12.5 11.6

Table 2.4: Average Value of Parameter

Parameter | k Space Fitting R Space Fitting Combined Average
Ds; 1.330(09) 1.295(23) 1.315(13)
Dsc 3.178(09) 3 187(09) 3.182(06)
Dso 3.141(19) 12) 3.141(11)
Dsa 3.073(13) 3 034(15) 3.056(10)
Ds3 4.903(10) 4 890(23) 4.897(11)
Bond 2.267(04) 2.252(05) 2.260(04)

A +0.033(08) +0.039(17) +0.035(11)




Table 2.5: Results of k-Space Fitting of Normal Emission 300 K Data. The ‘Old
R-Factor’ is based on the structure given in reference 2.

Parameter | 300 K Normal Emission
Dg; 1.313(17)
Dsc . 3.181(15)
Dso 3.065(26)
Dsa 3.052(35)
Dsa 4.935(29)
Bond 2.236(30)
A +0.002(39)
Vo 12.62
R-factor .0016
Old R-factor .0062
N 26
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2.12 Figure Captions

Figure 2.1: Schematic of p(2x2) §/Cu(001), showing structure and label defini-
tions.
a) Top view, showing outwards reconstruction of first layer Cu atoms.

b) Side view, showing vertical relaxations of second layer Cu atoms.

Figure 2.2: Raw x(E) Curves.
(a) Normal Emission (110 K).
(b) Normal Emission (155 K).
(c) 40° Off Normal Emission (140 K).
(d) 50° Off Normal Emission (110 K).

Figure 2.3: Results of fitting the normal emission (110 K) data in k-space and
R-space. The k-space curves are Fourier filtered at 1.4 A .2 R « 14.4 A.
(a) and (c) Comparison of data (dots) and theory (solid line) curves. Fit
performed in k-space.
(b) and (d) Comparison of data (dots) and theory (solid line) curves. Fit

performed in R-space.

Figure 2.4: Results of fitting the normal emission (155 K) data in k-space and
R-space. The k-space curves are Fourier filtered at 1.2 A < R < 12.8 A.
(a) and (c¢) Comparison of data (dotsi and theory (solid line) curves. Fit
performed in k-space.
(b) and (d) Comparison of data {dots) and theory {solid line) curves. Fit

performed in R-space.
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Figure 2.5: Results of fitting the 40° off normal emission (140 K) data in k-space
and R-space. The k-space curves are Fourier filtered at 2.1 A < R < 15.4 A.
(a) and (c) Comparison of data (dots) and theory (solid line) curves. Fit
performed in k-space. ) )
(b) and (d) Comparison of data (dots) and theory (solid line) curves. Fit

performed in R-space.

Figure 2.6: Results of fitting the 50° off normal emission (110 K) data in k-space
and R-space. The k-space curves are Fourier filtered at 2.4 A <R < 13.8 A,
(a) and (c) Comparison of data (dots) and theory (solid line) curves. Fit
performed in k-space. '
(b) and (d) Comparison of data (dots) and theory (solid line) curves. Fit

performed in R-space.

_Figure 2.%: R-Factor vs. Dg;, the vertical distance between the S adatom and
the first Cu layer. The solid lines are cubic spline interpolations as guides
to the eye. For ease of comparison all curves have been rescaled to have the
value 1 at the minimum. The minima show large scatter within the range ~
1.34 to 1.354.

Symbols:

Filled Squares: Normal emission, 110 K.

Filled Circles: Normal emission, 155 K.

Open Circles: 40° Off normal emission, 140 K.
Open Squares: 50° Off normal emission, 110 K.
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Figure 2.8: Residuals vs. Dgc, the vertical distance between the S adatom and
the ‘covered’ Cu atom in the second layer. The solid lines are cubic spline
interpolations as guides to the eye. For ease of comparison all curves have
been rescaled to have the value 1 at the minimum. Note that the curves
for the normal-emission data show well defined and reproducible minima
for this parameter, whereas the off-normal data are quite insensitive to this
parameter.

Symbols:

Filled Squares: Normal emission, 110 K.
Filled Circles: Normal emission, 155 K.

Open Circles: 40° Off normal emission, 140 K.

Open Squares: 50° Off normal emission, 110 K.

Figure 2.9: Residuals vs Dsp, the vertical distance between the § adatom and
the ‘open’ Cu atom in the second layer. The solid lines are cubic spline
interpolations as guides to the eye. For ease of comparison all curves have
been rescaled to have the value 1 at the minimum. Note the consistency in
both the k-space fitting and the R-space fitting and that the centroid of the
minima has shifted from the position of the centroid in Figure 2.8.
Symbols:

Filled Squares: Normal emission, 110 K.
Filled Circles: Normal emission, 155 K.
Open Circles: 40° Off normal emission, 140 K.

Open Squares: 50° Off normal emission, 110 K.
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Figure 2.10: Residuals vs Dsa, the vertical distance between the S adatom and
the ‘anti-covered’ Cu atom in the second layer. The solid lines are cubic
spline interpolations as guides to the eye. For ease of comparison all curves
have been rescaled to have the value 1 at the minimum. Note the gen.eral
consistency within each set of curves, and that the centroids of these minima
are shifted still further.

Symbols:

Filled Squares: Normal emission, 110 K.

Filled Circles: Normal emission, 155 K.

Open Circles: 40° Off normal emission, 140 K.
Open Squares: 50° Off normal emission, 110 K.

Figure 2.11: Residuals vs Ds3, the vertical distance between the § adatom and
the third Cu layer. The solid lines are cubic spline interpolations as guides
to the eye.. For ease of comparison all curves have been rescaled to have
the value 1 at the minimum. The normal emission curves give a precise and
reproducible value for this parameter, whereas the off-normal emission curves
are relatively insensitive to this parameter.

Symbols:

Filled Squares: Normal emission, 110 K.

Filled Circles: Normal emission, 155 K.

Open Circles: 40° Off normal emission, 140 K.
Open Squares: 50° Off normal emission, 110 K.
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Pigure 2.12: Residuals vs S-Cu Bond Length. The solid lines are cubic spline in-
terpolations as guides to the eye. For ease of comparison all curves have been
rescaled to have the value 1 at the minimum. The off-normal emission data
give more precise estimates for this parameter than do the normal emission
curves.

Symbols:

Filled Squares: Normal emission, 110 K.

Filled Circles: Normal emission, 155 K.

Open Circles: 40° Off no’rma.l emission, 140 K.
Open Squares: 50° Off normal emission, 110 K.

Figure 2.13: Comparison of Fourier filtered (2 A< R < 11 A) normal emission

x(E) curves taken at 110 K (this work) and 300 K (reference 2).

Figure 2.14: Fit to 300 K normal emission data from reference 2.
Symbols:
Crosses: Best k-space fit.

Circles: Data.
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Figure 2.2:
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Figure 2.3:
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Figure 2.4

Normal Emission, 155K

Normal Emission, 155K
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Figure 2.5:
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Figure 2.6:

50° Off Normal Emission, 110K
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Figure 2.7:
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Figure 2.8:
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Figure 2.9:
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Figure 2.11:
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Figure 2.12:
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Figure 2.13:
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Figure 2.14:
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Chapter 3
S/Ni(111) ARPEFS

3.1 Abstract

We have performed low temperature (200 K) Angle Resolved Photoemission Ex-
tended Fine Structure studies of p(2x2)S/Ni(111) and (v3 x v3) R30° S/Ni(111).
Analysis of these low-temperature data using Multiple Scattering Spherical Wave
calculations indicates that for p(2x2)S/Ni(111) S adsorbs onto the FCC threefold
hollow site 1.53 A above the Ni surface. The S-Ni bond length is determined to

be 2.13 A, indicating an outwards shift of the first layer Ni atoms.

3.2 Introduction

S forms several different ordered overlayers on Ni(111) depending on
the degree of coverage, such as p(2x2)S/Ni(111)"-5 at 0.25 monolayer,
(V3 x v/3) R30° §/Ni(111)43:49:50.5! 5t 0,33 monolayer,and the (5v/3 x 2)#:50,52.53
at 0.4 monolayer. At higher coverages (> 0.4 monolayer) additional structures are
found*4+46.49,50.54 The p(2x2)S/Ni(111) structure is the perhaps best understood
of these. There is general agreement that the S adatom sits in a threefold hol-
low site. Those studies which could differentiate between the HCP and FCC site

opted for the FCC site (i.e., the S continues the normal ABC stacking pattern of
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an FCC crystal). There is less agreement about the detailed structural parame-
ters describing this site, however. The S-Ni bond length has a reported range of
2.02 A < Dg_n; < 2.20 A. The distance between the S adatom and the outermost
Ni layer has been reported as being 1.40 A < Dgy < 1.66 A. Low Energy Electron
Diffraction (LEED) evidence suggests a horizontal expansion of the first surface
layer. A summary of published p(2x2)S/Ni(111) structures is given in Table 3.1
and a diagram of this overlayer is given in Figure 3.1.

There is uncertainty
regarding the surface structure of (v/3 x v/3)R30° §/Ni(111). A photoemission
study*® was interpreted to show that in this structure the § adatom shifts to an
atop site. There has been little other investigation. .

The (5v/3 x2) at 0.40 monolayer has been studied using SEXAFS*! and LEED.
it is believed that the overlayer reconstructs to form a pseudo-c(2x2)S/Ni(100)
surface. The S-Ni bond length for this structure is given as 2.27 A. Higher coverages
of 5/Ni(111) are believed to involve similar reconstructions.

Only the first of these overlayer structures would be thought a priori to
be readily amenable to study using ARPEFS. In the LEED*! structure for
p(2x2)S/Ni(111) there is only one adsorption site: the threefold hollow FCC site.
According to the LEED analysis there is also a slight horizontal displacement of
the atoms in the first Ni layer. There was also found an increase in the layer sep-
arations between the first and second Ni layers and between the second and third
Ni layers: ARPEFS data of such single domain adsorption systems has been found
to be analyzable for many systems.

The p(2x2)S/Ni(111) system is interesting to us for several other reasons.
First, there is the detailed LEED*! study of this structure indicating reconstruction

of the near surface layers. Comparison of the LEED*! result with the ARPEFS
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result might possibly show systematic differences between the two methods. We
note that the LEED*! study was done by the same group that performed the
detailed LEED analysis of p(2x2)S/Cu(001). It further serve as a useful control
experiment for the (v/3 x v/3) R30° S/Ni(111) overlayer, where there was some
uncertainty over the adsorption site (atop versus 3-fold hollow, and if 3-fold hollow,
which of the two possible sites).

In the published structures for (5v/3 x2) S/Ni(111), there are eight inequivalent
S atoms in each unit cell. This fact, combined with the three domains possible
for this overlayer, implies that 24 x(k) curves must be calculated for each trial
structure. Given the number of curves needed in the analysis of the §/Cu(001)
data (one domain only), it was decided that this would be a prohibitive constraint
in data analysis. Therefore no attempt is made to study this or any of the higher

coverages.

3.3 Experimental

A mechanically polished and chemically etched Ni(111) crystal was attached with
tantalum strips to a tantalum sample plate, which was in turn mounted on a three
axis manipulator equipped with LN cooling coils. Temperatures were measured
using an unreferenced chromel-alumel thermocouple attached to the sample plate
near the crystal. The manipulator was installed in a UHV chamber equipped with
an ion sputtering gun, four grid LEED/Auger optics and a moveable hemispher-
ical analyzer®'*?2. The crystal was cleaned by repeated cycles of Ar* sputtering
(0.5 kV, 107% torr Ar*) and annealing to 570 C until sharp (1x1) LEED patterns
were obtained and S, C, and O impurities were less than 1%, according to Auger
spectroscopy. Ambient dosing of the clean crystal with 1.3 L (130 sec. 1 x 1078
torr) HaS at 200 K produced a sharp p(2x2) overlayer. Additional dosing (2 L
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total) produced a (v/3 x v/3) R30° $/Ni(111) overlayer.

Sulfur 1s ARPEFS data were taken using the double crystal monochroma-
tor with Ge(111) crystals at Beamline X-24A at the National Synchrotron Light
Source?*. Photoemission spectra were taken in the 90 eV — 400 eV (k=4.4 A~! to
10 A-1) kinetic energy range using 2565 eV - 2875 eV photons. The analyzer was
operated at 160 eV pass energy, giving an estimated overall energy resolution of
~2 eV. The chamber base pressure was 3x10~1? torr.

Sulfur 1s photoemission spectra were taken in 0.07 A~! to 0.1 A~! increments
over the energy range specified above. A total of 90 to 100 such spectra thus
constitute a complete x(k) curve. The ARPEFS data are reduced in the standard
fashion®. Each individual S 1s photoemission spectrum was fitted as a sum of an
empirical background function, a Voigt function, and a Gaussian broadened step
function. In keeping with previous work? the Lorentzian portion of the Voigt func-
tion was fixed at 0.8eV. The means and Gaussian widths of the Voigt function and
of the step function are constrained to be equal. Thus, each individual photoe-
mission spectrum is described by five parameters: the area of the Voigt function,
the height of the step function, the mean and Gaussian width of the Voigt func-
tion, and the scale factor applied to the empirical background function. We then
construct an I(E) curve by plotting the area of the Voigt function as a function of
the Voigt mean, using the scaling factor of the empirical background to normalize
each spectrum. In an EXAFS like manner we fit a quadratic or cubic polynomial

I to these raw I(E) curves and form a x(E) curve using [,(E) = [1 + x(E)] b(E).

3.4 Discussion

We calculate theoretical x(k) curves using the MSSW method described

elsewhere?®, Briefly, this model for ARPEFS calculates the interference between
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the primary photoelectron wave and the photoelectron waves scattered by atoms in
the substrate. The method uses spherical waves and models the thermal vibration
of the adsorbate and substrate atoms using a correlated Debye model. Effects of
the finite angular acceptance of the analyzer and inelastic mean free path are also
included.

Phase shifts were calculated on a superposition potential®® using modified pro-
grams by Loucks®, using free atom wavefunctions®. The phaseshifts for sulfur
were based on a hypothetical bcc lattice with lattice constant 2.26 A. The ex-
change potential was modelled using the Slater Xa approximation, with a=0.77.

Presumably because of the 3x10~'? torr base chamber pressure, it was found
that the sample LEED pattern became degraded at the end of some of the x(E)
curves. Because of this and because of loss of temperature stability, the x(E)
curves had to be taken rapidly and over a shorter k-range than desirable. As
a result of the experimental difficulties for the p(2x2)S/Ni(111) system we have
only two off normal emission curves, one at 35° off normal (at 195 £+ 2 K) and
one at 50° off normal (at 196 % 2 K). For the (v/3 x v/3)R30° §/Ni(111) system
the situation is slightly better, there is a normal emission curve (at 155 £ 7 K)
and several off normal emission curves (35° off normal, 215 + 2 K, 50° off normal,
140 £ 4 K, 50° off normal, 220 &+ 1 K). While these curves are not ideal for a
solid structural assignment on either system, the curves do yield some consistent

structural information for each system. The analysis follows.

3.4.1 p(2x2)S/Ni(111)

These curves were subjected to the numerical analysis used in for
p(2x2)S/Cu(001), that is, fitting of the Fourier filtered data in both wavevec-

tor and real space. The curves were fitted with three structural parameters: Ds,,
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the S to first layer Ni vertical distance , Dg3, the S to second layer Ni vertical
distance, and the S-Ni bond length. Any radial expansion or contraction of the
first-layer Ni atoms is thus implicitly defined by Ds, and th S-Ni bond length.
While the LEED study did use a fourth adjustable structural parameter, Dgs3, the
S to third layer Ni distance, it was felt that this would not be purposeful in the
present case. Experience gained in fitting S/Cu(001) data showed that off nor-
mal emission curves do not give very precise values for interlayer separations, and
of the two curves, the one more likely to be sensitive to interlayer separations is
incomplete. We assume the first and second Ni layers to be planar, even though
there are two inequivalent atomic sites in each layer (in the first layer, % of the
Ni atoms are part of a threefold-hollow adsorption site and 1 are not bonded to a
S adsorbate. In the second layer, % of the atoms are in under the so-called HCP
threefold-hollow adsorption = . Electrou emission angles and adsorbate and sub-
strate surface Debye temperatures were treated as adjustable parameters. The bulk
Debye temperature?! was set at 440 K. The isotropic Ni surface and S adsorbate
Debye temperatures were treaied as adjustable parameters, being set initially to
310 K and 420 K, respectively. Results of the fitting are given in Table 3.1 and

Figures 3.3-3.4. Plots of R-factor curves are given in Figure 3.5.

35° Off normal Emission

The raw x(E) curve is shown in Figure 3.2. We note that the low temperature has
yielded strong oscillations, similar in strengt.h to those seen in p(2x2)S/Cu(001).
The break in the 35° off normal emission data is due to having stepped forwards
rather than backwards one unit in k space after a computer problem. Lack of beam
time prevented repeating this scan. Auto-regressive extrapolation of the low energy

side indicates that the missing region is featureless and well approximated by using
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a cubic spline interpolation across the gap, so we proceed with the analysis. Both
the R-space and k-space fits yield theoretical curves that track the Fourier filtered
data fairly well. We note that fitting in k-space, however, yielded a theoretical
curve which deviates from the data at ~250 eV, though overall amplitude and phase
in k-space seem well matched (Figure 3.3a). The Fourier transforms (Figure 3.3c)
disagree at ~6 A, but with the exception of the main peak in the Fourier transform
the overall agreement appears acceptable. We note that this disagreement at ~6 A
persists even if the fitting is performed in R-space (Figure 3.3d). This R-space

structure appears to give the better k-space fit (Figure 3.3b).

50° Off normal Emission

The 50° off normal curve {Figure 3.2b) is dominated by a single frequency, indi-
cating that this curve was probably taken along the S-Ni bond. We note that the
fits appear credible in both R and k space for both curves, though the k-space fit

has apparently yielded the more credible agreement in both k-space and R-space.

Summary, p(2x2)S/Ni(111)

We note further that our results are in general agreement with the LEED study, at
least as far as the first layer is concerned. Qur data indicate an outwards expansion
of the first layer Ni atoms. The bond length is in the middle of the range of available
values, as is the S-Ni vertical distance. In contrast to the LEED result, our data
do not show any expansion of the first to second Ni layer distance. We note that
similar to the results of p(2x2)S/Cu(001), ARPEFS gives a bond length 0.03 A
longer than LEED and a S to first layer substrate distance also 0.03 A longer than
the LEED result.



3.4.2 (V3 x v3)R30° §/Ni(111)

We show raw x(E) curves for (v3 x v3)R30° S/Ni(111) in Figure 3.6. We note
that in two of the curves there is some normalization difficulty in the overlapped
portions of the 50° off normal curves. In the 140 K curve we had difficulty
scaling sections of the curve at a break near 200 eV. In the 220 K curve there
was a similar problem near 220 eV. The uncertainties in joining the sub-spectra,
however, do not affect the main point of interest for these curves, namely, the
smaller amplitude in the oscillations in these curves (roughly 50%) compared to
the oscillations for the p(2x2)S/Ni(111) case. A quick TSMQNE calculation for
(V3 x V3)R30° §/Ni(111) indicates that theoretically these oscillations are too
small to correspond to a well ordered overlayer of S atoms in FCC sites. In Fig-
ure 3.7 we show nor. “al emission (v3 x v/3) R30° S/Ni(111) data with theoretical
x (k) curves corresponding to FCC and HCP adsorption sites. It is true that a
change of site to the HCP threefold hollow site decreases the amplitude of the
oscillations (since the lobe of the outgoing p-wave is no longer aligned with a
backscattering atom). Looking at Figures 3.8 and 3.9, though, we see that the
HCP site is ruled out by the off-normal emission curves. In particular, the 35° off
normal data rule out the HCP site (see Figure 3.8c). The phase of the oscillation
in the data curve is opposite to that of the theory curve. The Fourier transform of
the 220 K 50° data (Figure 3.9d) also indicates that the HCP site is wrong. The
data are dominated by a single frequency, but theory shows that such asite would
contain a mixture of roughly equal intensity frequencies. It has been suggested*3
that the (v3 x /3) R30° §/Ni(111) data may consist of atop adsorption sites. We
have calculated x(E) curves for atop sites for a range of S-Ni vertical distances.
We show theoretical y(E) curves for a S-Ni vertical distance of 1.75 A (i.e. S-Ni
bond length of 2.15A) in Figures 3.10 - 3.12. We see that the normal emission
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curve rules out this geometry, judging by the amplitudes and phases of the x(E)
curves. We note that the amplitudes =f the 35° and 50° x(E) curves also rule
out the atop site. We furthermore calculated x(E) curves for the bridged site.

Figures 3.10 - 3.12 show that the data curves also rule out this bonding geometry.

3.4.3 Summary, (v/3 x v/3)R30° S/Ni(111)

We have calculated x(E) curves for four high symmetry adsorption sites for
(v3 x v3)R30° §/Ni(111). We found that three of the sites are ruled out by
the phase of the oscillations in at least one of the data x(E) curves. The 35° curve
rules out the HCP site, the 50° curve rules out the bridged site, and the normal
emission curve rules out the atop site. We regard phase disagreement as being
fairly compelling, since we expect surface disorder to reduce the amplitude of any
measured oscillation, but not the phase. We note the the FCC site appears to
be excluded primarily by disagreement between the amplitudes of the theory and

data curves. This leaves us with several possible explanations:

(a) a disordered overlayer has been prepared, decreasing the apparent os-

cillation, and/or

(b) there were undetermined experimental errors leading to a decrease in

the apparent oscillation, and/or

(c) there is something wrong with the TSMQNE theory, as applied to
S/Ni(111), and/or

() if the adsorption site is unique, it is not a high-symmetry site, and/or

(e) we have a mixture of adsorption sites, none of which is dominant enough

to appear to be the sole structure.
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The success in fitting the p(2x2)S/Ni(111) data would seem to rule out reasons
a, b and ¢. Given that the recipe for preparing (v/3 x v/3) R30° S/Ni(111) differs
from the recipe used to make p(2x2)S/Ni(111) only in the amount of dosing with
H.S, it is unlikely that half of the adsorbate atoins would be in disordered posi-
tions, especially since there is only a 25% difference in coverage. Thus, we see no
compelling reason to invoke explanation (a). We also see no compelling reason
to invoke (b), again given the relative success in modelling the p(2x2)S/Ni(111)
data. We point out that the p(2x2)S/Ni(111) data were taken in the middle
of the (v/3 x v/3)R30° §/Ni(111) data. Thus any experimental problem would
have had to disappear during the sample change and then reappear once the
(v/3 x v/3) R30° S/Ni(111) series of curves was continued. Reason (c) we exclude,
again given the success in fitting the p(2x2)S/Ni(111) data. Reasons a and b
refer to random mistakes. It is quite possible that the recipe used to prepare
(V3 x V3)R30° S/Ni(111) is consistently giving the same overlayer, which is not
a high-symmetry site. We exclude this reason because we were not able to find a
unique adsorption site which would reproduce the data. Atop and bridged sites
were modelied, without success. A brute-force search of overlayer registry was
also unconvincing. This technique had been invoked in an ARPEFS study of
PH./Ge(111). In the present case this was done using a simplex search with three
structural parameters, the x, y, and z coordinates of the S overlayer as variables.
Domain averaging was included. This resulted in the favored location of the S
adatom being slightly off the center of the threefold hollow site, but again tﬁe
quality of the fit was visually displeasing. We interpre*. the slightly off center site
fe = single-site (v3 x v/3) R30° §/Ni(111) to mean not that this is the real site, but
that the minimization routine favors the threefold site, but is trying to decrease

the backscattering strength the the nearest Ni atoms. This is done by removing
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the alignment of the adatom and the crystal plane. Given that we cannot think
of any compelling reason why the experiment should be invalid and that we think

the TSMQNE code should be valid for S/Ni(111), we are left with a dilemma.

3.5 Conclusions

We have taken ARPEFS spectra for p(2x2)S/Ni(111)
and (v3 x ¥/3)R30° S/Ni(111). The p(2x2)S/Ni(111) data are consistent with
the FCC adsorption site. Fitting the data in k-space and R-space indicates a S-Ni
bond length of 2.13 A and a S-Ni vertical distance of 1.54 A, These values indicate
a radial displacement of the first-layer Ni atoms from the unreconsiructed bulk
positions. We see no change in the interlayer spacings from the bulk positions.

We are unable to explain our (v/3 x v/3)R30° S/Ni(111) data.
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3.7 Tables

Table 3.1: Summary of structural parameters for p(2x2)S/Ni(111). Derived values
are in italics. Uncertainties in the last digit of each parameter, where given, are in
parentheses.

Ds; Dsa Das Bond Length A Method
1.50 3.59 2.08 2.10 +0.03 LEED*
1.66 3.41 2.03 2.20(3) SEXAFS*#
1.69(02) 2.23(2) SEXAFS“
1.61(06) 2.16(4) 154

Table 3.2: Results of Fitting p(2x2)S/Ni(111) data in k-space and R-space.

Parameter 35°0ff Normal 50°Off Normal Average Yalue
R-Space  k-Space  R-Space  k-Space

Ds; 1.617(16) 1.556(34) 1.507(12) 1.496(22) 1.540(29)
Dsz 3.579(17) 3.542(42) 3.544(29) 3.620(36) 3.574(14)
Bond 2.160(06) 2.139(13) 2.133(06) 2.132(06) 2.141(07)
A -0.006(20) +0.030(40) +0.072(15) +0.080(23) -+0.049(32)
A 11.1 15.0 12 15.0
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3.8 TFigure Captions

Figure 3.1: Schematic of p(2x2)S/Ni(111), showing structure and label defini-
tions.
a) Top view, showing outwards reconstruction of first layer Ni atoms.

b) Side view, showing layer separations.

Figure 3.2: Raw x(E) Curves, p(2x2)S/Ni(111).
(a) 35° Off Normal Emission.
(b) 50° Off Normal Emission.

Figure 3.3: Results of fitting the p(2x2)S/Ni(111) 35° off normal emission
data in k-space and R-space. The k-space curves are Fourier filtered at
14 A<R< 144 A
(a) and (c) Comparison of data (dots) and fheory (solid line) curves. Fit
performed in k-space.
(b) and (d) Comparison of data (dots) and theory (solid line) curves. Fit

performed in R-space.

Figure 3.4: Results of fitting the p(2x2)S/Ni(111) 50° off normal emission
data in k-space and R-space. The k-space curves are Fourier filtered at
14 A<R< 144 A
(a) and (c) Comparison of data (dots) and theory (solid line) curves. Fit
performed in k-space,
(b) and (d) Comparison of data (dots) and theory (solid line) curves. Fit

performed in R-space.
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Figure 3.5: Residuals vs. structural parameters, p(2x2)S/Ni(111). The solid
lines are cubic spline interpolations as guides to the eye. For ease of compar-
ison all curves have been rescaled to have the value 1 at the minimum.
Symbols:

Filled Squares: 35° Off Normal Emission, R space.

Open Squares: 35° Off Normal Emission, k space.

Filled Circles: 50° Off Normal Emission, R space.

Open Circles: 50° Off Normal Emission, k space.

a) R-factor vs. Dg,, the S to first layer Ni vertical distance.
b) R-factor vs. Dgy, the S to second layer Ni vertical distance.

c) R-factor vs. S-Ni bond length.

Figure 3.6: Raw x(E) Curves, (v/3 x v/3)R30° §/Ni(111).
(a) Normal Emission (155 K).
(b) 35° Off Normal Emission (215 K).
(c) 50° Off Normal Emission (148 K).
(d) 30° Off Normal Emission (220 K).

Figure 3.7: Comparison of normal emission (/3 x v/3) R30° $/Ni(111) data with
x(E) curves calculated for unreconstruct:ed FCC and HCP adsorption sites.
A S-Ni vertical distance of 1.6¢ A is assumed.
(2) and (c) Comparison of data (dots) and FCC theary (solid line) curves.
(b) and (d) Comparison of data (dots) and HCP theory (solid line) curves.
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Figure 3.8: Comparison of 35° off normal emission (v/3 x v/3) R30° S/Ni(111)
data with x(E) curves calculated for unreconstructed FCC and HCP adsorp-
tion sites. A S-Ni vertical distance of 1.64 A is assumed.

(a) and (c) Comparison of data (dots) and FCC theory (solid line) curves.
(b) and (d) Comparison of data (dots) and HCP theory (solid line) curves.

Figure 3.9: Comparison of 50° off normal emission (v/3 x v/3) R30° S/Ni(111)
data with x(E) curves calculated for unreconstructed FCC and HCP adsorp-
tion sites. A S-Ni vertical distance of 1.64 A is assumed.

(a) and (c) Comparison of data (dots) and FCC theory (solid line) curves.
(b) and (d) Comparison of data (dots) and HCP theory (solid line) curves.

Figure 3.10: Comparison of normal emission (v/3 x v/3)R30° §/Ni(111) data
with x(E) curves calculated for unreconstructed bridged and atop adsorp-
tion sites. A S-Ni bond length of 2.15 A is assumed.

(a) and (c) Comparison of data (dots) and bridged site theory (solid line)
curves.

(b) and (d) Comparison of data (dots) and atop site theory (solid line) curves.

Figure 3.11: Comparison of 35° off normal emission (v/3 x v/3) R30° §/Ni(111)
data with x(E) curves calculated for unreconstructed bridged and atop ad-
sorption sites. A S-Ni bond length of 2.15 A is assumed.

(a) and (c) Comparison of data (dots) and bridged site theory (solid line)
curves.

(b) and (d) Comparison of data (dots) and atop site theory (solid line) curves.

60



Figure 3.12: Comparison of 50° off normal emission (v3 x v/3) R30° §/Ni(111)
data with x(E) curves calculated for unreconstructed bridged and atop ad-
sorption sites. A S-Ni bond length of 2.15 A is assumed.

(a) and (c) Comparison of data (dots) and bridged site theory (solid line)

curves.

(b) and (d) Comparison of data (dots) and atop site theory (solid line) curves.
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Figure 3.2:

35° Off Normal Emission, 195K
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Figure 3.3:

35° Off Normal Emission, 215K 35° Off Normal Emission, 215K
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Figure 3.4:

50° Off Normal Emission, 215K
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Figure 3.5:

Normalized E(Residuals)?
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Figure 3.6:

Normal Emission, 155K

50° Off Normal Emission, 148K
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Figure 3.7
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3.8:
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Figure 3.9
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Figure 3.10

Normal Emission, Bridged Site
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Figure 3.11

35° Off Normal Emission, Bridged

35° Off Normal Emission, Bridged
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Figure 3.12

50° Off Normal Emission, Bridged

50° Off Normal Emission, Bridged

R e e R AN i e I —
04} -
! () 1 o 010 (b) -
[ v ;
oz} e = |
| i
W ooof <
x 1 ] v 005 .
3 E 2
IO.N.I ~ 5 ]
! b
-04f ]
ﬁ- a1 o x 2 0 o s s ) o o | SR °°° A
0 100 200 300 400 500 0 5 10 15 20
Kinetic Energy (eV) Path Length Difference (8)
50° Off Normal Emission, Atop Site 50° Off Normal Emission, Atop Site
1O L o ——
1 (c) ] ° [ (d)
os} . 3 03
[ ] £
' 3
o~ 9
w o oo} <4 02
~ [ ] |-
s 2
-osf ] _.m o1f
1
- IS EPEPEPEE PR BRI B
9% 00 200300 400500 0% 5 10 15 20

Kinetic Energy (eV)

Path Length Difference (&)

73



Chapter 4

ARPEFS as an Analytic
Technique

4.1 Introduction

As we have seen in p(2x2)S/Cu(001), ARPEFS is capable of giving structural
information with a high degree of accuracy and precision. What is perhaps not as
apparent from Chapter 1, however, are the constraints on performing and analyzing
an ARPEFS experiment. The purpose of this chapter is to describe in detail the
points we have found necessary for an experiment to succeed and to highlight
constraints in performing ARPEFS. The steps in an ARPEFS experiment may be

outlined:
1. Getting the Data

2. Modelling the Data

4.2 Getting the Data

As has been mentioned elsewhere® %, ARPEFS data are collected in two sets.
In the first set, ls spectra (in the present case; p, d, f, etc. initial states could

also be used) are collected in 0.05 A=? to 0.1 A~! increments from k~ 4.5 A-! to
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k~ 11.5 A-!. The second set of spectra are the long ‘empirical background’ spectra
used to normalize the the 1s spectra prior to calculation of the I(E) curve, from

which a x(E) curve (and using the deBroglie equation, a x(k) curve) is extracted.

4.2.1 1s Spectra

A sample 1s photoemission spectrum is shown in Figure 4.1, along with the func-
tions used to fit it. As mentioned elsewhere®®%¢, these are a Voigt function, a
Gaussian broadened step function used to represent the contribution of inelastic
processes to the total photoelectrc intensity, and the (smoothed) empirical back-
ground. Each 1s spectrum is fit with five parameters: the empirical background
height, the G-step height, and the width, area, and mean of the Voigt function
(recall that the G-step mean and width are set to be equal to the Voigt mean and
width).

We see that the 1s photopeak has tailed to zero intensity within a range of
+6 eV about the mean. We have found that for good fitting the ls spectra should
be about twice this width. (In the case® of ¢(2x2)Cl/Cu(001), where the Cl 1s
peak is slightly wider, it was necessary to take scans 30 eV wide). We see that ~ %
of the spectrum is determined solely by the height of the empirical background.
Another ~ % of the spectrum is determined solely by the height of the empiri-
c?! background and the G-step. Thus, two of the five fitting parameters are well
determined, and have little influence on the remaining fitting in the region of the
photopeak. The photopeak parameters of interest are its mean (easy to determine)
and its area (at this point a straight exercise in counting). We approximate the
photopeak as a Voigt function (a2 Gaussian to model instrumental resolution convo-
luted with a Lorentzian to model the intrinsic lineshane). The overall instrumental

resolution is treated as an adjustable parameter, and is on the order of 2 eV. The
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Lorentzian width is on the order of 1 eV*5:56, The slight (0.2 eV) uncertainty in
this last value has not been found to affect significantly the determination of the
peak area, which is the parameter we are after. As a side note, we have found that
a peak height of at least 2000 counts is desirable for accurate curve fitting. The
peak in this spectrum has a peak height of 4000 counts. Thus, we would say that
the ideal s spectrum has an overall width twice the base width of the photopeak

and has a peak height of several thousand counts.

4.2.2 Background Spectra

Having measured the s spectra the next job is to normalize them so that the
intensity modulation may be determined. This is done using the so-called ‘empir-
ical background’ spectrum. In Figure 4.2a we show unnormalized 1s spectra from
the 40° off normal emission data of p(2x2)S/Cu(001), in the kinetic energy range
50 eV - 200 eV. In Figure 4.2b we show the rescaled spectra, lined up so that the
high kinetic energy sides join smoothly. The envelope of the high kinetic energy
sides very closely resembles the inelastic electron distribution shown in Figure 4.3.
It is this inelastic electron spectrum that is used to normalize 1s spectra in an
ARPEFS experii..ent. There are two ways to obtain this inelastic tail background.
The first would be to take wide ls spectra and line up the high kinetic energy
sides. For practical reasons we do not use this approach. We would have to add
5eVto 1 t;V to the high kinetic energy side of each spectrum, so that this high
energy tail would extend sufficiently into its neighbor. Given that a typical x(E)
curve comprises 70 ~ 100 s spectra, this would work out to 500 to 1000 eV of
extra scanning. With our typical spectrum width of 25 eV, this is the equivalent
of 20 to 40 1s spectra that we would lose (recall that the amount of Leam time is

fixed and is the limiting factor on the number of 1s spectra we are able to take in
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the first place). What we do instead is to measure the inelastic spectrum and use
this as a normalization reference.

The empirical background spectrum used to normalize the 1s spectra obviously
has to cover the entire range over which the 1s spectra are taken. It also must be
slightly wider, since each individual 1s spectrum should extend perhaps 13 eV to
either side of the photoemission peak. Thus if one is scarnning a photopeak kinetic
energy range of 60 eV to 560 eV (i.e. 4.3A-! <k < 12A-1), the background
spectrum should be at least 530 eV wide. Our analyzer, however, can take a
spectrum at most 195 eV wide. Thus this background spectrum must be taken
in several partially overlapping segments. We have found a 30 2V overlap to be
quite adequate for joining the spectra. Thus, the first segment would cover the
range 45 eV to 240 eV, the second segment would cover 210 eV to 405 eV, and
the third segment would cover the range 375 eV to 570 eV. The various segments
may then be fitted to each other and joined. Since the empirical background
spectrum is supposed to represent the background of the individual 1s spectra, we
typically choose the photon energy so that the adsorbate 1s peak is just below (say
15 eV) the low energy side of the subspectrum. Thus the background will have
been taken using a photon energy that is quite close to the photon energy used for
the 1s spectrum sitting on that portion of the background. From our experience,
the background mesh may be twice as coarse as that used in for the individual
photoemission spectra (i.e. 0.6 eV per point for the background and 0.3 eV per
point for the individual spectra, using our analyzer). The number of scans for each
background subspectrum should be at least as great as the number of sweeps used
for each photoemission spectruin. Thus, our empirical background spectrum takes
the same amount of time as scanning 12 s spectra (590 eV total scanning at }

the point density, divided by 25 eV). This buys us 8 to 38 extra k points at the
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end of the data set and saves us the job of normalizing the high energy tails of 100
spectra.

The background subspectra, since they take a fair amount of time to complete,
should be taken towards the end of a fill. There are two reasons for this. The first
is that step losses in ring current empirically seem to occur more often at the top of
the fill and if the beam is going to be lost, it may as well not be during a long scan.
The second reason is that the beam current is usually more stable late in the fill and
by this time the beamline optics have long since come into thermal equilibrium.
Essentially then, the photon intensity and beam position are not changing during
the course of a scan. Since we do not have any means for correcting for such
changes it is best to take the spectra when changes are less likely to occur. We
implicitly (and not necessarily correctly) assume in this normalization technique
that during any one scan there is no change in the photon flux on that portion
of the sample that is viewed by the analyzer. A sample (smoothed) background

spectrum is shown in Figure 4.3.

4.3 Discussion

We have found that this method of collecting and fitting of ARPEFS data has
several internal safeguards. Use of the empirical background inherently corrects
for beam motion across the sample as the photon energy is stepped. If the number
of photons hitting that portion of the sample viewed by the analyzer is changed,
both the background and photoemission peak are simultaneously affected. Also,
wide 1s photoemission spectra allow for reliable fitting.

In Figure 4.4 we show normal emission I(E) curves derived from the SSRL and
NSLS data sets of p(2x2)S/Cu(001). Note the generally good agreement between

the two curves, and the slight reduction ‘< the amplitude of the intensity variations
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of the NSLS curve, which was taken at 155 K. This reproducibility indicates that
the experimental details described above yield data that are surprisingly (vide
infra) self-correcting and independent of the experimental difficulties encountered
during a particular run.

The experimental difficulties are not hecessarily negligible, which again we
demonstrate using p(2x2)S/Cu(001) ARPEFS data. Because of very poor ring
operating conditions and lack of remaining beam time, the 110 K normal emission
curve was taken at SSRL with generally poor statistics. In Figure 4.5a we show a 1s
spectrum used in the SSRL normal emission I(E) curve. This particular spectrum
is typical of those used in the last third (i.e. KE < 300 eV) of this I(E) curve.
Because of this quality of statistics this particular curve was repeated at NSLS,
where the ring conditions were much better (yielding count rates higher by a factor
of 10 to 40). In Figure 4.5b we show the equivalent NSLS spectrum. In Figure 4.4,
however, we see that the I(E) curves are quite similar at this energy.

Experimental difficulties are not limited to lack of photons. The X-24A Lzam-
line at NSLS?! has its own particular problem: the photon beam moves sideways
several millimeters as the photon energy is stepped. This beam motion (several
millimeters at a distance of several meters) is due to small and unavoidable align-
ment errors when the Ge(111) crystals are installed in their holders. At SSRL the
monochromator® is designed to permit fine tuning of the crystal positions after
monochromator installation and bakeout. At the beginning of a run, then, the
experimenter can step the photon energy and tweak the crystal mounts (from out-
side the vacuum) until there is no apparent beam motion over the desired energy
range. The NSLS monochromator, on the other hand, provides no such option.
The monochromator crystals are aligned as carefully as possible (on a laboratory

bench) in their holders. This assembly is then installed in the beamline and baked
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out. The user then hopes for the best. As mentioned earlier, as the crystals are
stepped to vary the photon encrgy, the photon beam moves sideways. As a result,
the experimental chamber literally has to be pushed sideways several times over
the course of a x(E) curve. Note the this process would not affect the relative align-
ment of the sample and analyzer and so does not affect the experimental geometry.
The NSLS monochromator also does not compensate for differential heating of the
Ge crystals by the photon beam; this causes a slight vertical drift of the photon
beam as the monochromator is stepped. '

Our analyzer imposes an important constraint on data aquisition. This is due to
the low saturation level of the electron detector in our analyzer. Our analyzer?+??
uses a resistive anode as a multichannel position sensitive detector. When a count
hits the anode its position is calculated as a means of determining the kinetic
energy of the electron that caused the count. If two counts are detected too close
together in time, the pair of pulses is rejected. Obviously, at higher count rates
the fraction of pulses that are rejected will increase. This has the effect that
at high count rates the analyzer response becomes non-linear and the resulting
data become distorted. In Figure 4.6 we show this effect. In Figure 4.6a, we
show normal emission ARPEFS data of p(2x2)S/Cu(001) taken at NSLS, and in
Figure 4.6b, we show normal emission ARPEFS data of p(2x2)S/Cu(001) taken at
SSRL, at the same energy range. The spectra shown as circles are the 1s spectra;
the empirical ".ackground spectra, which are used to normalize the s spectra, are
shown as crosses. The lines without symbols are the background curves, rescaled
to match the high kinetic energy sides of the 1s spectra. The background and 1s
spectra in Figure 4.6a were taken with a high count rate. Note that because of
data distortion the 1s specirum can not be normalized accurately. With the lower

count rates obtainable at SSRL (see Figure 4.6b), saturation does not occur at
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this energy and the data can still be fitted. This is the reason that the SSRL data
in Figure 4.4 extend to lower kinetic energies; the lower portion of the NSLS data
set had to be rejected. Perhaps one advantage of this problem, though, is that the
mere ability to fit the spectra may be taken as an assurance of data reliability.
Once the I(E) curve has been obtained, we next have to fit a polynomial I, to
it to form the y(E) curve. In practice a simple quadratic or cubic polynomial is
sufficient. While the two polynomials do yield different I,’s, the difference between
the resulting x(E) curves is slowly varying and small. We remove all low frequency
components by high pass Fourier filtering the data at 2 A to 3 A, thus eliminating
the effects of a particular choice of I,. We low pass Fourier filter the data x(E)
curves to remove random noise (which we typically estimate to be approximately
+2%). The upper filtering bound alto serves to restrict the cluster size needed to

model the x(E) curve.

4.4 Modelling the Data

We have seen that the methods of ARPEFS data collection and reduction are
robust and self-correcting. They yield x(E) curves that are surprisingly unaffected
by vagaries of beam stability (as long as the bcam is relatively stable during a
particulac scan) and choice of functional form of the I,. This gives us confidence
that the methods described above can yield consistent and reliable x(E) curves,

which we will now try to fit.
4.4.1 Calculating Theoretical TSMQNE Spectra
We use the TSMQNE model developed by Barton?®. This model includes

1. Spherical Wave Scattering, approximated using the Taylor Series Magnetic

Quantum Number Expansion,
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2. Multiple Scattering, through 10* order (maximum),

3. Atomic vibratién, using a correlated Debye model,

4. Muffin-tin potentials,

5. analytic treatment of the finite angular acceptance of the analyzer, and

6. damping of wave amplitudes (and thus interference) using an inelastic mean

free path.

Item 1, the TSMQNE approximation, has been shown to be an excellent ap-
proximation to a full spherical wave treatment5® over the k range 5 A~! to 12 A1
Item 2, the multiple scattering, is selected by amplitude cutoffs as a time-saving
device. The program calculates th= amplitude of the scattered wave, and if the am-
plitude is greater than the user-specified cutoff, the program proceeds to the next
level of scattering. Item 3, the correlated Debye-Waller treatment, is a bit more
complex. In our code we can specify a Debye temperature for the X, Y, and Z vi-
brations of the adsorbate atom. and for the X, Y, and Z vibrations of the substrate
surface atoms. Exponential decay lengths for the substrate Debye temperatures to
the isotropic bulk value are also user-specified. The muffin tin potentials for item
4 are generated by standard techniques, e.g. superposition potentials®® or isolated
atom potentials®®. For the latter, electron wavefunctions outside the muffin tin ra-
dius are truncated and set to zero. The wavefunctions inside the sphere are either
renormalized or an average charge density is added to the muffin tin sphere to pre-
serve charge neutrality The slight variations in the resulting phaseshifts have an
effect smaller thaa the 0.01 A scatter in our structural determinations. Barton?
concluded that even substituting Cu phaseshifts for Ni phaseshifts would introduce

20.02 A error in path length difference determinations. !tem 5, the inelastic mean
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free path treatment is a simple approximation. The loss of electron wave intensity
is assumed to be isotropic and dependant solely on distance within the solid. The

inelastic mean free path A used for the experiments described here5%:5¢ was
MA) = 0.75k(AY), (4.1)

where ) is in units of A and k is in units of A~1. This form is quite close to the

theoretical relation®

MA) = a(E(eV)Y, (4.2)

where for Ju, a = 0.312 and 8 = 0.552 for 200eV < E < 400eV. For the
range 400eV < E < 2000eV, these values become 0.133 and 0.695, respectively.
In Figure 4.8 we show these theoretical functions (thin line: Eq. 4.1, thick line:
Eq. 4.2) along with experimental values (crosses®, circles®?, and diamonds (univer-
sal curve)). The theoretical expressions do not fit the data very well. To see what
effect these other values might have on the fits, we refit the 40° off normal emission
data of p(2x2)S/Cu(001), using the following functional forms of the IMFP:

AMA) = 0.75k(A~1) (our default form, to check for convergence), and

MA) = 6A (k independent form, approximate fit to Seah’s data).
The results are shown in Table 4.1. We see that there has been a 0.0014 to
0.008A change in the structural parameters when the default IMFP was used.
This tells us how well our search algorithm had converged. When the ‘Seah’
form of the IMFP was used, there are shifts in some of the structural parame-
ters, implying that the IMFP is an importani input to the modeling. We point
out, though, that the essential conclusions of the p(2x2)S/Cu(001) study (and the
basic disagreements between the structure as determined by ARPEFS and other
techniques), that Dg; > 1.314, Dg; — Ds; < 3.64, and Dy — Doy ~ 0.1A, remain

unchanged. There is a slight increase in the bond length and an increase in the
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R-factor as well. Cost constraints precluded performing the same checks on the

other p(2x2)S/Cu(C01) x(E) curves.

4.4.2 Varying the Structural Parameters

This used to be done by hand. In the interests of distancing human influence from
the fit, we have switched to computer selection of parameters. Since the actual
mechanics have occasioned some interest among former group members, we shall
describe them here.

Manual fitting of a x(k) curve involves several steps. The first is to decide what
particular parameter values one wishes to use in a calculation of a theoretical x(k)
curve. Next, one writes the command file (a scattering text file, in group parlance).
This is then used to run the TSMQNE code to produce a theoretical x(k) curve.
The theoretical x(k) curve is then Fourier filtered in the same way as was the
experimental cur;le, to remove (rather, to make consistent) any artifacts. The
theoretical and experimental (k) curves are then conipared. New parameters are
selected and this process is repeated until the experimenter is satisfied.

This process can, of course, be automated. Optimization routines require that
they be given a number (an ERROR or R-factor value, say) for a particular set
of parameters. The routine will then vary the parameters in an effort to reduce
this number. In FORTRAN this is typically done by minimizing, for example,
FUNCTION ERROR(PARRAY), where ERROR is an EXTERNAL function and
PARRAY is the particular set of parameter values. The cptimization routine
will come up with a particular PARRAY, learn the value of ERROR(PARRAY),
and choose a new PARRAY. This procesé is repeated until user specified conver-
gence criteria are met or until the user decides that the fit is adequate. For our

purposes implementing the above process is straightforward. The purpose of the
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EXTERNAL function ERROR is to return an ERROR value for the x(k) curve
based on the PARRAY structure. So, we have ERROR perform several steps.
The first is to write a scattering text file based on the structure described by
PARRAY. This is conveniently done by passing PARRAY to a subroutin. /we call
it MAKTXT), which consists solely of WRITE and FORMAT statements. This
routine writes the text file, incorporating the new parameters as it goes along. Once
MAKTXT has RETURNed, ERROR performs a CALL LIBSSPAWN(*@DOIT").
This spawns a sub-process to execute the commands contained in DO.IT.COM.
The file DOIT.COM causes our new text file to be processed by CHPSCT (:ur
scattering program). DO_IT.COM then takes the output file written by CHPS( T
and via another command file uses RPN (our group data analysis program) to
Fourier filter the theoretical x curve and write the filtered result to a data file.
DOIT.COM then EXITS, allowing the parent process to continue. ERROR
then READs in the new filtered theoretical curve and calculates the R-factor,
which is then passed back to the optimization routine. The optimization rou-
tine looks at this ERROR value and decides on a new PARRAY, which it then
passes to ERROR. The cycle is repeated until a local (which with luck is also
a global) minimum is found. Note that by this repeated use of MAKTXT and
CALL LIB$SPAWN we are able to interface our optimization routine (which we
can change to suit our needs) to previously debugged executable files (which we
may not wish to modify or be able ‘o modify), without having to recompile or
relink the latter. This allows us to concentrate on the problem at hand, without
being distracted by keeping track of large amounts of source code. This particular

work-around obviously can be applied to other problems.
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4.4.5 Assorted Constraints

The main constraints in ARPEFS data analysis are the amount of computer time
needed to calculate a x(k) curve and the inefficiency of the optimization routine
used (the reduction of the raw 1s data is fairly easy (i.e. fitting ~ 100 spectra with
a Voigt function) and is easily automated). Consider the Fourier transform of our
40° off normal p(2x2)S/Cu(001) curve shown in Figure 4.7. We see that there
are several possible path length differences which we may wish to use as cluster
size cut-offs when we Fourier filter the data and the theory. We may choose to
filter at < 114, < 134, <154, or <17A. These cut-offs are chosen to lie between
peaks in the Fourier transform, so that as the structure is varied and the peaks
shift slightly, we reduce the chance of making a cut-off in the middle of a p~sk.
In Table 4.2 we show the CPU time necessary to calculate a x(k) curve using a
particular maximum path length difference.

While these numbers for computer time may not seem prohibitive, consider that
in doir 3 a nine parameter fit that several hundred x(k) curves may be needed dur-
ing the optimization process. In their original paper®”, Nelder and Mead estimate

that the number of simplex cycles needed for convergence scales as
Nio = 3.16(D + 1)1, 4.3)

where D is the dimension of the fitting space. While our convergence criteria are
not as strict as those given by Nelder and Mead, we still need several sets of simplex
cycles to reach 2 mirimum and then several tens of x(k) curves to estimate error
bars.

The numbers given in Table 4.2 become more imposing, as shown in Table 4.3.
These times are for fitting one x(k) curve. Typically the experimenter will have

several x(k) curves to fit. Some experimenters may also then wish to what effect
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changing such things as inelastic mean free path, vibrational anisotropy, Debye
temperatures, and cluster size have on the derived parameters. Then the whole
process may be repeated using the Fourier transforms of the x(k) curves. As can
be seen, large amounts of computer time (as well as human time watching the
fitting to see if it is drifting to an absurd minimum and waiting to see wkat the
final answer is) can be spent doing the fitting. This is not to imply that ARPEFS
is prohibitively time consuming, but to demonstrate the need for speeding up the
fitting process.

There are several areas that could be attacked. The first is in the optimizing
routine. The simplex algorithm used here®”3 has been described as one of the less
efficient®® (albeit one of the more failure-proof*®) in the class of optimization rou-
tines that do not make use of gradient information when searching for a minimum.
It is conceivable that perhaps.a decrease of 30% in number of x(&) curves needed
could be achieved through a better algorithm. The main criterion is, however, that
the routine not stop prematurely on nine or so parameter fits to 20 independent
points {we had to reject several algorithms on this basis).

Possibly more rewarding approaches would be modifications to the CHPSCT
code. The code at present makes no use of mirror plane symmetry. Since scattering
geometries are usually chosen to be in one of the crystal planes, there would be a
factor of two gain in speed in the calculation. Note that even in the case of normal
photoemission the photon polarization vector is off-normal, so at best we have
mirror symmetry. This factor of two because of symmetry would be quite useful:
looking at Table 4.3, reducing the time by this factor would allow us to fit a x(E)
curve with our usual cluster size cut-off of 13 A - 17 A in less than a CPU day
on a Vax6420. Qur fits so far indicate that we are usually within a degree or two

of the desired crystal plane, so fixing this parameter is not a large approximation.
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In any case, it is much less important the structural parameters. These could
be determined quite accurately. For the final fit, of course, the angle could be
allowed to float. Another, perhaps more difficult (and not obvious), modification
of the CHPSCT code would be to have it provide not only the x(k) curve as a
function of the input parameters but also provide derivatives with respect to these
parameters as well, although to be precise these should be the gradients of the
Fourier-filtered x{k) curve. Being able to use gradient-dependent optimization
routines could conceivably decrease the number of x(k) computations by an order
of magnitude.

Possibly better solutions involve looking at the scattering processes more care-
fully. In Figures 4.9 and 4.10 we sbow plots of the scattering amplitudes of atoms
for the p(2x2)S/Cu(001) normal emission and 40° off normal ARPEFS. In these
plots the radius of the atom is proportional to that atom’s contribution to the
ARPEFS, as determined by the log file printed by the CHPSCT program as it
calculates a theoretical x(k) curve. Each Figure shows an overall view of the ad-
sorbate system, followed by layer-by-layer plots. In both Figures 4.9a and 4.10a we
see that the scattering atoms are quite close to the emitter, indeed, they tend to
lie in one quadrant. For the off-normal! directions we see fur}.her that in each layer
usually one atom is dominant. (It is this dominance that allows us to assign peaks
in the Fourier transforms to individual atoms. It is also the basis for the view that
ARPEFS allows us to spotlight particular atoms by suitable choice of experimental
geometry.) For the normal emission ARPEFS, we see that atoms are highlighted
by the emission direction and the electric field vector of the incoming photons (in
Figure 4.9d, note the approximately equal scattering strengths of the so-called ‘C’
and ‘A’ atoms). The essential feature is that most of the ARPEFS signal is created

by very few atoms. It has been suggested that one possible approach to speed up
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the fitting of x(k) curves would be to restrict consideration of scattering atoms to
those lying in a narrow cone around the emission direction. We think that this is
a misleading approach. First, the cone is not that narrow. Looking at Figure 4.9d,
we see that this cone would be at least 40° wide (half-angle) to get known impor-
tant scatterers, so that there is a small time-saving at best. A better approach
would bé to redefine the problem. There are two reasons to calculate a x (k) curve:
(a) to see the curve for a particular structure and (b) to fit a data x(k) curve. In
Table 4.2 we see that the time to calculate one curve is about 3 CPU hour on a
modern workstation. In practice this is not a serious constraint, since for a given
adsorbate system the approximate structure is already known or can be guessed
at after a few trial curves. The other reason to calculate a x(k) curve is in fitting
data. Here, we already approximately know the structure, we are just tweaking
the atomic positions. After we have calculated the first x(k) curve, we know from
the log file which scattering events are important. Shifting atom slightly from their
initial positions is unlikely to drastically affect the relative importance of various
scattering chains. Thus, the results of the first x(k) curve could be used as a good
guide for the calculation of the next 299 curves. This approach would eliminate
the need for erapirical cut-offs and the danger that the cut-off might accidentally
eliminate an atom from consideration as its position is changed. Looking at the
log file would also allow us to determine which events are symmetry related, thus

eliminating the need to perform redundant calculations.

4.5 Conclusions
In summary, the following changes should be made:

Geometry Control At present we can set our experimental geometries to within

2° of the desired angles. For 40° off normal p(2x2)S/Cu(001) data, 2 2° er-
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ror in the electron take off angle, in the single scattering approximation,
would give a 0.014 error in the S-Cu bond length. While we can allow these
angles to float in the fitting process, the increase in the number of fitting
parameters increases our fitting time by 30% to 60%, assuming Equation 4.3
is valid for our case. It is also inelegant to leave the experimental condi-
tions as adjustable parameters during the fitting. One possible way to solve
this might be to use a display type analyzer, so that the geometry could be
verified directly before the experiment is started. This may also be a fac-
tor in our ability to determine precisely Dg; in our p(2x2)S/Cu(001) and
p(2x2)S/Ni(111) studies. In both of these systems there is thought to be a
horizontal reconstruction of the first layer substrate atoms. In other words,
there are two structural parameters that go into determining the path length
difference for scattering from these atoms. There are also the two exper-
imental angles that are needed to fix the path length difference (i.e. the
emission direction). This appears to overtax our fitting procedures. We saw
that for p(2x2)S/Cu(001), Ds, was less precisely determined than some of
the other structural parameters, where there was only one structural degree

of freedom.

Data Aquisition A faster digitizer is required. The present detector saturates at
too low a count rate and causes a loss of data which can only be determined

after the run is over.

Fitting the x(E) curves The CHPSCT code should be modified to take into
account mirror symmetry. This alone would speed up the fitting process by
a factor of two. Effort should also be made to find an algorithm requiring

fewer functions call to minimize our R-factor.
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Temperature Control While we zre able to maintain stable (£2K) tempera-
tures during a x(E) curve, we are not able to select that temperature in
advance. The present set-up allows us to run either at room temperature (i.e
no LNg), ‘cold’ (i.e. 110.K - 150 K) with LNj, or intermediate (220 K, LN,
on, along with the sample heater on low power). While this is adequate for
structural studies (where the desire is to freeze out all vibration) on materials
with high Debye temperatures, the ability to go to lower experimental tem-
peratures would improve the signal-to-noise ratio of our x(k) curves. Our
present inabﬁity to select experimental temperatures in advance precludes

doing temperature-dependent ARPEFS.
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4.6 Tables

Table 1.1: Results of k-space Fitting 40° off normal ARPEFS data,
p(2x2)S/Cu(001). The fit was between 4.7A~! <k < 11.8A~! and 1A < R < 17A
(i.e., T4eV < E < 523eV).

Parameter | Starting Values Default IMFP Seah form
Dsy 1.342 1.339 1.346
Dsc 3.161 3.162 3.137
Dso 3.179 3.184 3.119
Dsa 3.092 3.090 3.055
Dsa 4,911 4,910 4.960
Bond 2.266 2.266 2.274
A +0.023 +0.025 +0.030
0. 41.4 41.5 38.4
Ade 1.5 1.3 0.2
Start R-factor 0067 .0067 0124
Final R-factor 0067 .0065 .0072

Table 4.2: CPU time needed to calculate a x(k) curve using a particular Path
Length Difference Cutoff. This is for a 40° off normal curve at 140 K. The
Cu atoms are assumed to be in the bulk positions. The curve is calculated for
4A-! < k < 124" on a 128 point mesh. The times shown are approximate and
will vary sligktly between machines at different sites.

Maximum CPU Time (min)
Path Length  VaxStation VaxStation Vax Vax
Difference (A) 2000 3100 8700 6420
11.3 45 12 5 4
13.1 58 15 6 5
15.5 84 22 9 7
17.5 92 24 9 8
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Table 4.3: CPU time needed to calculate 300 x(k) curves using a particular Path
Length Difference Cutoff. This is for a 40° off normal curve at 140 K. The
Cu atoms are assumed to be in the bulk positions. The curve is calculated for
4A-1 < k < 124" on a 128 point mesh. The times shown are approximate and
will vary slightly between machines at different sites.

Maximum CPU Time (hours)
Path Length  VaxStation VaxStation Vax Vax
Difference (A) 2000 3100 g700 6420
11.3 230 59 23 19
13.1 290 75 29 24
15.5 420 110 43 35
17.5 460 120 47 38
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4.7 Figure Captions

Figure 4.1: Generic s photoemission spectrum, along with fitting functions: a
Voigt to model the line-shape, a Gaussian broadened step function to model

inelastic scattering processes, and the empirical background spectrum.

Figure 4.2: Normalization of individual 1s spectra in order to make an I{E) curve.
In (a) we show the individual 1s spectra as they are taken, that is, with no
correction for photon flux and beam position changes. In (b) we show the
same spectra after renormalization. These spectra are a subset of the 40° off

normal ARPEFS 1s spectra of p(2x2)S/Cu(001).

Figure 4.3: Background spectrum of 140 K 40° off normal data set. This is a
composite of three spectra:
1) 50 eV < KE < 244 eV, hr = 2515 eV,
2) 200 eV < KE < 394 eV, hr = 2665 eV, and
3) 350 eV < KE < 544 eV, hr = 2815 eV,
In each case the photon energy was chosen so that the sulfur 1s photopeak
would lie 10 eV below the low kinetic energy end of each subspectrum.
a) Composite spectrum. .
b) Smoothed derivative of spectrum shown in (a), showing similarity to Auger
spectra taken in derivative mode, and highlighting a sulfur LMM Auger peak
at 143 eV.and a Cu MNN Auger peak at ~ 59 eV.

Figure 4.4: Comparison of the raw I(E) curves obtained at SSRL and NSLS. The
reproducibility is generally good. The differences between the spectra are a
reduction of amplitude variation in the 155 K curve compared to the 110 K

curve and a change in the shoulder at 100 eV.
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Figure 4.5: Difference in statistics for 1s spectra used for I(E) curves. Despite
the lower quality of the SSRL spectrum the I(E) curves in Figure 4.4 are
similar.

(a) SSRL spectrum (symbol Q).
(b) NSLS spectrum (symbol x).

Figure 4.6: Effect of high count rate on data fidelity. In each frame we show the
1s spectrum (Q), the background function (x), and the background function
rescaled as it would be for fitting the 1s spectrum (no symbol). For purposes
of comparison the data have been rescaled to counts per scan at 1 second
per channel.

(a) 'NSLS normal emission data. Note that the empirical background can not
be used for data normalization because of distortion in its curvature.
(b) SSRL normal emission data. The background is not affected by saturation

and may be used for data normalization.

Figure 4.7: Fourier transform of 40° off normal data. In fitting this data path-
length difference cutoffs of 11.3 A, 13.1 &, or 15.5 A might be chosen. The
dashed line indicates the assumed 2% noise level. Note that random noise

limits our ability to obtain structural information beyond 16 A.
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Figure 4.8: Different forms of the inelastic mean free path in Cu. For the empir-
ical curves the lines are to guide the eye.
Theoretical Relations:
Thick line: Theoretical relation (AM(A) = aE(eV)?) from reference 60.
Thin line: Default relation (A(A) == 0.75k(A~1)) used in previous ARPEFS
work.
Empirical Relations:
x: Data from reference 61.
(O: Data from reference 62.

¢: Digitized so-called ‘Universal Curve’.

Figure 4.9: Importance of scattering atoms to the ARPEFS, normal emission
p(2x2)S/Cu(001). The radius of the atoms is proportional to their contri-
bution to the ARPEFS, as determined from the CHPSCT log files. Recail
that the adsorbate unit cell for p(2x2)S/Cu(001) is 5.10 A on a side, thus
the S adatoms sit approximately on the intersections of the grid lines. The
photon polarization is in the [111} direction, thereby highlighting substrate
atoms in the third quadrant.

a) Overview, showing all layers.

b) Plot showing scattering importance of the adsorbate S atoms.

c) Plot showing scattering importance of the Cu atoms in the first layer.

d) Plot showing scattering importance of the Cu atoms in the second layer.
Note that the ‘C’ and ‘A’ atoms are of approximately equal strength, and
that the ‘O’ atom is ignored.

e) Plot showing scattering importance of the Cu atoms in the third layer.

f) Plot showing scattering importance of the Cu atoms in the fourth layer.
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Figure 4.10: Importance of scattering atoms to the ARPEFS, 40° off normal
emission p(2x2)S/Cu(001). The radius of the atoms is proportional to their
contribution to the ARPEFS, as determined from the CHPSCT log files.
Recall that the adsorbate unit cell for p(2x%2)S/Cu(001) is 5.10 A on a side;,
thus the S adatoms sit approximately on the intersections of the grid lines.
The photon polarization is in the {111] direction, thereby highligiting sub-
strate atoms in the third quadrant.

a) Overview, showing all layers.

b) Plot showing scattering importance of the adsorbate S atoms. The cen-
tral atom is probed by serving as a forward scatterer for the backscattering
events of the deeper Cu layers,

c) Plot showing scattering importance of the Cu atoms in the first layer. Note
the dominance of the backscattering atom and the relative unimportance of
the other atoms in this layer.

d) Plot showing scattering importance of the Cu atoms in the second layer.
Note the strength of the ‘A’ atom and the relative unimportance of the ‘C’
and ‘O’ atoms.

e) Plot showing scattering importance of the Cu atoms in the third layer.
Again, only the backscattering atom is of interest.

f) Plot showing scattering importance of the Cu atoms in the fourth layer.
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Figure 4.2:
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Figure 4.3:
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Figure 4.4:
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Figure 4.5:
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Figure 4.6:
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Figure 4.7:
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Figure 4.8:
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Chapter 5

Effects of Surface Reconstruction
in Valence Band Photoemission:
Applications to Au(001)

5.1 Abstract

We have obtained valence band normal photoemission spectra from Au{001)-(1x1)
and Au(001)-(5%20) crystal surface reconstructions using photons ranging in en-
ergy from 9 eV to 32 eV. The Au{001)-(1x1) spectra consist almost enti-cly of
direct transition features with few density of states peaks. Using the direct tran-
sition model and calculated bulk conduction bands as final states we derive an
empirical valence band map for Au along the I' - X direction which is in good
agreement with self-consistent band structure calculations. Empirical values of
critical eneltgies at I' and X points are presented. Surface umklapp effects appear

to be small.
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5.2 Introduction

Angle-resolved photoemission has been used to obtain valence band dispersion
relations for a wide range of crystalline elcments and compounds®. In most cases
the experimentally obtained E(k) curves agree semi-quantitatively with theoretical

predictions. The final state is sometimes taken to have the free electron form

B(k) = R+ Gy (5.))

2m-
Here k¢ is the final state wavevector, k; is the initial state wavevector, and G is a
reciprocal lattice vector. The effective electron mass m* and the crystal potential
Vo are typically adjusted vo maximize agreement between experiment and the
calcuiated valence bands. In other cases the bulk conduction bands are used as
final states, again with good agreement being reported.

The surface can affect the photoemission spectra in different ways. In Ir{001)*
it was found that surface order drastically affected the photoemission spectra. The
changes observed in going from Ir(001)-(1x1) to Ir(001)-(5x20) were primarily a
broadening of spectral peaks accompanied by a decrease in their intensities. These
effects were attributed to surface umklapp processes, which would complicate bulk
k resolution by scattering excited electrons away from their primary emission direc-
tions. Changes in the photoemission spectra of Ir(001) after smface reconstruction
were attributed to relaxation of bulk transition selection rules. This relaxation of
bulk selection rules because of the surface does not appear very strong, as seen in
a study of Cu(211)%. Although the symmetry group of the reconstructed surface
is C,, their spectra are seen to follow C,, selection rules, as if the surface were not
having any effect. A study of Au(001) with a He resonance lamp was interpreted
to show that changes in the photoemission spectra upon surface reconstruction

were due to relaxation of bulk selection rules®’.
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As in Ir and Pt, the (001) face of Au has two surface orders: the metastable
(1x1) in which the surface atoms retain their bulk positions (a square array)
and the stable so-called (5x20) reconstruction. The latter is thought from LEED
measurements to be an approximately square array on top of an essentially un-
changed bulk structure. In Au this structure would more accurately be described
as c(26x68)%:%, but we shall use the (5x20) notation,

We have carried out narmal photoemission studies of Au{001) using monochro-
matic synchrotron radiation in the energy range 9 eV - 32 eV. By studying both
the (1x1) and (5x20) reconstructions we could examine the influence of the surface
on the photoemission spectra. In addition, we have determined the valence band
dispersion relations for Au along most of the I'-X line and compared the results
with recent calculations™. Furthermore, because calculated ‘conduction bands are
available for Au we could tell what artifacts are introduced by using a plane wave
fina] state. We note that a valence band map for the I'-X line in Pt showed severe
distortions in the shapes of some of the bands when a plane wave final state was

used’.

5.3 Experimental

A high purity crystal of Au was cut to produce a (001) surface, polished to 6z
roughness, etched in aqua regia and then electropolished. The crystal was installed
in an ultrahigh vacuum chamber and cleaned by a combination of repeated Ar ion
sputtering and annealing cycles until Auger peak-to-peak intensities of C, S, and
O were less than 1% each of the Au peak to peak intensity. Reconstructions were
confirmed by LEED spectroscopy.

The photoemission measurements were performed on 3eam Line 1-2 at the

Stanford Syuchrotron Radiation Laboratory with the incident radiation linearly
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polarized (>97%). The apparatus used has been described elsewhere?:?2. The
crystal was oriented in situ using laser autocollimation and the normal was deter-
mined to within £1°. The photons were incident at 55° from the surface normal.
Base pressure was less than 5 x 10~° torr. The energy resolution (monochromator
plus analyzer) ranged from about 74 meV FWHM at hy = 9 eV to 83 meV at
hr=32 eV. Analyzer angular resolution was 3°. Two sets of spectra were obtained
with each surface reconstruction, one with the photon E vector in the (101) plane
and the other with the photon E vector in the (111) plane. Sample spectra are

shown in Figure 5.1.

5.4 Analysis
5.4.1 Selection Rules

The spectra appear to obey relativistic dipole selection rules. With our experimen-
tal geometry the final state, a wave travelling in the ‘2’ direction, has Ag symmetry.
With the photon electric field having both perpendicular and parallel components,
initial states having either Ag or A7 symmetry should be observable™. In the I'-X
direction in Au there are six such initial state bands and the spectra are consistent
with six partially resolved peaks.

Non-relativistic selection rules would have led to a different result. With our
experimental geometry, the final state would have symmetry A, and the photon
electric field would be A} + As. In this case only initial states of symmetry A,
and Ags are allowed” and the spectra would have at most three peaks, not the two

to six that are observed.
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5.4.2 Valence Band Structure
Theoretical Band Structure

In Figure 5.2 we show theoretical’® valence and conduction bands of Au in the I'-X
direction. All the valence bands are shown, but only the conduction bands with
Ag symmetry are included (these are the only allowed final states, see Section 5.4.1

above). The bands have been scaled according to the formula
E(k) = E'(k) + 1.06[E'(k) — Eg] (5.2)

where E(k) is the rescaled energy, and E’(k) is the calculated™ energy. In this
fashion the scaled values become consistent with results of photoemission stud-
ies of Au(111)™. This is meant only as an empirical scaling; we note that
de Haas-van Alphen™ measurements indicate that the upper valence band crosses
the Fermi surface at k = 2£(0,0,0.878), not at 2£(0,0,.845) as shown here. Our

correction does not adjust for this.

Experimental Band Structure, Plane Wave Final State

As mentioned earlier, the free electron final state is frequently used to determine
initial state dispersion relations. We found that several parabolas yielded band
maps which agree with the calculated bands in different parts of the zone. Setting
m”* to 0.98m, and V, to —2.56 eV in Equation 5.1 maximized agreement near X
in the Brillouin zone (Figure 5.3a), at the expense of agreement near the middle
of the I'-X line. In the middle of the I'-X line the lowest two Ag conduction
bands flatten and deviate from the quasi-free electron parabola (Figure 5.4). If the
true final state(s) resembles the conduction bands, use of the quasi-free electron
dispersion curve as the final state would cause serious discrepancies in the assumed

reduced k for the transition. In the plane wave band map (Figure 5.3a) several
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of the experimental bands exhibit a sudden sharp bend in the middle of the '-X
line. No single parabola gave an experimental band map which agreed with the
calculated bands over the entire zone, which suggests that several final states are
necessary. We note that similar distortions were also obtained in Pt(001)™, where

a plane wave final state was used in the valence band mapping,

Experimental Band Structure, Conduction Band Final State

Experimental bands were determined in the following fashion. If we take the
scaled conduction bands to be the true final states, then by knowing both the
photon energy and the binding energy of a given peak we can narrow déwn the
reduced wavevector for the transition to at most three possible values, one for each
of the conduction bands that may be the final state for the transition. For each
transition at a given photon energy, then, we shilt the final states down by that
photon energy. This gives us at most three possible values E(k) for an initial state,
The one which comes closest in k units to any of the valence bands is assumed
to have been the initial state. In this way we evaluate the consistency of the
calculated bands with the observed spectra. A valence band map derived in this
way is shown in Figure 5.3b, along with the scaled theoretical bands. We see that
with the exception of band 2 the agreement is good. A similar band map is derived
from the (5x20) spectra.

We can, of course, use this process to look at the fina} states. In Figure 5.4
we show the band map that results when we show the transitions to. the final
states. We see that the portions of the conduction bands that are chosen by
this evaluation-of-consistancy method lie quite close to the free electron parabola
used in Figure 5.3a. This partially explains the success of the plane wave model

for deriving dispersion relations. The free electron parabola mimics the lowest
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conduction band near the X point, where errors in k are most apparent for E(k).
Deviations near I' are not as important, as the valence bands are almost flat.
Disagreement between valence bands thus derived and calculated bands in the
middle of the I'-X line has, however, been noted in the case of Pt{(001)™. It is
not surprising that only the parabolic stretches of the conduction bands are used,
as the bulk final state must join reasonably well near the surface with the free

electron state in the vacuum.

5.4.3 Critical Point Energies

From the valence band dispersion relations (Figure 5.3a or Figure 5.3b) we can
estimate the energies of critical points at I' and X. Such a summary may be useful
for comparison with inverse photoemission experiments. The critical points above
the Fermi level can be determined by combining our results with published re-
flectivity measurements. For example, Olson™ identified s+ — T'y-, I'7+ — [y-,
and I'g+ — ['4- transitions as having energies of 19.9 eV, 21.2 eV, and 22.7 eV,
respectively. This is consistent with a I energy of 16.5 eV above the Fermi level.
Szczepanek’ identified X7+ — Xg- and Xe+ — Xg- transitions having energies
3.1 eV and 3.8 eV. Along with our results this puts the lowest X¢- level at 0.9eV
above the Fermi level. The critical points which lie below the Fermi level can
be taken directly from the diagram by extrapolation. These values along with

theoretical results are summarized in Table 5.1.

5.5 Umklapp Effects

In Section 5.4 we noted the improvement in agreement between the theoretical
bands and our data when the conduction bands were used as final states. In some

ways this improvement is unsurprising, since we are in essence introducing more
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fitting parameters. The selection of final states, though, did show a physically
reasonable result: only the parabola-like portions of the conduction bands were
used.

We feel, though, that the simple algorithm used to do the band assignments
may have been overly successful in assigning transitions in an effort to achieve
consistence with the theoretical calculations.

Recall that in the Direct Transition Model used here, the reciprocal lattice
vector was assumed to be unique. It was further assumed to be 22(0,0,2), i.e. the
reciprocal lattice vector pointing into the analyzer. This was a slight simplification,
any combination of crystal bulk or surface reciprocal lattice vectors may be used
in the transition. We divide these reciprocal lattice vectors into two groups: bulk
reciprocal lattice vectors and surface reciprocal lattice vectors.

Consider the bulk reciprocal lattice vectors of the set 2Z(%1,+1,1). In
the extended zone scheme, the final state in this experiment has the form
k= -"'—.5(0, 0,2 — %) (again, the free-electron form of Figure 5.4), where 0 < x < 1.
In this format, a vertical transition at I' corresponds to x = 0 and a vertical tran-
sition at X corresponds to x = 1.

Now consider using the reciprocal lattice vector G = 27"(—1,—-1,1). If this
vector is used for the transition, the initial wavevector would be ?7"(1, LLI1-x). A
value of x = 0 for the initial state corresponds to a state ki = 2%(1,1,1) (i.e. T)
making the transition to 22(0,0,2) (i.e. T'). Further, these reciprocal lattice vectors
lead to a X - X transition. Thus, for our experimental geometry, we suspect that
we are insensitive to whether the photoemission is so-called primary or secondary
using bulk reciprocal lattice vectors.

Let us now consider surface reciprocal lattice vectors. These would be of

the form 27"(:i:m,:l:n,(]). Of particular interest is 2X(—1,-1,0). A final state
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22(0,0,2 — x) could be reached using the bulk 22(0,0,2), the surface 2:(-1,-1,0),

and the initial 2£(1,1, —x). Thus we have

Initial State Final State
x=0 2T"(I,I,O) - g5(0,0,2)
(i.e. X) (ie. )
x=-3 ¥(1,1,-}) - Z(0,0,2-3)
(i.e. A) (i.e. A)
x=-1 25(1’17_1) - 2_:'(01071)
(ie. T) (ie. X)

Thus, surface umklapp processes would apparently ‘reflect’ the initial state bands
about the center of the I' - X line. We see that the ‘weak’ features in Figure 5.3a
seem to track the middle reflected bands in Figure 5.5, albeit with a shift in binding
energy of ~ 0.6 eV. These ‘weak’ features are quite small. In Figure 5.6 we show

a close-up of one of these features.

5.6 Conclusions

We have obtained normal photoemission spectra from Au(001)-(1x1) and Au(001)-
(5%20) using photons energies in the range 9 eV - 32 eV. Valence band maps
derived from these spectra are consistent with the calculations of Eckhardt et al.
The final states used in the direct transitions closely resemble the conduction bands
with a large single plane wave component, with several conduction bands being

used as final states in this energy range.
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5.8 Table

Table 5.1: Critical Point Energies for Au.

Theory Experiment

State |  ref™ ref’®

PV -3.29 -3.38 -3.55* -3.712¢
T7+ -4.34 -4,33 -4.45*

Tg+ -5.64 -5.75 -5.90* -5.90¢
Ts- 15.6 16.2 16.6° 16.5°
X7+ -1.53 -1.72 -2.13°

Xe+ -2.59 -2.77 -2.94¢

X7+ -2.77 -3.00 -3.15°

X7+ -7.00 -6.89 -6.49°

Xe+ -7.39 -7.27 -7.3¢

Xe+ 147 1.89 0.94

* reference

KL |

b derived from 7 and 76,

¢ this work.

9 derived from this work and reference 7.

7

< derived from this work and reference ¢,
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5.9 Figure Captions

Figure 5.1: Typical normal valence band photoemission spectra of Au(001).

a) Photoemission spectra from Au(001)-(1x1). The photon E vector is in
the [111} plane. The spectra range from hy = 9 eV at the top of the figure
to hv =24 eV at the bottom, in steps of Ahv =1.0 eV.

b) Photoemission spectra from Au(001)-(1x1). The photon E vector is in
the [011] plane. The spectra range from hv = 9 eV at the top of the figure to
hy = 32 eV at the bottom, in steps of Ahv = 1.0 eV. There is no spectrum
for hy = 27eV,

¢) Photoemission spectra from Au(001)-(5x20). The photon E vector is in
the {111] plane. The spectra range from hv = 9 eV at the top of the figure
to hv = 32 eV at the bottom, in steps of Ahy = 1.0 eV.

d-) Photoemission spectra from Au(001)-(5x20). The photon E vector is in
the [011] plane. The spectra range from hy = 9 eV at the top of the figure
to hy = 32 eV at the bottom, in steps of Ahv = 1.0 eV.

Figure 5.2: Theoretical Au valence bands, from reference™. All of the valence

bands are shown, but only the A¢ conduction bands are shown. Symmetry

labels for the bands and critical points are also included.

Figure 5.3: Empirical valence band maps of Au(001), determined from the

Au(001)-(1x1) data. Open symbols denote weak features. The arrows mark
the point at which the upper valence band crosses the Fermi level, as deter-
mined by de Haas-van Alphen measurements.

a) Band map obtained using a single plane wave final state. Note the appar-
ent distortion of the middle Ag band in the middle of the I'-X line.

b) Band map obtained using the Ag conduction bands as final states. We
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see that there is improved agreement between the data and the slope of the

middle Ag line.

Figure 5.4: Free electron parabola (dotted line) with scaled conduction bands.
The portions of the conduction bands that were used as final states are

marked by crosses.

Figure 5.5: The weak features in Figure 5.3a resemble two of the valence bands,
as they would appear if reflected about the cent of the I'-X line. The reflected

(and shifted upwards by 0.6 eV) bands are shown as dashed lines.

Figure 5.68: Normal emission spectrum from Au(001)-(1x1), hr = 17eV, photon
E vector in [011] plane. The vertical lines indicate the peak positions; the

arrow shows the relative size of the ‘weak features’ in Figure 5.3.
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Chapter 6

Conclusions

Because of the debate over the p(2x2)S/Cu(001) structure and the apparent error
in the intial ARPEFS p(2x2)S/Cu(001) result, we have upgraded both the exper-
imental procedures for ARPEFS and the algorithm used to extract a structure.
Repeating, the experimental upgrade was the modification of our equipment so
that round-the-clock ARPEFS measurements could be made on a chilled system.
While this complicates the data aquisition during a run (there is yet more to watch,
and the loss of temperature stability can lead to the rejection of a x(k) curve data
set), the resulting increase in the signal-to-nois< ratio (Figure 2.13) is worth the
additional effort. The other upgrade in the AR PEFS technique has been the im-
plementation of the simplex algorithm to extract structural information from the
data. This reduces human effort in the fitting of any one curves and facilitates
multiple restarts of the fitting process; a useful precaution against stopping in a
local minimum. We saw that this algorithmic change resulted in a better fit for
previous p(2x2)S/Cu(001) data (Figure 2.14). We point out that the simplex
algorithm is not foolproof, Figure 3.3a shows an apparent failure in convergence.

From the results of p(2x2)S/Cu(001), we have found that the data taking-
process is quite reproducible, as judged by the agreement between the normal

emission curves taken on different beam lines under vastly different operating con-
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ditions (Figure 4.4). We have further found that the structures obtained are re-
producible, as judged by the agreement in the fitted results to the two normal
emission curves of p(2x2)S/Cu(001). This would seem to rule out data-taking or
data-reduction artifacts as sources of severe error in the ARPEFS technique.

ARPEFS has been used to assign structures to over a dozen adsorbate systems
(it has been applied to a few more, with no compelling structural determination
resulting). In Table 6.1 we show bond lengths for systems to which ARPEFS,
LEED, and SEXAFS have all assigned values. There is a clear pattern: ARPEFS
bond lengths are in between the LEED and SEXAFS bond lengths in all cases,
and are usually one-third of the way between the LEED and SEXAFS values.
Furthermore, with one exception, the LEED value is slightly shorter than the
ARPEFS value, which in turn is shorter than the SEXAFS result.

The samples studied for this thesis, while useful to confirm that systematic
differences exist, are unfortunately poor choices for a thorough study of the dif-
ferences between LEED and ARPEFS. This seems due to the many degrees of
freedom in the near-surface structural parameters. The p(2x2)5/Cu(001) struc-
fure has six structural degrees of freedom, with two of these describing relation
in the first layer. The experience with p(2x2)S/Ni(111) and p(2x2)S/Cu(001)
shows that this, combined with the emission angle uncertainty, overwhelms the
structure determination process. Since ARPEFS is unable to assign a precise
structure to these samples, it naturally follows that they are poor standards for
an inter-technique comparison. Samples which by symmetry have no surface re-
construction (¢(2x2)C1/Cu(001), (v3 x +/3) R30° Cl/Ni(111)) which were studied
with the techniques developed for this thesis (i.e. as low temperature as possible to
maximize the signal-to-noise ratio, .ombined with simplex fitting of the resulting

curves), appear quite amenable to an ARPEFS a.na.b-'sis.
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We are at a loss about the disagreement within the second layer reconstruction
for p(2x2)S/Cu(001), but one point bears mentioning. This is that the ARPEFS
result was obtained at low temperatures. This effectively freezes out vibrations,
enha.ncir;g the signal-to-noise ratio in the x(k) curves. Trial calculations indicated
that room temperature ARPEFS measurements would not compellingly resolve the
differences in the second layer reconstruction. This may have affected the LEED
tesult, although not being LEED experts we do not state this definitively. We
also note that LEED experiments treat the relative intensities of data and theory
curves as an adjustable parameter, whereas ARPEFS does not. This may be an
additional complication for LEED. It would have added an extra fitting parameter
to the ARPEFS p(2x2)S/Cu(001) analysis, complicating an already lengthy data
reduction process. This non-adjustability of the relative amplitudes is what led
to our rejection of all assumed structures for (v/3 x v3) R30° §/Ni(111), the FCC
structure in particular.

To resolve/improve the agreement between LEED and ARPEFS, we suggest
that both methods be applied to a chilled sample. We would suggest that this
sample be some sort of ¢(2x2) overlayer on a (001) face; because of symmetry,

these structures do not have surface layer reconstruction.
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6.1 Table

Table 6.1: Comparison of bond lengths for systems studied by ARPEFS, compared
to the same parameters as determined by LEED and SEXAFS,

System LEED ARPEFS SEXAFS
p(2%2)S/Cu(001) | 2.23*  2.26° 2.31°
c(2x2)S/Ni(001) | 2.199  2.19° 2,23
c(2x2)$/Ni(D11) | 2.328 2.3tk 2.23
p(2x2)S/Ni(111) | 2108  2.13%  2.20%, 2.28
¢(2x2)Cl/Cu{001) | 241!  242m 2.3

a reference 14

b this work

< reference 1!

d reference ™

¢ reference %°

f reference 8!

& reference %2

h reference ®
i reference 46

J reference 4

k reference 42

! reference

m reference 7

" reference 8
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