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Abstract

An automated procedure for the design of Compressed Air
Energy Storage (CAES) systems is presented. The procedure relies
upon modern nonlinear programming algorithms, décomposition theory
and numerical models of the various system componenté. Two mod-
érn optimization methods are employed; BIAS, a Method of Multi-
pliers code and OPT, a Generalized Reduéed,Gradient code. The
procedure is demonstrated by the desién of a CAES facility em-
pléying the Media, Illinois Galesviile aquifer as the reservoir.
The methods employed produced'significant reduction in capital

and operating cost, and in number of aquifer wells required.
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Nomenclature

A (4)

Aact

BC
C

ccC

projected area of air bubble (Figure 3)

area of well-field (Figure 3)

air bubble development cost
cost of electricity generated by CAES plant
Cost of compressor train

minimum plant cost

the part of C attributable to subsystem 1
the part of C attributable to subsystem 2
minimized cost functions for subsystems 1 and 2

cost of "balaﬁce-of—plant"
capital cost of subsystem 2
cost of high pressure'turbine
cost of low pressure turbine
éost of recuperator

capital cost oflsubéystem 1

.peak thickness of air bubble (Figure 3)

recuperator effectiveness

mean thickness of bubble in well region (Figufe 3)

constant or "temporary constant"

. land cost

air mass flow rate during storage

(specific) air mass flow rate (per unit power generated)

number of wells (used as a continuous variable)




P1 = 1inlet pressure to subsystem 2

pd,min = minimum pressure available from subsystem 1

Pc = COmpressor power

PGEN = CAES plant power output

PREF = power outpuf of a reference turbine system whose cost

is known

Q' = (specific) heat rate (per unit power generated)

‘rec = critical radius for well spécing

rp = low pressure turbine pressure ratio

tcb = Dbeginning times for air compression (see Figure 1)
i .

tCe = ending times for air compression (see Figure 1)
i ’ '

T, = high pressure turbine inlet temperature

Ts = Jlow pressure turbine inlet temperature

U, = utility load cyéle (¢.g. see Figure 1)

wWC = well cost

X1+/X2.¢. Xn = 1internal design variables for a subgystem




1. 1Introduction

Compressed Air Energy Storage (CAES) is a technique of
storing large quantities of energy during off-peak consumétion
periods and of subsequent electric ehergy production to provide
peaking capacity to electric utilities. An idealized diagram
of an energy storage aﬁd.generation cyclé, arranged to meet the
requirements of a typical utility grid, is shown in Figure 1.

A typical CAES system schematié is given in Figure 2. The eco-
nomic and engineering details of such systems have been previ-
ously discussed by many authors [1-7]. It is clear from these
discussions that a large capital and technical investment would
be reéuired in CAES plants. There is also a lack of previous
utility experience in design, construction and operation of
CAES plants. Therefofe, it is imperative that'techniques of
ecOnomiéally optimal and technically feésible design of CAES
systeﬁs be developed.

The scale of technology involved in a CAES plant is of
the same order of magnitude as that in any conventional power
planﬁ, Therefore, the only practical way of désigniﬁg such a
large systém, without the benefit of previously de?eloped'stan—
dards, is to try to automate the design procedure."Any attempt

at manual design would require a tremendous input of manpower

and it would be difficult to guarantee a feasible much léss an .
optimal design.' The design approach presented in this.paper
succeeds in satisfying bdth these requirements.

Automated optimal design of a large engineering éystem

presents a complicated problem with a large number of design



variables and technical constraints. It is beneficial to de-
compose the problem into sméller subproblems. This reduces
the size of individual problems to be handled and also allows
different groups of éxperts to work within their areas of ex-
pertise. The reduction in the magnitude of the problem is sig-
nificant since even the reduced subproblems require state-of-
the-art optimization theory and computer programs. A further
benefit of decomposition is that alternate subsystem.designs
can be explored more economically, since unmodified subsystems
are not includéd in the'computations. The CAES system decom-
position used in this study is indicated in Figure 2.

This paper presents a cémprehénsive automated optimal
feasible design procedure for CAES plants, including their in-
teraction with the utility load cycle. The design approach is
unified as opposed to other attempts at putting together sepa-

rétely designed components [5,6,8,9].

2. Optimization Methods

Space limitations will not allow us to examine in any
réasonable detail the optimization methods employed. Since we
anticipated difficulty in solving the subproblems, we used the
best nonlihear programming methods at our convenient disposal.
We attempted to use Fletcher;s method of multipliers code IlO]
from the Harwell library, but did not meet with success because
of thecode'sneed for analytical gradients. If we had been
successful in deriving correct analytical gradient expressions

for the functions involved, certainly Fletcher's code would




have performed in a manner similar to the other method of multi-
pliers code used, §I§§ [111. BIAS 1is an implementation of the
method of multipliers as developed by Root and Pagsdell [12] at
Purdue. The code employs a scaling élgorithm [13] which proved
to be necessary in order to reach solutions. We did employ a
Generalized Reduced Gradient, OPT, code [14,15] for the subpro-
blem 2 optimizations and as a check on the BIAS results for sub-
problem 1.

The interested reader is referred to the cited references

for the detail of these well known nonlinear programming methods.

3. ©CAES Problem Formulation

There are a large number of variables present in a CAES
plant. The plahning stage of design optimization involves se-
lection of some of these variables as the decision (or design)
variables. The remaining variables are then eliminated using
various engineering relationships and systém performance criteria.
System decomposition is helpful at this stage as it reduces the |
conceptual size of individual subproblems to be solved, without
compromising the final optimal design. However, the processes of
decomposition'ana selection of design variables are’iﬁterrelated
and therefore iterative. The subsystem organization for
‘the CAES problem was selected using physical intuition and‘by
consideration of theease of handling resulting design variables.

In broad terms, a CALS power system comérises the-following:

the air compression train (compressors, intercoolers, after-

coolers); compressed air piping;»air storage reservoir (any type);




power generation train (e,g., turbines, combustors, recuperator);
reversible motor/generator and the utility grid. Although the
utility grid is not physically patt of the CAES plant, this in-
teraction should be considered in designing the -plant, since the
design {(cost) of the plant can influence its utility usagé (op~-
erating cycle). Conversely, the utility load cycle affects the
plant design (i.e., a coupling exists). For the purpose of de-
sign optimization the overall system can be decomposed into
three subsystems (seé Figure 2). The first subsystem (subsystem
1) comprises the air compression train, the main piping and air
distribution system and the air storage reservoir.

Sﬁbsystem 2 is the power generation train. The motor/gen-
erator and the utilify grid are incorporated in the third group
(subsystem 3). It is important to note that this particular
decomposition is general, in thé sense that it is not dependeht
upon the internal design of any particular subsystem. Further—-
.more, it minimizes the number of coupling variables. That is,
the interactions of subsystems 1 and 2 with subsystem 3 are
dependent on only one coupling "variable" -- the utility load
cycle. The interactions between subsystems 1 and 2 (the ones
~of principle concern to the plant designe;) are dependent on
only three coupling variables -- the inlet pressure to the
power;generation.train (p1), the spesific air mass flow rate
:(ﬁ') and the utility load cycle.

The criterion for optimum design is chosen to be the total

normalized cost (C) of the system (i.e., cost per unit of elec-

tricity generated by the CAES power plant). This total cost is
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the sum of the individual costs,f The costs have to be minimizea
subject to various performance and techﬁical constraints. The
implication for CAES plant design is that, for a given utility
load cycle, an optimization of subsysiem 1 would provide the
minimum subsystem operating cost (C:) and values for the cor-
responding subsystem design variables,vas a. function of the
coupling'variables, p: and ﬁ'. Similar optimization for sub-
4.system 2 would yield CZ (the minimum operating cost of sub-
system 2) and its optimum design, as a function of the coupling
variables.only. Finally, the sum of Cg and Cg can be minimized
to-détermine the optimum values of the coupling variables, the
minimum plant cost (C*) and the optimal plant design. The pro-
cess can obviously be expanded (in principle) to include vari-
ations in the utility load cycle and consideration of the re-
suiting economic benefits or penalties to the utility. The
remainder of this paper is confined to the design of‘a partic- |
ular variety of subsystem 1 (one with an aquifer reservoir),

to the design of subsystem 2, and to the synthesis of an optimal

design for the CAES plant, using the subsystem 1 and 2 results.:

3.1. Subsystem 1l: Storage

An aquifer (originally water-filled) is an underground
porous medium, which for storage should have the shape of an in-
verted saucer (see Figure 3) to prevent migration of the com-
pressed air. The air bubble is formed by displacing the innaﬁe
Watér; the compressed air is contained between the air tight

“caprock and a bottom layer of water. The operational constraints

+Typically the normalized operating costs include fuel costs,

maintenance, charge rate on capital investment, etc.



for utilizing such a formation are discussed by Ahluwalia [16].

The compressor train included in this subsystem follows the
recommendations of United Technologiés Pesearch Center [17].

To illustrate the procedure, a simplified piping and distri-
buﬁion system was'adopted.

The following discussion briefly describes the technical
modeling of subsystem 1. A detailed discussion of the model
employed is given by Ahluwalia, et al[lﬁ];whereenlexplanationof
all the cost funcﬁions is also included. Here, we focus on
the formulation of the optimal design problem.

In the optimization of subsystem 1, the objective is to
determine the combination of internal design variables which
minimizes the subsystem operating cost, for given values of

the coupling variables, p;,m' and U where p; is the inlet

L’
pressure to subsystem 2 (Figure 2), and %' the specific mass
flow rate. UL‘is the power load cycle of éubsystem 3, the
utility power grid (Figure 1).

The set of design variables can be classified into two
subsets. The first subset includes variables which are re- -
stricted to take a limited number of discrete values. Engi-
neering considerations require that the main piping diameter,
the type of low pressure compressor, and the reservoir well-
bore diameters be restricted to discrete, economically avail-
able designs; As the number of alternates is limited, a sim-

ple method of incorporating these discrete variables in the

optimization is an exhaustive search in all discrete dimensions.




Therefore, the following formulation assumes that the para-
meters resulting from the selection of a main piping systen,
low pressure compressor, apd the well bore diameter are tem-
porary "constants". The final step in optimization would be
a search for minima in the parametric "constant" space.

The remaining internal variables of'subsystem 1 -are treated
as continuous variables to be optimized, in a bound and con-
strained.space. These variables are four geometric parameters
H, A

of the reservoir design; N and d, illustrated in

w’ act’
Figure 3; and the energy storage process variables tcb and
- i
tea . * The variables tcb represent the times during the weekly
i. i

cycle when energy storage processes begin and tCe are the ending
' i

times of these processes. The storage (charging) time variables

are shown, for a typical cycle, in Figure 1.

The operating cost, to be minimized, can be written as

€ (NW’ H, Aact’ d, tcb.' tce.) ' -
i i
= Kl(UL)CT + KZ(UL)Pc. ? (tce;— tcb.)° (3.1)
i i i i

In the equation above, K; and K, aré functions of the coupling

variable U but are treated as constants for the purpose of

L’
optimization. Similar notation is used to represent functions
of other coupling variables and functions of the three discrete
'internal variables. Absolute constants appear in the following
without any functional dependence shown. However, for the
purpose of the optimization problem statement, all K's can be

treated as constants. The first term in equation (3.1) re-

presents the operating cost due to the annual charge rate on



is the sum of capital

the capital, CT, of subsystem 1, where CT

costs of components,

Cn.(N , H, A d, t

t’ .
ac i i

=WC + LC + BC + CC + Kj3(piping) (3.2)

K3 (piping) is the capital cost of the main piping and distri-
bution system which depends upon the piping design selected.

The capital cost of wells is:

WC(NW, H, A ) = NW[KWl + sz {n - F(Aa Y1) (3.3)

act ct

with ‘constantskK_ , K. , and F(A
. w W2 a

}, a known function of Aa
1

ct ct

determined from reservoir gedmetry. The term within curly
brackets in equation (3.3) is the dépth to which wells have
to be bored. The second term in equation (3.2) is the cost

of purchasing the land over the proposed resefvoir; _ -
Lc(d) = K2 A(d). (3.4)

A(d) is the land area over the air reservoir, a known geometric
function of d.

~In this simplified model, the capital cost of initially
displacing water from the aquifer, or bubble developmeﬁt, is
calculated in terms of energy required to compress the volume

- of air in the bubble, as
BC(4d) = Ky, v(4d) _ (3.5)

where V(d) is the volume of air bubble, which is a function of d.
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Finally, the capital cost of the compressor train is

required and is expressed as:

CC(NW, Hy A o d, top. tce_)
) i i
' KCb 2
- . { pc )
_Kcl1 * Kclec + KCbl Mo Kcﬁg - 1} (3.6)

Here Kcll’ Kc% , and Kclg are parametric_constants determined

by the choice of compressor train design, M is the air mass

flow rate during the storage processes, chosen to be the same

during all storage processes due to compressor performance

considerations.
. KM(UL,m')
Mc - Z(tce -ty ) (3.7)
i i i

Ky is another "constant" determined by the coupling variables

U;, and ﬁ'. ‘Thé remaining unknown term in‘equation (3.6) is Per-
the discharge pressure required of the compressor train, This
pressure can be calculated using the pressure drop models given

by Sharma [1].'

The second term in equation (3.1) is the subsystem opeéerating

cost incurred due to compressor power'consumption, p_.., which
. - e

is given by

b.’ tce.)

P (N, H, A
1 1

ct’ d"tc

_ 2 390 .
= [KP1 + KP2 pc + KPspc + KPqchMc' (3.8)

The functional dependences of the objective function are

-summarized in the subproblem graph of Figure 4.
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Engineering intuition, aquifer geology and:geometry, and

the utility load cycle U. specify bounds on the design variables.

L

The design‘space to be searched for optima is, however, specific

to the example considered in section 4.

1 < N, < 1500

o
A

< H < 105 ft.

1 9 2
Aact < 3 x 107 ft

o
(A

0-<d < 115 ft. | (3.9)

cb0. i‘tcbq,i tceO.
i i i

bOi and tceOi are the bounds on storage process times
specified in the utility load cycle, as shown in Figure 1.

where t
c

As mentioned earlier, various performance requirements,
subsystem interactions and other criteria limit the design
space; thus requiring a constrained optimization. For the

case being considered, a number of additional constraints are

appropriate. The first set of constraints,

tee = top. 20 - | (3.10.1)
1 1

state that a storage process must end after it begins. The
second constraint requires that the well spacing should be close
enough to ensure full utilization of the reservoir volume,

2

ﬂrec hw - Aagt >0 (3.10.2)
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where rec,is the "critical" radius discussed by Ahluwalia,

(1l61]. Furthermore, the following constraints derive from the

air reservoir geometry:

A . - 4r N >0 (3.10.3)

states the requirement that well bores should not interfere,

A(@) - A, >0 (3.10.4)

requires the area over the "bubble" be the maximum area availa-

ble for well sinking. The next constraint,

d - K - H+ F(A
a

e ) >0 (3.10.5)

ct

prevents the well bores from extending to a depth that might

cause water coning, and
K, (U) - P, >0 (3.10.6)_

limits the compressor power P to that available from the utility.
Finally we impose:

2 2

Pqmin = P1 2 0. (3.10.7)

Pd,min is the minimum pressure available from subsystem 1.
This last constraint involves the.coupling variable p; and ensures
that the pressure reéuireménts of subsystem 2 are met at-all
"times during the weekly cycle.
| Note that constraints (3.10.4) through (3.10.7) are non-

’ 2

linear. Also the calculation of Pg min for the last constraint
’

uses the pressure drop models in a manner similar to the cal-

culation of P [1].
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We now have a complete definition of the optimization
problem for subsystem 1. Application of a nonlinear program-
ing algorithm to this problem provides optimum values for all
the internal variables which correspond to the least value of

. 0 .
the subsystem cost function C) (UL; pPi, m').

3.2 Subsystem 2: Generation

Subsystem 2 of the CAES system comprises the high and
low pressure turbines, their combustors and the recuperator,
as indicated in Figure 2. It is also considered to include'
thé.balance-of-plant (assumed not be variable). The most in-
teresting design tradeoffs for this subsystem are: (a) larger,
more effective recuperator vs. greater premium fuel consumption
in the combustors, for preheating the air entering the turbines,
énd (b) advanced, high inlet temperature turbines, héving high
cost but highlperformancé vs. conventional, lower temperature,
lower cost turbines. An additional tradeoff, of secondary
importance, is the pressure ratio split between the high-pres-
sure turbine.and the low-pressure turbine.‘

The performance model for subsystem 2 is based on a thermo-
dynamic analysis (i.e., mass and energy balance equations) of
the components. The detailed equations are given by Kim [18;19].
It should be mehtioned, however, that the model includes the
effect that as the turbine inlet temperatures are ihcreased
‘above a certain threshold value (taken to be 1600°F), it is
necessary to use an increaéing fraction of the compressed air
from storage to provide cooling for the turbine bladesland other

turbine components.



For the purpose of calculating the subsystem 2 performance,
the coupling variables, p: (the subsystem inlet pressure) and

m' (the specific turbine system air flow rate, lbm/kWh), and

P , the total power output from the two turbines, are regarded

gen
as inputs. .Because of this, it is not possible to independently
'specify both turbine ihlet temperatures, T; and Ts, if fixed,
state~of-the-art, turbine efficiencies are assumed.' In the
present model, Ts (low-pressure turbine inlet temperature) was
considered as a design variable and T;,'along with several
intermediate variables, was subsequently determined during the
iterative solufion of the model equations. ‘The other design
variables of subsystem 2 are the recuperator effectiveness,

e, and the low-pressure turbine pressure ;atio, rp(= PS/PS)-

The variable rp was considered to be discrete. Its two values
(11 and 16) correspond to the current practice of turbohachinery
manufacturers. - - _

With specified vaiues of the design variables, others op-
érating conditions and perforﬁance characteristics are predicted
from the solution of the model equations. Of particular note 1is
the specific heat rate, é' (Btu/kwh), which is proportional to
the rate of premium fuel consumption of the CAES plant.

In the optimization of subsystem 2, the objectivé is to
find the combination of internal design variables which minimizes
the subsystem operating cost,'for given values of the coupling
variables. During a particular optimization process, the
couplihg variables, pi1 and &f, and UL’ are fixed, and so will

be omitted from the functional relationships which follow. The



discrete variable rp is also omitted, since an optimization

is performed separately for each of its values:

The operating cost to be minimized can be written as:

Ci (Ts,e) = KI(UL)CC + KFQ' + Koo (3.11)

ap

The first term represents the operating cost due to the annual
charge rate on the capital, Ccap, of subsystem 2, where CCap is

the sum of capital costs:

Ceap (Ts/€) = Crep * Chgp + Cp + Cpap (3.12)
The capital cost components indicated are as follows. First,
the cost of the low pressure turbine is:
P (u.)
Cror (Ts) = go—E ¢ (Ts) (3.13)
REF ,

where CL(Ts) is the cost of the low pressure turbine for a ref-

REF”
function of Ts, reflecting the added complexity of providing for

~erence turbine system of power output, P It is an increasing
cooling air when high inlet temperatures are used. CL(Ts) is
~based on a curve fit of data given by Davison [17]. PGEN.(UL)

is the CAES plant power output.required by the utility load cycle
(U )o

L
Similarly, the cost of the high pressure turbine is:

P (U.) ‘ . _
GEN L ‘
Cugr (Ts,€) = go—— C (T3 (Ts,e;p1,m'); ps) (3.14)

REF
The cost (CH) of the reference high pressure turbine increases
with both its inlet temperature (T3) and inlet pressure (p3).

The latter is taken to be 9% lower than pi, due to pressure




losses. The cost function is basedon acurve fit of data'given
by Davison [17].
The cost of the recuperator is modeled by the relation:
C(e) = K (U ,m') ——t— (3.15)
R RL' ' ~ " -

1
(= - 1)

The balance-of-plant (switchgear, buildings, etc.) is as-

sumed proportional to power generation level:

Cpar, = ¥par Peen (Y1) . ' (3.16)

KBAL is taken to be $70/kw.

Thg constant KI(UL) in equation 3.1l c¢onverts capital cost
to an equivalent operating cost (mills/kWh) and includes several
factors such as capital charge rate, contingencies, engineering
and administration, etc. Data used for these factors is the
same as employed by Kim [19,20]. A yearly 6perating time of
2500 hours at full power.is'assumed. ‘

The second term in equation 3.11 is the cost of the pre- )
mium fuel used in the combustors. KF is taken as $2.50/lOG th.
The heat rate, é', is dependent on T3 (Ts,e) and Ts. The final
term in equatién 3.11 is the operating and maintenance cost of
the plant. It is considered to have a constant value, 2 mills/kWh.

When the subsystem model was used in optimal design studies

the following vairable bounds and design constraint weré spec-

ified:
0 <e ill ' (3.17)

1500 < Ts < 2400 F . | (3.18)

1500 < T3(Ts,e) < 2400 F ' (3.19)
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The first of these simply represents the physically possible
range for a heat exchanger effectiveness. The second and
third correspond to the range of turbine inlet temperatures
considered to be of practical intereat,'and for which cost
data were available.

"To aid in obtaining accurate predictions of optima, it was
found advantageous to define a scaled temperature variable, Ts' =
Ts/1000. This causes € and Ts' to be of the same order of mag-
nitude, which is desirable when emplo?ing an optimization code
without an automated scaling procedure.

When a nonlinear prograﬁming algofithh is'applied‘to the
subsystem 2 problem, the optimum values for its internal vari-
ables are found. These correspond to the minimum cost function,

0 .

Ca (UL; P, m.)o

4., Numerical Results

To illustrate the application and to deterﬁine the impli-
cations of the CAES plant design problem formulation which has
bean presented, a specific problem has been considered. It is
desired to pfoduce_ﬁhe plant design (subsystems 1 ahd 2) which
minimizes the normalized operating cost for the genefation of
600 MW, for ten hours each weekday, by utilizing the Media,
illinois Galesville aquifer as the reservoir. Contour maps and
material properties for this aquifer, and other problem para-
meters, are given in references by Sharma [11, Katz [9], and
Ahluwalia [16].

The subsystem 1 problem was solved, for a number 6f com-

binations of p; and m', using the BIAS [11] nonlinear programming



code, which is an implementation of the Method of Multipliers.
The initial values of design variables were chosen by engineering

judgement. The BIAS algorithm does not require the inital

“point to be a feasible design. It should be noted that the BIAS

code contains a variable scaling algorithm, which proved to be
essential in getting problem solutions.

Contours of constant minimized operatlng cost for subsystem
1 are shown in Flgure 5. A very s1gn1f1cant cost variation is
evident. The steeply rising cost at nigh pressure reflects the
presence of a constraint, built into the aquifer mathematical

model rather than appearing dlrectly in the optlmlzatlon problem

constraint definitions. This constraint insists that the

. mean weekly pressure in the aquifer should equal its natural

"discovery" pressure (840 psia in this example) in order to
maintain a constant mean air storage volume. Figure 5, in-
dicates that small ﬁ' values (i.e., low air fiow rates) are
favored. This is due primarily to the higher cost of the air

storage reservoir as the quantity of air stored is increased.

The optimum subsystem 1 designs corresponding to points in
Figure 5 were also found to vary widely. Of particular interest
is the number of wells'required. It was found to vary from a
low of 54 in the lower left (low cost) region to velues in the
200-500 range in the upper right region. Finally, it is noted
that the effects of the discrete variables (low pressure compressor
compression ratio, wellbore diameter, and main pipe diameter) have
been studied, for one set of coupling variables, andare reported

by Ahrens [21]. The only significant one of these is wellbore




diameter. Cost increases with increasing diameter. For the
present optimizations, these discrete variables were held fixed
at optimum or near-optimum values.

The subsystem 2 problem was soived, for many combinations
of p:1 and ﬁ', using the nonlinear programming cbde; OPT [14],
which is based on the generalized reduced gradient method. A
problem solution is initiated by specifying the coupling variables
and trial values for Ts, € and rp. The subsystem model equatiqns
are solved by an iteration method, to yield the value of Ti. If
this initial T3 value violates constraint equation 3.19, OPT per-
forms a "Phase 1" search for a combination of Ts and e which
minimizes the square of the constraint violation. If this pro-
cedufe yields a feasible starting point, the reduced'gfadient
iterations begin; if not, the problem solution attempt is termi-
nated (i.e., it is assumed that no éolution exists for the pro-
blem as specified).

-

Contours of constant minimized operating cost for subsystem
2 are presented in Figure 6 for a range of p: and ﬁ' values.
The minimum cost contour (22 mills/kWh) corresponds approximately
to designs having the minimum allowed (1500°F) turbine inlet
temperatures, T3 and‘Ts.' These correspbnd,to conventional de-
signs proposed for CAES plants. The maximum cost contour (24.5
' mills/kWh) shown is near to the constraint boundary representing
the upper limit (2400°F) on turbine inlet temperatures. These
are advanced designs requiring considerable cooling air. From
the overall system viewpoint, the adﬁanﬁage of these turbines
is that they'reducé'the amount of air which must be stored

(proportional to m'), thus reducing the reservoir cost.
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The results in Figure 6 are based on rp = 16. It was
found that use of rp = 11 yielded similar, but slightly higher,
cost results throughout the region explored. The optimum
recuperator effectiveness, €, was found to vary from 0.52 to
0.77 for the ranges of coupling variables yielding solutions.
The most'common value éﬁcountered was on the order of 0.7.

By the nature of the decomposition strategy employed in the
CAES design problem, the optimum CAES plant - that design which
minimizes the power generation cost for the specified utility
load cycle and aquifer site - may be eaéily found by superposing
the results from Figures 5 and 6. The resulting minimized cost
contours are shown in Figure 7. Interestingly, even though the
individual subsystem contours are opén, their sum exhibits an
overall optimum which is within the coupling variable domain
considered.. Figure 7 deronstrates that thé power generation
(operating) cost of the optiﬁum CAES plant is slightly under -
37.75 mills/kWh, and that the optimum vaiues for the coupling
variables are, approximately, p:1 = 625 psia anaAA' = 8.5 lbm/kWh. -
Knowing the optimum coupling variables, one can readily obtain
the optimum_valuesvof other design vafiables from the separate
subsystem 1 and 2 optimization results.  These, and some pertinent
dependent variable values,are indicated in Table 1. The associated
cost components for the optimum design are given in Table 2.

It is of interest to note that the constraints active at
the problem solution were the three defined by equations 3.10,
2,5,7. These state that: (a) the wells should be separated
by the maximum spacing consistent with efficient aquifer uti-

lization (as dictated by unsteady flow considerations), (b)
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the wells should penetrate as deeply into the air bubble as
would just avoid water coning into the wellbore dﬁring a dis-
charge process, and (c) the reservoir pressure should be allowed
to fall to a weekly minimum value which just permits flow to the
turbines with no excess driving force. In addition, the low
pressure turbine inlet temperature (Ts) is at its upper bound
(2400 °F) at the solution. The charging time durations were
found to take their maximum allowed value on weeknights, but

not on the wéekend.

5. Discussion

.The optimal design approach affords a significant oppor-
tunity for cost savings in the construction and ¢peration of
coﬁpressed air energy storage systems; as can be seen from the
previously given results. On the other hand, the models neces-
sary to adequately represent such a practical physical system ~
_can be quite complex. We have given what we feel to be the
least complex system model, which will produce a meaningful
optimal design. Even with our simplified approach the complete
CAES syétem optimization (including subsystems 1 and 2) in-
volves 20vdesigh variables, 4 discrete design parameters, 8
linear constraints, 5 nonlinear constraints, upper and lower
bounds on all design variables, and a nonlinear objectivé func-
‘tion. Furthermore, the model includes.functions which require
calculation of the modified Bessel functions of the first and

second degree and first and second kind, and various spline

approximations for empirical data.




We expected the full CAES problem'(that is, including sub-
systems 1 and 2) to provide a significant challenge to modern
nonlinear programming methods. We sought relief in decomposition
theory, whereby the largest NLP contained 16 design Variables,
12 constraints, variable bounds and a nonlinear objective. We
did, of course, have to solve the resulting optimization problems
for various values of the coupling variables. Our experiments
with subsystem 1 and 2 support our original fears concerning the
difficulty of the complete CAES problem. Furthermore, the sub-
system optimization problems have value within themselves. That
is, these subgroup results provide insights that would be dif-
ficult at best ﬁo gather in any other way. Finally, the decom-
position strategy employed here allows an orderly modular ap~
proach of design to be employed. That is, we might envision a
different storage system (such aé a hard rock cavern) which
would produce a different subsystem 1 model. We could perform
the subsystem 1 optimizations and synthesize the overall system
results just as before; That is, the subsystém 2 results would
be unaffected.

The results presented in Figures 5,6,Aand 7 demonstrate
an interesting consequence of the decomposition strategy. Sub-
system 2 results show a very simple dependence on the coupling
“variables which is intuitively satisfying. Subsystem 1 results
also show a somewhat simple variation with changes in p; and
ﬁ'. Interestingly, neither of the subsyétems'had an optimum in-
‘side the design space explored. However, once the twb subsystem

‘results were combined, a distinct minimum was found.



"Another benefit of decomposition in this particular pro-
blem is that for the purpose of plant site selection, only sub-
system 1 results would be site~dependent. When one of many
available sites has to be selected, as is the case with a pro-
posed CAES pilot plant in Indiana or Illinois, the geological
and cost data for the various aquifers can be input to the pro-
cedure and the optimal designs of subsystem 1 at various sites
can theh be compafed in making the final decisién. However,
since different sites might have different base electricity
cost, etc., a consideration of the interactions of sSubsystem

1 and 2 with subsystem 3 may be important to the evaluation.
It is noteworthy that the technical and economic modeling

of subsystem 1 and 2 was performed by two teaﬁs working rela-
tively independently, and in parallel. The decomposition ap-
préach enabled a rather straightforward way of integrating
these efforts into an overall systém optimization capability.

An interesting aspect of the optimization of subsystem _
1, showing the great wvalue of optimai design, is as follows.
The authors originally felt, based on engineering judgment, that
the CAES plant for the site assumed in this study should be de-
signed with pi Y 750 psia and ﬁf 3 10.4 lbm/kWh. In a prelimi-
nary paper on CAES system design kl], results for an intuitive
subsystem 1 design aﬁd an optimized design were presented. The
former had a capital cost of $101.6 million, an operating cost
of 24.25 mills/kWh and 700 wells, while the latter had a $62
million capital ﬁost, 19.36 mills/kWh operating cost and 402
wells. Finally, referring to information in Tables 1 and 2,

it was found that the subsystem 1 design at system optimum'had
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a capital cost of only $22.26 million, an operating cost of
12.51 mills/kWh and only neéded 54 wells!

The subsystem 2 results in Figure 6 show that the cost
decreases with increasing specific turbine air flow rate (ﬁ').
The nature of the turbine cost functions are such that the
lower cost region corresponds to lower turbine inlet tempera-
tures. Thus, from the standpoint of subsystem 2 cost, con-
ventional turbines tend to be favored over advanced, high
temperature turbines. Interestingly, - in a study which con-
sidered desigﬁ of CAES plants having water—compensa;ed (con-
stant pressure) hard rock caverns for air storage [20], it was
likewise concluded that no significant power generation cost
advantage results from the use of advanced, undeveloped, tur-
: bines. This same conclusion was }ater drawn for salt cavern
~and aquifer reservoir based plants [22] when the cost of»these
reservoirs was simply repfesentéd as a fixed fraction of the .
equivalent hard rock cavern cost. The cost results in Figures
6 and 7'(based on a far more detailedbaquifer reservoir model)
indicate, however, that considerable care must be taken in ap-
plying conventional, lower temperature turbines‘or a large
economic penalty could result. That is,only if one keeps the
inlet pressure, p;, near its optimum value (& 625 psia in this
example) , could one go to a higher than optimum ﬁ' value (lower
inlet temperatufes) without too ﬁuch cost increase relative
to the optimum design (which required a 2400 °F low pressure

turbine).

The results which were presented in Section 4 were based

on a fixed set of cost parameters for the various system
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components. Obviously, variations in these parameters can be
considered in an extended design study in order to determine
the sensitivity of the plant economics and design to uncer-
tainties in their values. Effects of base plant electricity
costs and of well-field land costs, as examples, are shown in
Figures 8 and 9, for the case of an optimum subsystem 1 con-
figuration when p, = 750 psia and'ﬁ' = 10.4 lbm/kWh. Inter-
estingly, it was found that the optimum design variables did
not change as these costs were varied, thus explainihg the
linear relationships in the figures. Although this observa-
tiqn may not be of general validity, it would be comforting
to know that a CAES design would remain_éptimum if the cost
of base-plant electricity were to increase in the future!

To achieve a more comprehensive‘CAES design procedure
some aspects of the economic models and some technical models
can be improved. For example, a more detailed piping model
should be introduced with accompanying cost modeling. Also,
avdifferential cost policy for the active and non-active (over
the bubble) land areas could be adopted. Another area which
would appear to be beneficial is the_definition of the aquifer
coning constraint. A major remaining task is the development
of a suitable model for subsystem 3. This would permit vari-
ations in available storage time, plant availability, and
more realistic load cycles to be evaluated [23].

In conclusion, it can be stated that a computer-aided
optimal design technique has been developea, aﬁd appliéd,for

design of a complex power system with energy storage. The




25

results presented demonstrate the great value of the optimi-
- zation approach, in general, and of the decomposition method,

in particular, for this type of system.
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" Table 1. Optimum CAES Plant Design

Nﬁmbér of wells 4 . 54
Active well-field area (acres) 276.1
Air bubble thickness (ft.) 69.75
Average active formation 45.45
thickness (ft.)
Wellbore diameter (in.) ' 7.0
Surface area to be 1973
purchased (acres)
Main piping diameter (in;) ‘ 48
Total weekiy storage time (hrs.) 52.1
Compreséor power required (MW) 371
Coméressor system dischargg 969
pressure (psia)
Low pressure COmpressor pressure ' 11.0
ratio :
ReCuperétor‘effectiveness A': 0.715
Low pressure turgine inlet | 2400 -
temperature (°F)
High prseure tugbine inlet
P:emium fuel heat rate (Btu/kWh) | _ 4230
Inlet pressure to subsystem 2 (psia) A 625
Specific turbine system air flow ' 8.5

rate (lbm/kWh)




Table 2. Costs of Optimal CAES Plant

6
Capital Items ($10 )

Land Cost

Piping

Bubble Development

Well Construction

Low Pressure Compressor
Booster Compressor
Recuperator

Turbine System
Balance-of-Plant

Total Capital Cost

Other
Base Load Electricity (mills/kWh)

Premium Fuel (mills/kWh)

Subsystem 1 operating cost

Subsystem 2 operaﬁing cost

Total power generation
cost

2.959
i3.449
1.407
5.637
4.486
4.656
3.102

12.553

42.000

80.249

9.662

10.723

12.51

23.12

35.63

mills/kWh
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