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MEASUREMENT AND ISOBAR-MODEL ANALYSIS OF THE DOUBLY
DIFFERENTIAL CROSS5 SECTION FOR THE W+ PRODUCED IN ﬂ_p+ﬂ+v_n

by

P

D. Mark Manley

ABSTRACT

2
The doubly differential cross section ;;é; for m mesons produced

in the reactiou ﬂ-p+ﬂ+ﬂ—n was measured at 203, 230, 256, and 358 lleV

with a single-arm magnetic spectrometer. A set of five »revious

measurements at 254, 280, 292, 1331, and 356 MeV was reanalvred with

the new measurements. Inteprated cross sections were calcu’ated for

the combined data set with unprecedented accuracy for this energy

range. The chiral—-symmetry—hreaking parameter was deternined to be

£E=-0,03 £ 0,26 by extrapolating the mean square modulus of the

matrix element to threshold and comparing the threshold matrix element
with the prediction of soft—pion theorv. This value of % is consis-
tent with zero as required bv the Weinberg Lagrangian. Meas:urements
at the three highest enerpgies were conmpared with the results of an

isobar-model analysis of bubble~charber events by an LBL-SLAC

collahoration. After allowing for an overall normalization

difference, the measurements at 331 and 358 MeV were in excellent

agreement with the results of their analvsis. The neasurement at

292 MeV required variation of the PS11(eN) amplitude, as woll as the
overall normalization, which could be due to the limited number of
bubhle-chamber events availabhle for the LBL-SLAC analvsis at this

energv. A partial-wave analvsis of the measurements was also carried

xvi
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out with the VPI isobar model. Within this mocdel, the matrix element
contains a bhackground term calculated from & phenomenological =N
T.arrangian that is consistent with the hypotheses of current algebra
and PCAC. The reaction was found to he dominated by the initial Pl]
wave. Production of the & isobar from initial D waves was found to he

significant at the two highest energies.
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CHAPTER 1

INTRODUCTION

In the past few years, considerable effort has been devoted to
the experimental determination of the S~wave wn amplitude. Because
direct measurements of 7w scattering are not yet possible, the experi-
mental work has had to depend on the use of reactions dominated by
pion exchange. Reactions of the class wN+wwMN are among the simplest
types from which {nformation about the wr interaction can be
extracted. Attempts at underctanding this class of reactions from the
viewpoint of soft-pion theory are fairly recent.l’2 Soft-pion theory
attempts to understand interactions involving pions of vanishing four-
momenta. Older attempts at understanding mwN=+wwMN reactions with non-
soft-pion theories have been summarized by Chang.1 The earliest
calculations of soft~plon matrix elements made direct use of current
commutation relations and PCAC, the partial conservation of the axial-
vector current. Weinberg developed methods3 of constructing phenome-
nological Lagrangians that are thought to reproduce the results of the
current—algebra method. These methods have been of tremendous value
in simplifving the calculation of matrix elements for processes
involving soft pions.

Nlsson and Turner calculated threshold matrix elementsz’4 for the
different wN+7nN charge reactions using Weinberg’s technique for con-
structing phenomenological Lagrangians. Their calculations did not

take unitaritys’6 and the formation of resonant states7 properly into



account when the pion four-momentum was extrapolated to the physical
threshold. Attempts to consider these effects more carefully have
produced only slightly different results for the threshold predic-
tions.ﬂ The threshold matrix elements for wN+mwN, with all pions on
the mass shell, ~ontain a single free parameter £, which was intro-
duced by Olsson and Turr\er.z’4 £ describes the departure from the
type of symmetry breaking introduced in the Gell-Mann—Lévy o model9
and distinguishes among the various ways in which the chiral symmetry
of the phenomenclogical mM Lagrangian can be broken as the soft pions
are hrought onto the mass shell.

This experiment measured the doubly differential c¢ross section
for the reaction ﬂ-p+w+n~n in the energy region near threshold by de-
tecting only the outgoing 7t meson. A previous experiment,lo which
used much of the same experimental apparatus, had measured the cross
section at five incident kinetic enereies: 254, 280, 292, 33., and
356 MeV. The present experiment, using the increased intensity of
pion beams at the Clinton P. Anderson Meson Physics Facility (LAMPF)
of the Los Alamos National TlLaboratory (LANL),11 extended these

measurements 50 MeV closer to the 172.4 MeV threshold by measuring the

25

d : .
Eﬁg;)lab at 1Incident enerzies 203

doubly differential cross section (
and 230 MeV. As a consistency check of the previous measurements, the
cross section was also remeasured at the extremes of the energy ra&ge
for the previous experiment, The remeasured values, at 256 and
358 tleV, were more precise than the previous measurements at 25+ and

356 MeV. Values of the cross section were combined at these two

enerpies to give sreater statistical accuracy. All reaction data from



the earlier experiment were reanalyzed together with the new data
using an improved program.

This experiment was performed at the west leg of the High-~Energy
Pion Channel (P3) at LAMPF. A double-focusing, 180° vertical bend,
magnetic spectrometer selected the sign, momentum, and scattering
angle of charged particles emanating from a 1liquid hydrogen target.
The spectrometer assembly, including the cryostat, target, and scat-
tering chamber could be rotated as a unit about the vertical axis of
the cylindrical target flask for laboratory angles in the range 20.36°
to 132°. Charged particles with momenta as high as 325 MeV/c and
pions with momenta as low as 50 MeV/c could be detected. The upper
momentur limit was determined by the maximum temperature allowed for
the cooling water at output whereas the lower momentum limit was de-
termined by the ability of our detection system to eliminate the back-
ground of "soft" electrons. An array of 18 solid-state transmission
detectors, which spanned the focal plane of the spectrometer and
covered a Ap/p of 9.27, determined the position of the particle in the
focal plane and hence its momentum. The target flask, flight path in
the spectrometer, and the array of detectors were in a common vacuum
to minimize energy loss and multiple scattering at low momentum. An
event was indicated by formation of the trigger pulse W1YeW2Y-SI,
which was the logical AND of signals from two multiwire proportional
chambers and a scintillatior detector located immediately behind the
MWPC’s. The timing of W1Y+W2YeSl was determined by the scintillation
detector. A threshold Cerenkov detector distinguished between
electrons and pions. For pions with momenta less than about 90 MeV/c,

the dFE/dx information from the solid-state detectors also



distinguished between pions and electrons. The solid-state detectors
could also identify events caused by elastically scattered protons.
For laboratory scattering angles greater than about AOO, the incident
particle flux was measured by a scattering monitor. An ionization
chamber checked the performance of the scattering monitor at these

angles and determined the incident flux for scattering angles forward

o]

nf 407,
20
The doublv differential cross section (————)1 p of the produced
dodp 43
»t meson was measured at 1!l points at 203 MeV, 16 points at 230 MeV,
: dzc
20 points at 256 MeV, and 21 points at 358 MeV. Measurements of 537"

the doutrly differential cross section in the center-of-momentum (c¢.m.)
system, were distributed fairly uniformly over the accessible portion
of T-cos8 space. Here, T and cosf refer to the c.m. kinetic energy
and cosine of the production angle for the final-state »t meson. The
4?0 . - . . .

— were normalized to m p elastic scattering measured with the same

4ndT
d 2

L d
apparatus for each incident beam. Each measurement of 3
3

determined

2 .
M|, the square modulus of the matrix element averaged over

unobserved variahles and divided by the square of the incident

c.m. momentum.
a%o
The M| varied much more slowly in T-coi8 space than tbhe J0dT’

which were dominated by the density of phase space. Values of ];ﬁj
corrected for Coulomb attraction in the initial and final srtates were
fitted to an empirical function of the measured c.m. variables. At
the lower energies, the function was taken to be a polynomial
expansion in the c.m. variables pZ and pcosf, with p the momentum of
the produced af. A contrived term was added to the expansion at 33°

and 357 MeV to describe a sizable angular variation in (Mlz observed



for small T. At each 1incident energy, the fitted function was
averaged over the measured variables to estimate <|Mc|2>, the square
modulus of the matrix element corrected for Coulomb attraction in the
initial and final states, averaged over all phase space, and divided
by the square of the incident c.m. momentum. From this experiment ind
the previous one,IO we obtained values of <|MC|2> at seven incident
kinetic energies: 203, 230, 255, 280, 292, 331, and 357 MeV. These
seven <|MC|2> were fitted to a linear function of the total
c.m. energy. The extrapolated value <« <lMc|2> at threshecld was com-
2,4

pared with the soft—pion calcular:.on of Olsson and Turner to deter-

mine £ = -0.03 % 0.26. This value is consistent with £ = 0 reuired
for the Weinberg Lagrangian.3 It is inconsistent with § = | or £ = -2
required for the two Schwinger Lagrangians.12 Assuming wvalidity of
the soft-pion result at threshold, this £ establishes the S-wave
isoscalar and isotensor n scattering lengths to be
ag = 0.178 + 0.016 m, " and a, = -0.049 * 0.007 m "}, respectively.
The measurements of TETI at 292, 331, and 358 eV were compared
with the solutions of an extensive, conventional, 1isobar-model
analysis of bubble-chamber events for wnN+maN reactions performed bv an
LBL~-SLAC collaboration.13 In the standard isobar model, one assumes
that the T matrix for wN+rasN can be written as a coherent sum of con-
tributions from different isobars (resonant states). The LBL-SLAC
analysis has 1ndicated that production of only three isobars is
important for incident kinetic energies less than about 600 MeV.
These are the € (I =J =0) and p (I = = 1) nn resonances and the A

(I =J = 3/2) nN resonance. Thus, in the standard isobar model, the

. - +_- . _
T matrix for 7 p*m'7 n can be written as TIM = TE + Tp + TA+ + TA"



where each term in the sum is a production amplitude for a particular
isobar. In general, several partial waves can contribute to each
isobar production amplitude, even at low energy. The notation for a
partial-wave .mplitude is [ii,if,ZI,ZJ], where 2y is the 1initial
orbital angular momentum, %; is the orbital angular momentum between
the isobar and the spectator particle, I is the total isospin, and J
is the total angular momentum. Fach partial-wave amplitude was an un-
determined complex number, hence two undetermined real numbers. To
compare with our measurements, we linearly interpolated partial-wave
amplitudes from the LBL-SLAC solutions to 292, 331, and 358 MeV.
Since the overall normalization of tl.e LBL-SLAC solutions was not well
established, we also renormalized their amplitudes to our cross
sections by averaging the absolute square of the total amplitude over
the unobserved spin and kinematic variables, correcting for Coulomb

attraction in the initial and final states, and comparing with the

measured IMIZ. The renormalized amplitudes were in excellent
agreement with the measurements at 331 and 358 MeV. To obtain good
agreement at 292 MeV, at least one partial-wave amplitude had to be
varied, as well as the overall normalization, which could be a result
of the limited number of events available to the LRL-SLAC analysis at
this energy. The solution most similar to chat obtained when only the
normalization was varied was obtained by varving both the normaliza-
tion and the PS11(eN) amplitude, which is large at these cnergies. A
good Xz/v was obtained and the normalization was only slightly
different from that obtained when no additional parameters were

varied. The modulus of the PS1l(eN) wave decreasged by about 8%

whereas the phase increased by about 60°.



At each incident energy, the measured T;;FZ were also compared
with the isobar model for wN+maN reactions as modified by Virginia
Polytechnic Institute and State University (VPI&SU) and collaborating
institutions.14 The modified model of Arndt et gll,la which we call
the VPI model, includes a background term T,, in the amplitude so that
the total I-matrix amplitude is T = T]M + TCA' TCA is the
current—~algebra amplitude calculated from the phenomenological 7N La-
granglan and is discussed in Appendix B. Some part of the background
term potentially contributes to eachk partial wave. In our cal-
culations with the VPI model, we neglected the term 'I'p in Tyy and set
E =0 in Tea- Hence, the entire -ontribution to partial waves by op

production was assumed to be adequately described by the background

term. Our analysis, like that of Arndt et al.,IA considered all

final-state 8§ waves and all final-state P waves that arise from

resonant initial states (P11, P33, DI3). The parrial-wave amplitudes

were established by fitting to measurements of IM|2 at each incident
energy. Initial guesse- for our partial-wave amplitudes at the two
highest energies were interpolated from the solutions of Arndt et al.
which those authors had normalized to our cross-section data. Initial
guesses at the lower energies were obtained by propagating our
solutions from the higher energies. The resulting amplitudes varied
fairly uniformly from one incident energy to the next. At 33! and
357 MeV, they were in reasonable agreement with the solutions of Arndt
et al. although we found slightly more 4 production and slightly less

€ production. At each 1incident energv, we also calculated the

elasticity ngyy for the initial PIl, D13, and D33 waves from our

solutions to the VPI model. Previous determinations15 of the UPSR}



near single pion production threshold have been based on sparse
measurements of integrated reaction cross sections that were several
times less accurate than the present measurements.

We determined the integrated reaction cross section og where
possibZe from the empirical and both isobar-model analyses. The
several values of op calculated by all methods agreed well at each
energy exzept 292 MeV. At this energy, the values calculated with the
VPI model and from our best comparison with the LBL-SLAC solutions
were respectively about 10% and 4% lower than the empirical result.
Of the values, the isobar-model results are considered to be the more
reliable; the empirical function had difficulty fitting a sizable
variation with energy observed in TET? near the maximum allowed w+
kinetic energy. The uncertainty in op was about 11{% at 203 MeV, about
5% at 230 MeV, and about 4% at all higher energies except 292 MeV,
where the uncertainty was about 6%. At 331 and 358 MeV, the largest
source of uncertainty was a 47 error associated with our normalization
to w p elastic scattering.

Additional estimates of the chiral-symmetry~breaking parameter ¢
were found by extrapolating the <tMCr2> determined from the {isobar
models to threshold. The values obtained, & = 0.08 * 0.27 and
£ =0.03 * 0.27, were agdin consistent with zero.

Cur experimental procedure and apparatus are described in
Chapter II. The manner in which the raw data were collected and
processed in preparation for subsequent analysis is discussed in
Chapter III. Various calibrations that involved measurements of wp
elastic scattering are discussed in Chapter IV. Our calculations of

2
;;J; and IMI2 are described in Chapter V. The empirical analysis in




which we determined op at each incident energy as well as the chiral-
symmetry-breaking parameter £ 1is discussed in Chapter VI. Finally,
the 1sobar-model analysis 1s described in Chapter VII. A review of
the model is included and our results are compared with the solutions

of other isobar-model analyses.



CHAPTER II

EXPERIMENT AND APPARATUS

Introduction

This experiment measured the doubly differential cross section

dzc

ddT
incident energies: 203, 230, 256, and 358 MeV. Measurements at the

for the 77 meson produced in the reaction 7 p+rTwn at four

highest energy were essentially at the 357.4 MeV threshold for the
double pion production reaction ﬂ~p*ﬂ+ﬂ—ﬂon. Hence, ti.c rt provided a
unique signature for single pioun production from pions in the energy
range of our measurements. All of our single pion production measure-—
ments were in the low=energy region. Our 203 MeV cross section, at
just 31 MeV ahove threshold, 1s the closest measurement to single pion
production ihreshold in existence.

The High=Fnergy Pion Channel at the Clinton P. Ander.on Meson
Physics Facility (LAMPF) designated '"Pion and Particle Physics" (P3)
could provide an intense beam of either 77 or *” mesons in the energy
range 100 to 600 MeV with a Ap/p of 0.25% to 102.1% The incident beam
of 7~ mesons impinged on a liquid hydrogen (LH2) target enclosed in a
mylar flask. Beam flux was measured by both a scattering monitor
downstream of the LH, target and an ionization chamber upstream. A
beam profile moritor insured that the beam was on target. The
elastically scattered 7 mesons and the produced 7t mesons were
observed hv a magnetic spectrometer that selected the charge, the

angle, and the momentum of the pions.
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Pions were transported from the target to the top of the spec~
trometer where they were focused onto a vertical array of solid~state
transmission detectors. The LH, target, flight path in the spectrome-
ter, and the solid-state detectonrs were in a continuous vacuum to
minimize energy loss and small-angle scattering. The pions continued
past the solid—state detectors to a trigger telescope that consisted
of two multiwire proportional chambers (MWPC’'s) followed by a
1.6 mm~thick scintillation detector designated Sl. Since the MWPC’s
determined particle trajectories, we could eliminate background events
that resulted from particles which had not passed through the correct
solid-state detector. A 0.8 mm lead absorber was placed immediately
before S1 for most measurements to eliminate background caused by
protons and "soft’ electrons. Located behind S!, a threshold Cerenkov

detector identified evente that resulted from high velocity electrors.

Pion Beam

The P3 channel consists of three bend sections, each of which
contains a 30° dipole bending magnet and two quadrupole doublets. The
first bend determines the momentum and charge of the pion beam. A
variable horizontal slit upstream of the first bending magnet and a
variable vertical slit downstream define the solid angle acceptance of
the channel. The beam comes to a dispersed double focus midway
betweer the fourth and fifth quadrupole magnets where a variable mo-
mentum acceptance slit is located. A variable thickness graphite
deprader is located immediately downstream of the momentum slit to
give pions and protons in 7t beams different momenta. The second bend

brings the pion beam into a second double fecus within the third

11



bending magnet and spatiallvy separates the pions from the energy-
degraded protons. ITmmediately before the third bending magnet, a
movahle proton absorber placed just off the heam axis could remove the
protons from 1t beams. A variable slit was Incated hefore the third
hending magnet tn clean up the beam. The third bending magnet Steered
the pion heam into one of two spatially separated experimental areas.
After the third bending magnet, the plion beam was designed to he
achromatic. Two sets of auadrupole douklets located after the third
hending magnet were tuned to match the phase space of the pion beam to
the phase space required for our experimert.

The P3 channel was tuned primarilvy from the results of a computer
simulation, Magnetic fields reauired far producing a beam of
specified energy were determined from the progranm T?ANSPORT.17 The
results of TRANSPORT were used hy the program SHU'NT, which determined
the shunt voltages for the channel. Some final steering adjustments
to the secnnd and third bending magnets were made on the hasis of an
oscilloscope display of the horizontal position of the beam spot at
the target. The beam spot at the target had 1.5 c¢m horizontal hy

1.3 em vertical full widths at half maximum (FWilt), as measured by a

profile monitor discussed below.

Beam !onitors
The size and position of the beam spot were monitored con-
tinuously during the experiment with a profile monitor. Flux of the
incident heam was monitored by a scattering experiment downstream of
the LHZ target and by an ionization chamber upstream. As shown in

Fig. |, the upstream end of the 1ionization chamber connected to a



flange on the 03 channel valve whereas the downstream end connected o
a 72.4 cm-long, 20.3 cm-diameter aluminum cylinder. This cvlinder
supported the profile monitor at its other end. The centroid an.

width of the incident momentum distribution were inferred fro-

I 4.

measurenents of 7p elastic scattering, which we discuss in Chapter
The profile monitor located immediatelw wupsrream S8 the scar-
tering chamber was a small wire chamber that had A4 verti-al wires and

1bhou”

I

A4 herizontal wires with | =mm wire spacing. I . perated
-4 ¥V and was filled with "magic pas,” discussed *elsw. The ourrent
outpu: from each wire was inteeriated over seversl heam pulses,
buffered, sampled with a multiplexer, and displavel’ noan scil
to produce histowrans. These histograms Jdetermined the horizontil and

vertical prafile of the bear near the target and 1ided in <teering the

beam onto the target.

. . . : . 10
Tte scattering monitor, whicl has heen described by Walter, ' was

W

the principal monitor of the incident heam flux. Tt consicted of

o

polvethvlene (CH,) target and two counter telescopes 4s shown |

Fig. 1. The CH, target was 23 ¢~ wide, 15 cm higl, and 1.3 ¢— thick.

o]

.

It was oriented in a vertical plane at a 457 anzle to the beam line

and the line of the telescopes. Fach telescope consisted of three
plastic scintillation detectors that measured 15 cm x 15 ¢m x 0.3 cm
and were observed through Lucite light pipes bv RCA ~199 phototubes.
These were labeled SIW, S2W, and S3VW for the west telescope 1and SIE,
S2F, and S3F for the east telescope. Valid events in the scattering

monitor concicsted of threefold coincidences 1in either telescope,

SIVS2WeS3W or SIEeS2F«S3E, which were scaled in CAMAC scalers.

13
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Figure 1. Experimental layout. OM=12 is the last quadrupole magnet in the west leg of the chamnnel.



Coincidences in the two arms were summed to reduce the sensitivity of

the monitor to beam steering.

The ionization chamber consisted of eleven 20 cm-diameter plates
of stretched aluminized mylar spaced 2.54 cm apart. An argon-filled,
25.4 cm-long, 31.1 cm—diameter aluminum cvlinder contained the nine
6 um-thick internal plates and was sealed by the two 25 pum—thick end
windows. The five alternating internal plates were maintained at
900 V by a battery power supply. The remaining four internal plates,
which were near ground and interconnected, produced the output
current. An Ortec 439 current digitizer produced a logic pulse for
every 100 pC of charge collected from the 1ionization chamber. The
output of the current digitizer drove a preset scaler that determined
the duration of experimental runs in which data were collected, as
well as a CAMAC scaler discussed below. For laboratory scattering
angles forward of about QOO, the scattering monitor was blocked by the
field clamp on the lower spectrometer magnet. Hence, the ionization
chamber was necessary for monitoring the beam flux at forward angles.

It also provided redundance at backward angles.

Liquid Hydrogen Target
The scattering target was boiling 1liquid hydrogen held at
14.6 psi absolute. It was contained in a cylindrical flask of 50 um
mylar, 12.7 cm long and 2.54 cm in diameter, and mounted coaxially
with the vertical rotation axis of the spectrometer. An epoxy resin
honded the two ends of the' flask to stainless steel end caps. Liquid
hydrogen was supplied by a CTI modei 1022 helium expansion refrigera-

tor with a 1.5 liter LH, reservoir located above the scattering
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chamber. The spectrometer and the hydrogen system, which consisted of
the refrigerator, rese.volr, and target, were enclosed in a continuous
vacuum and could be rotated as a unit. A piping schematic of the LH,
target and refrigeration system is shown in Fig. 2.

[ie process of filling the target flask with 1liquid hydrogen
began by evacuating and then purging the reservoir and flask with
gaseous hydrogen. Room temperature helium from the compressor cooled
the refrigerator’s surroundings as the helium did work on an engine.
The helium then returned to the compressor to be recompressed and
recooled. We cooled the refrigerator down to about 20° K with the hy-
drogen svstem pressurized to about 3 psi above atmospheric pressure by
means of a regulated supply of hydrogen. Hydrogen condensed on the
cold end of the refrigerator, dripped down, and cooled the rest of the
hydrogen system. Although the liquid hydrogen initially vaporized
when it touched the warm parts of the flask and connecting tubes,
after all of the hydrogen system had cooled to the boiling point of
hydrogen, the hydrogen remained liquid and began to fill the flask. A
1 k@ carbon resistor at the bottom of the target flask acted as a
remote level sensor to indicate when the bottom of the flask was
immersed in liquid hydrogen and a similar level sensor at the top
indicated when the flask was full. After the reservoir had partially
filled, the supply of hydrogen gas was shut off. Hydrogen pressure in
the target was kept stable by measuring the pressure and feeding back
power to a resistive heater on the cold head of the refrigerator. The

bydrogen system was insulated against radiative heat transfer by a

laver of 6 pm aluminized mylar wrapped around the flask. A vertical
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Figure 2. Piping schematic for the LH, target and refrigeration
system.

slit in the insulation enclosing the flask permitted a visual in-
spection of the level of 1liquid hydrogen it contained.

Data were accumulated with the target flask empty as well as full

of liquid bycdrog:n so that background not associated with the hydrogen
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could be subtracted. To empty the flask, we simply closed the target
valve, a helium-driven valve in the tube connecting the top of the
target flask to the reservecir. Gaseous hydrogen boiling from the
liquid hydrogen bhecame trapped beneath the target valve forcing the
liquid hydrogen out of the flask and up into the reservoir. The
reservoir had mgre than adequate volume to store all of the liquid hy-
drogen during a data run with the target flask empty. Of course, the
empty target flask still contained gaseous hydrogen at somewhat above

20° K, but this was accounted for in the analysis.

Spectrometer

A schematic profile view of the double-focusing, 180° vertical
bend, magnetic spectrometer ard the particle detection system 1is
displaved in Fig. 3. The same spectrometer was used in a previous ex-
periment that also measured the doubly differential cross section for
the =" meson produced in the reaction n_p+ﬂ+ﬂ_n.10 Its design has
been discussed by Oyer.18 The vacuum chamber that passes through the
two 90° bending magnets has a rectangular cross section which measures
23.7 cm x 9.8 cm. This gap defines a solid angle acceptance of about
16 msr at the center of the focal plane. If desired, a smaller
acceptance could be defined by a set of variable slits at the entry of
the first magnet. The entry and exit faces of the magnets were at an
angle of 26.6° to the direction of the central trajectory. Hence,
each magnet acted like a sector magnet with a thin lens superimposed
at each end. This configuration resulted in "edge focusing" so that
the spectrumeter focused in the nonbend plane as well as in the bend

plane. Estimates of the magnification and momentum dispersion of the
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Figure 3. Profile view of the spectrometer and the particle detection

system.

spectrometer are -0.96 and 4.26x10°3/cm, respectively, as obtained

from a Monte Carlo simulation.

The spectrometer assembly,

and scattering chamber, was

mounted

10,18

including the cryostat, LH, target,

on a Navy surplus 5 inch gun
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mount. This assemblv could be rotated freely about the vertical axis
of the cylindrical target flask for laboratory scattering angles
hetween 20.36° and 1327, For the previous experiment,lo the spectrom-
etor could be rotated onlw as forward as 32°. The increased range for
this experiment was obtained by building a larger scattering chamber.
Seattering anules were measured from an angular reference system sur-
veved and painted on the floor of the experimental area. The
reference evaten consisted of a series of radial lines at 5% intervals
that were centered at the spectromerer’s rotation axis. To measure at
scatrering angles that were an integral multiple of 5¢, we rotated the
spectrometer until we bad aligned a plumb bob suspended from the front
of the spectrometer with the reference line for the desired angle.
For other scattering angles, it was neressary to interpolate hetween
the two reference lines that most nearly approximated the desired
angle. Since the plumb hob was 1.84 m from the axis of rotation, we
could calculate the necessary arc length through which we needed to
move tt- plumb bob te obtain the desired angle. This distance was
measured with a ruler and marked. We then rotated the spectrometer
until the plumb bob was aligned with the marked position.

The central momentum of the spectrometer was determined by the

uniform fields of the two hending magnets. For a particle of unit

electronic charge, the central momentum is assumed to be given by
a
P. = E—[HI(X> + H2<X)] ’

whare Hi(x) is the field in the ith magnet, x, the spectrometer shunt
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voltage, 1is the potential difference across a metal alloy shunt in
series with the two magnets, and a = 18,119 * 0.012 (MeV/c)/kG is a
conversion factor determined experimentally.lo Since it can be shown
that a = eR, with e the electronic charge and R the average bending
radius, the measured value of a correspords to R = 60.4 cm, in good
agreement with the 60 cm for which the spectrometer’s geometry was
designed. The factor a had been previcusly determined by mounting an
241Am source on beam line in place of the LH2 target to provide a
spectrum of alpha particles with well-known energies. A counting rate
was acquired for several settings of the shunt voltage in the ninth
and tenth of 19 surface barrier detectors located at the focal plane
for ...e previous experiment.10 This counting rate was waximun at the
shunt voltage that corresponded to the primary peak in the aipha
particle spectrum. The homogeneous field in each magnet was well

represented by an integrated Fermi distribution!8:

H(x) = A+ Bo [1 + exp(- %)] In{[1 + exp[%}]/{l + exp(Z22)}
o

where values of the parameters are given in Table T. For small shunt
voltage, the fields are approximatelvy linear: H(x) = A+ Bx . For
large shunt voltage and ufo >> 1, the fields approach constant
saturation levels: H(x) = A+ By . In practice, the upper momentum
limit of the spectrometer is limited to about 325 MeV/c by the maximum
allowed temperature for the cooling water at output.

A particle that entered the spectrometer along its central tra-

jectory with momentum P. would be transported through the internal
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TABLE I. Parameters for describing magnetic fields in the spectrome-
ter.

A(G) B(G/mV) u(mv; o(mV)

Magnet 1 12.55 * 8.98 278.9 * 0.42 74,02 * 1.13 7.436 *+ 0.54

Magnet 2 19.65 t 3.45 277.8 £ 0.15 72.34 £ 0.39 6.484 £ 0.19

vacuum chamber and out through the center of the focal plane. At the
focal plane of the spectrometer was locatec¢ a vertical ladder of 18
solid-state transmission detectors, each of whiclk: defined a channel.

The momentum of a particle that entered the spectrometer along its

central trajectory and emerged through the center of the Ith detector

is given by

Py = pll + 8(1 - 9.5)] .

Since the spectrometer dispersion § was measured to be

(5.132 * O.OII)XIO_3/channel, the solid-state detectors covered a Ap/p

of 9.27%.

Particle Detection System
The particle detection system for this experiment consisted of 18
solid-state detectors, two nultiwire proportional chambers, a scintil-
lation detector, and a Cerenkov detector. A particle that emerged
from the spectrometer passed through one of the solid-state detectors,

both MWPC’s, the scintillation detector, and the Cerenkov detector. A
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coincidence among both wire chambers and the scintillation detector
signaled the on-line computer to record pulse heights from all the
solid~state detectors, timing of pulses from the MWPC’s, and pulse
heights from the Cerenkov detector. The details of data acquisition
and the criteria that had to be satisfied by valid events are
discussed in Chapter IIIL.

The solid-state detectors were of the Si(Li) varicty, each of
which measured | cm x 4 cm x 0.06 em. They were ar-anged in a
vertical ladder at the focal plane of the epectrometer with the | cm
dimension spanning the vertical (x) direction and the 4 cm dimension
spanning the horizontal (y) direction. The detectors were in a stag-
gered arrangement, being positioned alternately 2 mm on either side of
the focal plane. Since the detectors each sranned 1.0 cm in the
direction of dispersion and were spaced with centers 1.18F cm apart,
they indicated fhe momentum distribution at the focal planc.

The signal from each solid-state detector was a current pulse
with a total charge proportional to the energy lost by a particle that
had passed through the detector. A preamplifier located near the
detector produced a current pulse whose amplitude was proportional to
the integrated charge of the initial pulse with a long expcnential
decay. After traveling the length of a connecting cable, the output
pulse was amplified, integrated once, and differentiated twice, all
with 250 ns time constants. The resulting bipolar pulse had an
amplitude proportional to the energy lost 1in the detector. This

amplitude was digitized by a peak-detecting 1i-bit CAMAC analog-~to-

digital converter (ANC).

23



Two wire chambers designated Wl and W2 and a thin scintillation
detector designated S1 formed the trigger system. The fast timing of
Sl defined the fiducial time of an event. The plastic scintillator of
Sl  measured 29.8 cm x 5.7 cm x 0.16 cm. An  RCA €192 phototube
enclosed by mumetal and iron magnetic shields observed the
scintillator through a Lucite light pipe. S1 was located 3.5 cm
behind W2 such that 1its scintillator covered the 31.8 cm x 7.2 cm
mvlar window of the chamber. The signal from Sl was also digitized by
an 11-bit CAMAC ADC.

The wire chambers Wl and W2, located respectively 15.9 cm and
24,8 cm behind the solid-state detectors, were based on a design
developed at LAMPF bv Morris.!? Fach chamber measured
48.9 cm x 23.1 ecm x 2.4 cm and contained an anode plane and a parallel
cathode plane, which were separated by 4.8 mm. The vertically
oriented anode wires were spaced 2 mm apart and consisted of 20 um
gold~plated tungsten. The cathode wires were oriented horizontally
with 1 mm wire spacing and consisted of 80 pm gold-plated aluminum.
Tons produced when a charged particle passed through a chamber induced
pulses on the wires nearest the position crossed by the particle. The
wires for the anode and cathode fed into separate delay lines, each of
which provided signals at both ends. The time required for the pulses
to travel along the delay lines from the point of ionization was
measured by CAMAC time-to-digital converters (TDC's).

A high efficiencv gas mixture known as "magic gas" filled the
chambers. This mixture was develoned at CERN and consisted of 67.87
argon, 132.17 isobutane, and 0.1% freon 13 B-1, by volume. The argon

was bubbled through 0° C isopropyl alcohol before mixing with the
g g
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other gases. Free radicals from dissociation of the freon and iso-
butane could polymerize on the wires forming an insulating layer. The
isopropyl alcohol provided neutralizing electric charges to prevent
migration of the radicals to the wires and hence to increase the life-
time of the chambers.

The efficiencies of W1 - ' i'2 were measured regularly throughout
the experiment by inserting a *“liation detector, designated S0,
immediately before W, Efficienc is were then calculated as a
function of high voltage on the chambers as disc-e¢s~..” in Chapter ITI.
Each chamber typically operated with almost 100% efficiency at about
3.7 kv.

A liquid fluorochemical (FC-88) Cererkov detector was the final
element of the detection system. The back of the Cerenkov aetector
was located 19.05 cm behind W2. Fluid for the detector was held in a
container of 1.6 mm aluminum that was 35.6 cm high, 10.5 c¢m wide, and
7.9 em thick. A 0.4 mm sheet of alzak lined the container to provide
high reflectivity. Amperex 58 DVP phototubes, which operated at about
2.3 kV, were located at the top and bottom of the container to detect
Cerenkov radiation produced in the medium. Signals from i = top and
bottom phototubes, denoted CT and CB, respectively, were digitized bv
11-bit CAMAC ADC’s. The index of refraction for the fluorochemical
was 1.238 at 259 C for the sodium D line. Averaged over the entire
spectrum of Cerenkov radiation, the effective index was somewhat
higher and corresponded to a velocity threshold of about 0.79 c.
Thus, for momenta less than about 180 MeV/c, pions were too slow to
produce Cerenkov radiation and the Cerenkov detector provided a means

to identify most electron events.
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For most measurements of single pion production, a 0.8 mm lead
absorber was placed immediately before Sli. This absorber sub-
stantially eliminated events resulting from protons and 'soft"
electr~ne, The absorber was removed whenever we tried to detect pions
with nmosenta between 60 and 72 MeV/c. At low momentum, the background
of soft electrons was often as large, or larger, than the number of
pions we were trying to detect. These electrons did not always pro-
duce pulses in the Cerenkov detector and hence, another method was re-
quired to reduce the background. The thin detector Sl was removed and
replaced with & 1.3 cm~thick counter that could stop pions below
72 MeV/c and yet easilv pass electrons. A second counter that
measured 3l.1 em x 7.0 cm x 0.3 cm was 1inserted between the thick

counter and the Cerenkov detectnr to veto these electrons.

Electronics

The usual trigger for an event, denoted W1Y-W2Y.Sl, was formed by
a threefnld coincidence among the wire chambers W1 and W2 and the
scintillation detector Sl. A schematic diagram of the rtrigger logic
is displayed in Fig. 4. WIY was a 35 ns standard NIM logic pulse
produced from a logic fan-in whenever pulses were received from either
end of the anode delay line of W!, and similarly for W2Y. The trigger
used pulses from the ,anode delav line, rather than from the cathode,
because it was shorter and thus provided signals with less time
jitter. We delayed the pulse from SI by about 15 ns to allow time for
both W1Y and W2Y to be present in the logic box that formed the

trigpger pulse. The wire char.ber pulses were sufficiently wide that,
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Figure 4. The event trigger logic. The arrival times of pulses from
the positive and negative ends of the anode delav line for Wl are
denoted by YPX and ¥YN;, respectively, and similarly for W2.

when the pulse from Sl arrived, all three pulses overlapped and formed

a trigger pulse T.

A schematic diagram for the data acquisition logic is shown in

Fig. 5. The rise of the trigger pulse initiated an output pulse T’
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from a discriminator, which provided a fast inhibit of further
triggers and allowed sufficient time for signals from the detection
system to reach the CAMAC registers: a set of peak-detecting ADC’s to
measure pulse heights in the signals from the solid-state detectors; a
set of integrating ADC’s to measure pulse heights from the Cerenkov
detector and the scintillation detectors; a set of TDC’s to measure
the timing of pulses from the MWPC’s; and a coincidence latch used in

measurements of MWPC efficiencies. We delaved a 150 ns zate pulse for

the peak-detecting ADC’s to allow time for their preamplifiers to
integrate the current pulses from the solid-state detectors. The
trigger pulse notified the on-line PDP-11/45 computer to read and
clear the various CAMAC registers and initiated a dead~time pulse T,
which inhibited further triggers until the cvent had been read into
core. The trigger pulse also initiated a pulse from a gate generator
that prolonged the dead time until the computer was ready for a new
event. When it was ready, the computer lifted its event inhibitr and
produced a reset pulse that terminated the gate pulse.

Several quantities of interest, which we list in Table II, were
scaled in CAMAC scalers during each run. The computer read and
cleared the scalers periodically. If the digital wvolt meter that
measured the spectrometer shunt voltage were not busy digitizing, the
shunt voltage was read at the same time. The recording of events was
inhibited by the computer during scaler reads. For the scalers, there
were three levels of inhibit. The digitized charge from the ioniza-
tion chamber was scaled only during an interval gate which indicated

that a run had started and was in progress. Total-time scalers for

the event trigger and coincidences in either arm of the scattering
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TABLF II. Quantities scaled during a run.

digitized charge from the ionization chamber
. + «» the number of event triggers during live time
the number of event triggers during total time

(S14eS210eS83W), . . , triple coincidences in the west arm of the scat-
9 P
tering monitor during live time

(SIK-SEH-S3W)E . « » triple coincidences in the west arm of the scat-
tering monitor during total time

(SIE-SQE-SBF.)2 . . . triple coincidences in the east arm of the scat-
tering monitor during live time

(S1E-S2F-83E), . . . triple coincidences in the east arm of the scat-
tering monitor during tgtal time

monitor required the presence of the LAMPF beam gate as well as the
interval gate. The primary proton beam and hence the pion beam had a
macropulse structure of 500 ps duration and a repetition rate of
120 Hz. Finallyv, 1live-time scalers for the event trigger and
coincidences in either arm of the scattering monitor required both the
interval gate and the beam gate bhut were inhibited by the dead-time
pulse 1. Significant spikes were periodically produced in the signals
from the solid-state detectors by silicon control rectifiers (SCR’s)
turning on in the power supply for the spectrometer. To avoid this
source of accidentals and a long uncontrolled dead time, tne triggers
and the live-time scalers were inhibited for a period of 210 us
covering the period when the spikes occurred. This "spike'" gate was

primarily a precaution since the spikes were usually outside the beam

gate.
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CHAPTER III

DATA ACQUISITION

Introduction
This chapter discusses the procedure used during the experiment

to collect, record, and, to some extent, analvze the data. Data were

collected in a series of runs in which the spectrometer was adjusted
to detect particles of the desired charge, momentum, and scattering

angle. Each data run was started by an operator command from a

Tektronix 4010 terminal. Many quantities, such as the run number, the
status of the target flask, the approximate beam energy, the

laboratory scattering angle, and general run comments, were entered

from the terminal at the start of a run. For surcessive runs, the run

number incremented automatically, whereas an operator 'as required to

change other quantities. Runs normally terminated automatically when

a predetermined amount of charge was accumulated from the ionization
chamber on the preset scaler. 1t was possible, however, to interrupt
or terminate a run at any time by the appropriate commands.

A sample of the detected events were analyzed during data acqui-
sition. This on-~line analvsis served several useful functions: it
allowed us to estimate the relative sizes of our measured cross
sections and to geaerally check our experimental technique, it enabled
us to establish cuts that rcould be used to identify and later
to estimate

eliminate unsatisfactory events, and it provided a means

when we had obtained a desirable statistical accuracy for each
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measurement. In special cases to be described later, it also allowed
us to periodically check the efficiencies of the wire chambers and the
Cerenkov detector. After the data had been collected, we more
carefully analyzed all of the recorded events. The criteria for
accepting events were refined, a quantitative estimate of the
efficiencvy of the Cerenkov detector for detecting electrons was es-—

tablished, and finallv, a set of magnetic tapes were produced rthat

contained histograms for each run of the number of acceptable events

in each snlid-state detector. One histozram was for events that pro-

duced pulses in the Cerenkov detector and one was for events that did

not.

Data Acquisition

At the beginning of a run, the computer was initialized, the
spectrometer shunt voltage was read, and a 128-word header record,
which contained general ‘nformation about the run and identified its
start was written on magnetic tape. The computer stored information
for each cvent and each scaler read in blocks of l6-~bit words that
formed a 1N24-word buffer. When the buffer was full, it was written
on tape. Thus, many 1024-word records wusually followed the header
record on tape. The information recorded for each event is summarized
in Table III. At the end of the run, the scalers and shunt voltage
were read a final time and a trailer record, which was similar to the
header record, was created. The buffer containing the last scaler

block was then written on tape followed by the trailer record and an

end of file. 1In Table IV, the contents of header and trailer records

are summarized.
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TABLE III. Contents of an event block.

EVENT NUMBER . . . . the number of the event in the run

SSDI « « o « » o » - the digitized pulse height for the Ith solid-
state detector (I = 1,++,18)

CT . « « « « - « » » the digitized pulse height for the top phototube
of the Cerenkov detector

CB+v ¢« s ¢ ¢« +« o« « o the digitized pulse height for the bottom phoco-
tube of the Cerenkov detector

the digitized pulse height for the scintillation
detector located immediately after W2

Sl v o ¢ o « ¢« o o W

XP1, XNy v v 0 0 o the arrival times of pulses from the cathode delay

line of Wl

YPl,YN1 .« + o« + « . the arrival times of pulses from the anode delay
line of Wl

XPy, XNy o v o o . the arrival times of pulses from the cathode delayv

line of W2

YP,,¥YN, . . . . . . the arrival times of pulses from the anode delay
line of W2

Several histograms were formed by the computer during each run.
The quantities to be histogrammed were specified in a file at the
start of the data acquisition program.20 Histograms were created for
such quantities as the number of events in each of the solid-state
detectors, pulse heights, and particle locations extrapolated from
wire chamber data. Creating histograms and selecting cuts for the
data were major parts of the on-line data analysis. Events that con-
tributed to the histograms were analyzed when the computer was not

busy recording data or writing tapes. Four histograms were always
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TABLE IV. Contents of header and trailer records.

LABEL (-1 for header, -9 for trailer)
RUN NUMBER

STATUS OF TARGET FLASK (full or empty)
INCIDENT KINETIC ENERGY (MeV)

INCIDENT MOMENTUM (MeV/c)

LABORATORY SCATTERING ANGLE (deg)
INITIAL SHUNT VOLTAGE (mV)

FINAL SHUNT VOLTAGE (mv)?2

DATE

TIME

GENERAL RUN COMMENTS

3For header records, the value of the final shunt voltage was zeroed.

included in the histogram file, each of which had 18 bins, one for
each solid-state detector. Events in which exactly one solid-state
detector produced a pulse, without a coincident pulse in the Cerenkov
detector, were added to the first histogram. Events in which exactly
one solid-state detector produced a pulse with a coincident Cerenkov
pulse were added to the second histogram. Events with exactly two
solid-state detectors producing pulses were added to the third histo-
gram and events with more than two were added to the fourth histogram.
The third and fourth histograms ignored the Cerenkov detector. Much
longer lists of histograms were generated whenever we investigated the

nerformance of detectors such as the wire chambers or the Cerenkov
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detector. Any or all of the histograms could be plotted at the end of
the run.

After a run had ended, the computer produced a hard-copy summary
of pertinent information about the run that included the four histo-
grams discussed above of the analyzed events in each solid-state de-
tector, most of the data in the trailer record, and the total accumu~
lation of counts in each scaler. These summaries also included
calculations of the live-time fraction and an account of the number of
events that failed various cuts which are discussed below.

Whenever we measured single pion production, data were collected
with the LH, target flask both empty and full so that background could
be subtracted. For measurements of elastic scattering, data were
usually collected only with the target flask full, although data were
collected at a few scattering angles with the flask empty to estimate
the size of the background elastic peak.

The finished product of data acquisition was a set of magnetic
tapes, each of which contained several files, one for each data run.
These tapes formed a permanent record of all events detected during

the experiment.

Replay of Events
The events recorded on tapes during data acquisition were re-
played for off-line analysis on a PDP-11/70 computer. Replaying the
data allowed us to analyze several runs together to develop more
stringent cuts for eliminating unsatisfactory events. After the best

cuts had been established, they were employed to reanalyze all events.
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The data tapes were read and con~rolled by a set of FORTRAN-
callable subroutines developed at LAMPF.21 All runs for a particular
measurement were analyzed as a set. The header record, which
indicated the start of a run, was identified by two means. First, the
128-word length of the header record was unique. Second, the first
element of the array into which the data were read was a label that
for header records had the value -1. Several 1024~word records
followed the header record. These were divided intn 16 blocks, each
of which contained information either from a scaler read or about an
individual event. Data from each block were read into an array, the
first element of which was again a label. This label was zero for
scaler blocks and the event number for event blocks. The trailer
record was the last record on tape for a run and it was identified by
a label with value -9. When a scaler block was eucountered on tape,
the replay program incremented and stored running sums of the number
of counts in each scaler. The program also calculated a mean spec-
trometer shunt vcltage by arithmetically averaging all values of the
shunt voltage that were read during a run. This mean shunt voltage
determined the central momentum P of the spectrometer for the run.
Measurements of the shunt voltage during a run varied by about 0.027
to 0.08%Z. When an event block was encountered, up to 15 criteria
could be selected to eliminate undesired events. These criteria are
discussed in the next section. As many as 70 histograms and five
scatterplots of the analyzed events could be incremented and stored.

After all runs for a measurement had been read and analyzed, we
rnuld select any or all of the histograms and/or scatterplots to be

plotted. Summaries containing important information about each run
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were stored on disk. Each summary contained the approximate incident
momentum, the nominal laboratory scattering angle, the mean spectrome-
ter shunt voltage, the total accumulation of counts in each scaler,
and, for identification purposes, the run number. They also contained
histograms of the analyzed events in eich solid-state detector, one
histogram for events that produced pulses in the Cerenkov detector and
one for events that did not. These run summaries were copied to
magnetic tape for subsequent analysis carried out with CDC 6600 and
CDC 7600 computers at the laboratory and discussed in the next four

chapters.

Criteria for Accepting Events

The raw data tapes contained information ahout everyv event for
which a threefold coincidence had been produced among both MWPC’s and
S1. Since this was a very unrcestrictive trigger, many of these events
were undesirable. This section primarily describes the cuts that
identified and eliminated unacceptable events. It also discusses
efficiency studies of the Cerenkov detector and wire chambers. For
each acceptable event, we required that one and only one solid-state
detector had a pulse above its discrimination level, that the wire
chambers functioned properly, and that the trajectory reconstructed
from information furnished by the wire chambers agreed with the solid-
state detector that had produced a pulse. Events that did not satisfy
these criteria were not analyzed.

All events required a coincidence between both MWPC’s and, there-
fore, it was important during data acquisition that both operated as

efficiently as possible. We periodically measured their efficiencies
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during the experiment by installing a scintillation detector called SO
immediately before W1, the first MWPC. Any particle that passed
through the spectrometer, S50, and S! would pass through both wire
chambers. For the efficiency measurements, the event trigger was
changed to a coincidence among three or more of the logic pulses S0,
S1, WlY, and W2Y and several short runs of 7p elastic scattering were
nade with different high voltages on the chambers. For these runs,
the computer used a latch module to determine which detectors had
produced signals. The computer subsequently scaled several coinci-
dences: S0+S1, SDeWiY»Sl, SO-U2Y+SI, SOUlY-W2Y, SleWlYeW2Y, and
SD-1Y2Y-S51. The efficiency of W1 was calculated as the ratio of
the number of events that produced the coincidence SD-U1Y.W2Y.Sl to
the number of events that produced S0.12Y.S1, and similarly for W2.
An efficiency curve was plotted for each MWPC, a sample of which is
displayed in Fig. 6. Stability was insured by selecting the high
voltage for an efficiency well above the knec of the curve. Operating
efficiencies were typically about 99.9% for each chamber.

We analyzed only those events for which the wire chambers
operated properly. The sum of the arrival times of pulses from both
ends of a delay line would be constant if not for variation in the
drift time of ions to reach the signal wires through the chamber gas.
In a chamber that operates properly, this drift time is canceled when
the sum of arrival times from the anode delay line is subtracted from
the sum from the cathode delay line. Thus, if each chamber was
operating properly, the sum~difference (chamber indices 1 and 2 have

been dropped in the display equation)
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A= (YP + YN) -~ (XP + XN)

should bhe constant. A sample histogram of a sum—difference distribu-

tion is displayed in Fig. 7. The distribution is sharply peaked, as

expected, with a FWHM of 20 channels or 2 ns. Measurements of wp
elastic scattering provided manv events to establish reasonahle ranges

for 5y and A,.  Usually, less than N.5% of events were outside of

tiesce ranges and were rejected.
Locations 1in the wire chambers were descrihed bv the TLANS?ORTI’

conrdinates for the spectrometer. The direction of beam propagaticn

defined the 7 axis, the magnetic field tor positively charged

1

particles defined the Y axis, and the requirement of an orthogonal

v

right-handed <coordinate system defined rhe Y axis. As  Fig. 3

the X axis pointed vertically upward at the wire chambers.

indicates,
We defined the origin of the coordinate system as that position in the
focal plane of the spectrometer through which a particle traveling
aiong the central trajectorv with momentum Pe would pass. The co-

ordinates of a particle at each wire chamber were calculated from the

arrival times of pulses from the anodi: and cathode delav lines. These

coordinates are given by (chamber indices ! and 2 have bheen dropped in

the display equations)

>
1]

Ax + BX(XN - Xp) ,

Y = A N -
y + By(Y Yp) ,

[y
(]

constant .

Table V presents a summary of the channel-to~position conversion
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parameters and distance Z of each MWPC from the focal plane. The
conversion parameters were determined by calibrating each MWPC and the
system as a whole with an 55Fe electron capture source. To calibrate
a chamber, histograms of the difference distributions were formed with
the source positioned on the chamber at (X,Y) locations: (0,0),
(5.n8,M), (-5.08,0), and (0,-2.54), with X and Y in cm. The channel
for the centroid of a distribution was associated with the position
(in ¢m) of the source at the chamber. Two different positions in both
X and Y were sufficient to determine the conversion parameters. The
widths of the distributions established the ¥ resn.ution to be *0.4 mm
and the Y resolution to be *l mm for each chamber.

VWie parametrized the mean trajectory of the ionizing particle in

the form:

X=X1+EZ(Z'21)’
. dy _
Y—\1+EE(7. z,) .

TABLE V. Callbration parameters and distance Z of each wire chamber
from the focal plane.

Ax(cm) Bx(cm/channei) Ay(cm) By(cm/channel) Z(cm)

Wi -0.1875 0.02083 0.0466 0.01866 15.90

W2 -0.1992 0.01992 0.7150 0.01848 24.79




Histograms of dX/dZ and dY/dZ are displayed in Figs. B and 9, respec-
tively. These histograms were formed from several measurements of n+p
elastic scattering at 141 MeV. If only the Ith solid-state detector
had produced a pulse above threshold, we could compare Xy, the
vertical position of the particle extrapolated to the focal plane,

with X1, the vertical position calculated from the spatial dispersion

relation
XI = 48X (I - 9.5) ,
with 8X = 1.186 cm the distance bhetween solid-state detectors. A his-

togram of the quantity AX = X; - X, is displaved in Fig. 10. Since Xy
represents the vertical position of the center of the Ith detector, we
expect Xp and X, to agree within about 0.5 em. This value is consis-
tent with the 0.52 cm width of the AX distribution shown in Fig. 10.
In Fig. 11, we display a histogram of Y;, the horizontal position of
the particle extrapolated to the iocal plane. From measurements of mp
elastic scattering, we constructed histograms of the distributions of
dx/dz, dy/dz, AX, and Yy These histograms determined a reasonable
range of values for each quantity at the momentum of the measurement.
Their nominal ranges were increased as a function of the momentum of
the produced pion to allow for multiple small-angle scatterings at low
momentum. Contributions to the ranges from each scattering medium in
the particle detection system were added in quadrature. Each centri-
bution to the width of the distribution of deflection angles was cal-

2
culated from the relation'2
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’
where P, is the pion momentum, B is its speed, L is the thickness of
the medium, and Lp is the radiation length of the medium. We con-
sidered the following scattering media: the solid-state detectors with
L = 0.06 cm, Ly = 9.. cm, and L/LR = 0.0064; an aluminum window that
seale,d the vacuum path through the spectrometer with L = 0.025 cm,
Ly = 8.9 cm, and L/LR = 0.0030; components of the first wire chamber
with an effective L/LR = 0.0092; and the air space between the solid-
state detectors and the second wire chamber with L = 24.8 cm,
LR = 39110 cm, and L/LR = 0.0006. The contributions to the ranges of
the d¥/d7 and dY/d7 distributions were proportional to 6 whereas the
contributinns to the ranges of the AX and YO distributions were pro-
portinonal to both 9 and the distance of the scattering medium from the
focal plane. Veryv loose cuts were established to eliminate events in
which values fell outside their expected ranges.

Particle trajectories were also extrapolated forward to the far
side of the Cerenkov detector at Z = 43.84 cm. Scatterplots of the
distribution of events 1in the X-Y plane were calculated both for
events that produced pulses in the Cerenkov detector and for events
that did not. These were compared to insure that both types of events
had equal spatial distributions. Sample scatterplots for both kinds
of events are displayed in Figs. 12 and 13. These scatterplots show
the results of several measurements of m p elastic scattering at an

incident kinetic energy of 256 MeV. Events that contributed to the

scatterplots satisfied all criteria for acceptable events. Although
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the sample scatterplots do not show locations for the edges of the
Cerenkov detector, there were extremely few events in which particles
passed through those pnsitions.

Since pulses from the scintillation detector S1 formed part of
the trigger for events, we monitored the pulse height distribution in
S! throughout the experiment. For almost all measurements, the pulse
height in Sl was not required as a means for eliminating unsatis-
factory events. However, for three production measurements at 203 MeV
in which the 77 momentum was less than 72 MeV/c, a small peak that we
associated with protons appeared in the Sl pulse height distribution.
Proton events for most measurements were eliminated by the 0.8 mm lead
absorber placed immediately before Sl. For these three low-momentum
measurements, this absorber was not used. Fig. l4 shows a histogram
of the Sl pulse height distribution for one of the three measurements.
Events that contributed to this histogram satisfied all other criteria
for acceptable events and did not produce pulses in the Cerenkov de-
tector. The events that produced the proton peak were rejected by
selecting a pulse height cut-off at channel 300.

Only those events in which exactly one solid-state detector pro-
duced a pulse above the discrimination level were accepted. This test
eliminated about 207% of the events detected during measurements of
elastic scattering, about 60% of the events detected during production
measurements at 358 MeV, and about 80% of the events detected during
production measurements at 203 MeV. To eliminate background from
noise and electrons, we varied the minimum acceptable pulse height for
each solid-state detector as a function of the momentum p, of the de-

tected pions. The pulse height cut-off was determined by imspecting
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histograms of the pulse height distribution in the solid-state
detectors. For most production measurements, the detected 77 mesons
had momenta greater than 100 MeV/c. Fig. 15 shows a typical histogram
of the pulse height distribution in the solid-state detectors for a
production measurement in which the spectrometer was set to accept
140 MeV/c particles. Events that contributed to this histogram did
not produce pulses in the Cerenkov detector. Only a single peak is
evident because the dE/dx for pions is close to minimum ionizing above
about 100 MeV/c. At this momentum, the number of events that produced
pulses in the Cerenkov detector was a small fraction of all acceptable
events, which iIndicated chat the electron background was small. The
number of electron events that did not produce pulses in the Cerenkov
detector was estimated from the assumed momentum dependence of the
efficiency of the Cerenkov detector, which is discussed below. For
our sample measurement, we eliminated noise by selecting a pulse
height cut—off in the solid-state detectors at ADC channel number 110.
Eveats caused by elastically scattered protons were eliminated by
selecting an upper pulse height cut-off at channel number 1200. At
lower momenta, the upper cut-off was increased to channel number 1950
so that pion events in the tails of the distribution would not also be
eliminated. Figs. 16 and 17 display two histograms that correspond to
the same measurement of single pion production with the spectrometer
set for 83 MeV/c. Only events that did not produce pulses in the
Cerenkov detector contributed to the histogram in Fig. 16, whish shows
peaks for both electron and pion events. These peaks were partially
resolved because of differences in dE/dx for the two kinds of particle

at this momentum. Only events that had produced a pulse in the
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Cerenkov detector contributed to the histogram in Fig. 16, which shows
only a peak for electrons because pions were too slow to produce
Cerenkov radiation. For this measurement, we selected ADC channel
number 300 for the minimum acceptable pulse height for each solid-~
state detector. As Figs. 16 and 17 indicate, this cut-off eliminated
most electron events and, hopefully, no pion events. A correction was
made for the few remaining electron events by estimating the electron
efficiency of the Cerenkov detector.

As the discussion above indicates, we also sorted events by
whether or not they produced pulses in the Cerenkov detector. Since
the Cerenkov detector was our priancipal means of identifving
electrons, it was important to establish its efficiency. The pulse
height distribution in the Cerenkov detector was monitored
periodically throughout the experiment. We rotated the spectrometer
to a laboratory scattering angle of 20.5° and set the P3 beam for an
incident momentum of 145 MeV/c. Data were briefly collected for e+p
elastic scattering and histograms of the pulse height distribution in
the Cerenkov detector were plotted for the sum of pulses from the top
and bottom phototubes as well as from the individu2l phototubes. The
shape of the distribution was important since i1t could reveal a loss
of gain or a leak in the Cerenkov detector.

Fig. 18 is a typical histogram of the pulse height distribution
in the Cerenkov detector. It was produced for the same 83 MeV/c pro-
du~tion measurement discussed earlier. For momenta less than about
180 MeV/c, only electrons were fast enough to produce pulses in the
Cerenkov detector. Noise was eliminated by requiring a minimum pulse

height for the Cerenkov detector corresponding to ADC channel number
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470. With this discrimination level, we assumed that the Cerenkov
detector was perfectly efficient. At momenta greater than 180 MeV/c,
a bump appeared in the Cerenkov pulse height histogram that we
identified with high-velocity pions. Such pions were produced only
for six measurements of single pion production at 358 MeV. At the
expense of decreasing the efficiency of the Cerenkov detector for
detecting electrons, we increased the cut-off for those measurements
until a negligible number of pions produced pulses above the increased
cut-off. The efficiency of the Cerenkov detector for detecting pions
€, was taken to be zero and no error was assigned. To estimate the
efficlency of the Cerenkov detector for detecting electrons, we used
the pulse height histogram for e+p elastic scattering observed just
before acquiring the 358 MeV production data. We initially made the
approximation that all electron events produced pulses in the Cerenkov
detector. The effective electron efficiency ey for a given cut—off
was defined as the ratio of the number of electron events that
produced pulses above the cut-off to the number of electron events
that produced pulses above the noise level of the Cerenkov detector.
Table VI summarizes the minimum pulse heights and effective efficien-
cies used for various momenta p, of the detected pions. At the higher
momenta where the pulse height cut-offs were increased, thke electron
background was small.

A small number of electrons did not produce pulses in the Ceren-
kov detector regardless of how low the cut-off level was set. The
presence of an electron peak in Fig. 16 1is evidence of this fact.

Presumably, such electrons lost enough energy by bremsstrahlung either

in the 0.8 mm lead absorber placed immediately before Sl or in the
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TABLE VI. Effective electron efficiency eq of the Cerenkov detector
and minimum Acceptable pulse height level as a function of pion momen-~

tum pn.

e Minimum Pulse Height Py
(% (channel) (MeV/c)
100.0 470 60 - 180
96.4 800 180 - 210
87.0 1N0N 210 - 260

Cerenkov detector that they failed to trigger the Cerenkov detector.

As a result, the actual electron efficiency fo Was always less than

unity. The fraction of electrons that did not trigger the Cerenkov
detector was estimated by studying measurements of single pion pro-
duction in which the momentum of the detected pion was less than about
100 MeV/c. Histograms were formed of the pulse height distributions
in the solid-state dE/dx detectors and a minimum acceptable pulse
height was established to eliminate noise and electrons. The fraction
of electrons (1 - el) not eliminated by the Cerenkov detector was

estimated by taking the ratio of events in the electron peak formed

without a Cerenkov pulse to those formed with a Cerenkov pulse.

Values for e; were parametrized in the form

Po
el=l’——»
c
with p_. the central momentum of the spectrometer calculated from the
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mean spectrometer shunt voltage. This parametrization was suggested

from calculations of energy loss resulting from bremsstrahlung.23 The

parameter ppy was determined by a least squares analysis to be

Py = 2.53 * 0.24 MeV/c. The actual efficiency of the Cerenkov
detector for detecting electrons is given by €a = €02 and its

uncertainty by

with Aeq and Apg the respective uncertainties in ey and pg. No error
. . - 24 .
was assigned to e for this experiment.” The fraction of electrons

that did not trigger the Cerenkov detector was significant only for

measurements al very low momentum. For the two or three measurements

at the lowest energies in which the momenta of the detected pions was
less than about 70 MeV/c, e, was about 0.96. At 203 Mev, e was
typically about 0.97, whereas for most measurements at energies uabove
203 MeV, e, was about 0.98 or higher. The 1inefficiency of the
Cerenkov detector for detecting electrons was unimportant for most
measurements because the fraction of all events that were identified

as electrons was small, except for one production measurement at

203 MeV.
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CHAPTER [V
CALIBPATIONS WITH mp FELASTIC SCATTERING

We determined the relative efficiency of each detection channel
and the momentum dispersion of the spectrometer with a 141 MeV 7t beam
by sweeping the spectrum of elastically scattered pions successively
across each solid-state detector. At the same cenergy, we measured the
angular distributinn of the elastically scattered pions and coumpared
it with the known differential cross section to check for possible
systematic deviations 1in acceptance with angle. The differential
cross section for n+p elastic scattering is known accurately enough at
141 MeV that we could compare at the 1% level. We also measured the
angular distributions of elastically scattered pions for each incident
m~ beam employed in cire measurement of the doubly differential cross
section for m p»rtnTn. The angilar distributions for the n~ mesons
were normalized to the known elastic cross section so we could cali-
brate our measurements of the reaction cross section. These distribu-
tions also checked less critically for a variation of acceptance with
angle and determined the width and centroid of each incident momentunm

distribution.

Channel Efficiencies and Dispersion
e detcermined the relative efficiency of each detection chdnnel
1

and the momentur dispersion of the spectrometer from measurements of

v+p elastic scattering at 141 MeV with a scattering angle of 20°. The
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elastic scattering peak was marched across the focal plane of the
spectrometer in 44 small steps of 0.005 fractional change in central
momentum of the spectrometer. An initial shunt voltage for which the
elastically scattered pions had insufficient momentum to be detected
by the spectrometer was selected and events were collected in each
channel. Then the shunt voltage was slightly decreased and the pro-
cedure was repeated until the scattering peak had moved across each
channel and was once again undetectable by the spectrometer. At each
setting of the shunt voltage, a tatal charge of ! uC was collected
from the ionization chamber.

The number of events N in each solid-state detector was
normalized by the number of live-time counts M, in the scattering
monitor and adjusted for the known variation in momentum acceptance
with central momentum p.. Since the electron background was small, we
considered events that produced pulses in the Cerenkov detector as
well as those that did not. Measurements of the nt spectrum for each

channel consisted of the set of points:

N

¥ = N
P.) yr

with statistical uncertainties:
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For the Ith channel, the Y(pc) were fitted to a skewed Gaussian
peak with constant and error function background terms (the channel

index I is suppressed in the display formula):

P p 3
1 4 %7
F(p.) = - =(x - T expl- ) +p
¢ /ZTT Pz ' 2 3 >
P
6 oo
4 == [ exp(- =) dt ,
Vor . ]
with
Pe — I3
x = — .

Here, PZ,I is the width of the elastic peak and P3,I is the mean value
of the central momentum wheu the scattering peak was centered on the
Ith channel. The parameters Pi,I and their errors APi,I were deter-
mined by PACKALC,25 a nonlinear least squares fitting algorithm. Xz/v
between two and three were typical with most of the x2 due to poor
fitting of the tails of the distributions. These XZ may also reflect
a known 1instability in the measured shunt voltage that ranged
approximately from N.027 to 0.N87 and was neglected by the fitting
algorithm. In Fig. 19, we show some sample spectra with the fitted
curves.

The relative efficiency of the Ith detection channel was pro-
portional to PI,I’ the area of the scattering peak in the Ith detec-

tor. We arbhitrarily chose to scale the efficiencies relative to the

tenth detector. Thus, the relative efficiency of the Ith channel was

64



600
a
{
% 400 t \
c i
8 i
T f
L [
= .
< 200 b | ,‘
(‘ i
P
i
|
P \m
Q
160 180 200 227
central trajectory momentum (MzV)
900
c
f
[
Z 00 | *J !
c P
o .
€ f .
T i !
= P
g [
& 300 [ \‘
}
0 o
160 180 200 220
central trajectory momentum (Me\')
Figure 19.

(a) channel 1, (b) channel 7, (c) channel 12, and (d) channel I18.
curves show the results of the least squares fitting procedure.
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with statistical uncertainty

Aey = API’I
B LLLi
Py10

The £1 and their statistical uncertainties are presented in Table VII
and a plot is shown in Fig. 20, It is evident from the figure that
the efficiencies of the central channels were nearly equel. The
approximately linear decrease in efficiency for the extreme channels
is attributed to a decreasing solid angle acceptance that resulted
from shadowing by the walls of the vacuum chamber in the spectrometer.
Small irregularities in the channel efficiencies might have resulted
from variations in the active areas of individual detectors, such as
for numbers 7 and 12.

The momentun of a particle that entered the spectrometer along

its central trajectory and emerged through the ceater of thne Ith

channel is given by

Pr = pll + 8(1 - 0.5)]

with p. the central momentum calculated from the spectrometer shunt
voltage, 5 the dispersion, and T the channel number. We determined §

by fitting the I8 values of P53 [ to the function
*



TARLE VII. Relative channel efficiencies.
Channel € Ae
1 0.5667 0.0065
2 0.7077 0.0075
3 0.8018 0.0080
4 0.8922 (.NNRS
5 0.9735 0.0090
6 1.0007 0.nnaz
7 0.9944 n.oN073
2 1.0017 0.0094
9 1.0032 0.0094
10 1.0000 0.0094
11 0.9953 0.N094
12 N.9672 0.0092
13 0.9694 0.0092
14 0.8723 0.0087
15 0.8084 0.0083
16 0.7311 0.0080
17 0.6564 0.0074
18 0.5692 0.0068
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G(I) = p/1 + &(T -~ 9.5)) ,

with bhoth p and £ treated as free parareters. To include the

contribution from a *7.% = uncertainty in the positicns of detector

centers or, eauivalently, an uncertainty in T naf 21 = 2.0422 0 we
o 2 o
minimized a x° defined by
(1) = Py 7
2ot (P
7 sa(ry .o
AD 4 R S
I(""3,I) + ‘:’v Y
] 7
We obtained y= = 1.f7 to establisk © = (5.132 = .01y «107 2 /channe!.
The P, { are shown with the fitted curve in Fie. 21, frror bars wvere
<y

smaller than the markers for the points. Since rie distance betwecen
detector centers was l.18F cm, the momentur dispersinn of the spec-

troneter was (4.327 = O.Clp)xlﬁ-g/cn. This value is in pood aprecment

. . . -7 10
with the previous measurenents, (4,351 = 2 onray 10T Hen and

S

(64.376 + 0.021)x1073/cn,!®  where  the uncertainty A1  has  been

neglected. The dispersion obtained hv a Monte Carlo simulation that

Q
Y

traced particles through the spectroncter was A.26x10'3/cm.

We repcated the cntire procecdure for determining the channel ef-

U

ficiencies and dispersion at a laboratory scattering angle of 45°.,
This study consisted of 51 runs in which successive runs differed by
0.004 fracticnal change in central momentum. The incident beam was

+

tuned for 141 MeV n' mesons like for the previous study but the amount

of charge collected from the ionization chamber for each run was only
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0.5 uC. e redetermined the spectrometer lispersion to be
(5.127 *+ 0.012)x10"3/channel or (4.323 + 0.010)x10"3/cm with

xz/v = 1.19. The redetermined channel efficiencies were in overall

good agreement with those previously determined.

Investigations of np FElastic Spectra

Angular distributions were measured for 7p elastic scattering and
compared with the known differential cross section to search for
systematic angular variations in the solid angle acceptance of tte
spectrometer. We established calibrations for al! = beams involved
in our production measurements by normalizing our measured angular
distributions for n p elastic scattering to the krnown differential
cross sections. The elastic spectra also determined the centroid and
width of the momentum distribution for each incident beam. Data were
usually collected at 10° intervals for laboratory scattering angles as
far backward as 130° and as far forward as permitted by the 325 MeV/c
limit of the spectrometer. Most spectra were measurea only with the
target flask filled with liquid hydrogen although a few were measured
with the flask empty to estimate the size of the btackground elastic
peak. Since the wp elastic cross section was much larger than the
electron background, we included events that produced pulses 1in the
Cerenkov detector as well as those that did not.

We normalized the number of events N in the Ith detector by the
number of couats Mz in the scattering monitor during live time, by the
momentum acceptance pCG, and by the channel efficiency €;. The norma-

lized number of counts in the Ith channel is given by
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N.

1
YI =
‘MBEIPC&

and its uncertainty by

Aeq (NI + ))11/2

)2‘1———————] .

MYy = Yof(—
I It

Ve neglected contributions to AYI from the comparatively small
uncertainties in Mz and 5, which were tGe same for each channel. For
scattering angles forward of about 40° in the laboratory, the spec-
trometer bhlocked part of the pion beam from reaching the scattering
monitor. When this occurred, M, was replaced by Ml', the projected

number of counts in the monitor during live time:

M M

2 t

a1 & -
q1c

’

Myt o= (ﬁ;)

Here, q1c is the amount of charge collected from the 1ionization
chamber and <Mt/qIC> is a factor determined from preceding or
following measurements in which the beam was not blocked. MR/Mt is
the live-time fraction with M. the number of counts in the scattering
monitor ignoring the dead-time inhibit. At 20.50, the live-tim:
fraction calculated by this method usually differed by less than 0.6%
from the live-time fraction TB/Tt calculated from the numbher of event

triggers during 1ive and total time.



At each angle, the Y; were fitted to a skewed Gaussian distribu-

tion with a constant background:

P P 3 2
- 1 _ 4 _X _ X
H(py) = Wi [1 7?(x TT)] exp( 7?] + Pg ,
with
Py — ¥
X = ——
a

The centroid up and width o of the momentum distribution for the
scattered pions were parametrized in terms of the centroid P3 = Uy and

Ad e e EU N s
SALTT o8y L. Litxaa s a1

wideh Do o= 5 ofF the incldent momontunm
wideh P, Sy © i uleti o
the elastic peak was based on the assumption that a large number of
effects combine to give a distribution that is approximately Gaussian

near the peak. The centroid of the distribution for scattered pions

was calculated as
H = Plab ~ Ploss

with P1ap the mean momentum of the scattered pions calculated from
kinematics and Ploss the momentum loss caused by collisions with

atomic electrons in the target. Ploss 1S Biven by

_g— 2 Pray  —— P1ap
“Ploss T “in g duy out “gx

where the first term on the righthand side gives the cffect of

73



74

momentum loss by the incident beam hefore it iInteracted in the target

and the second term is the momentum loss after the interaction. Sin

and Sout are the average path lengths traveled into and out of the
target, before and after scattering, respectively. The calculation of

Plab’ and hence Ploss? took into account that cosby the mean cosine

of the scattering angle, differed from cosfy.p, the cosine of the

noninal scattering angle. Sin’ Souts and cosfy,y were calculated,
together with higher-order terms, with a Mon:te Carlo program. Further

details of how Pi1ah and Ploss vere calculated are discussed in

Appendix A. The width of the momentum distribution of scattered pions

can be written aslo
dplnb n 1/2
_ R0 2 2 2 2 2 2
g = [(cb md“b ) + Oang * O10ss Ispot * Ocour t ostrag] ’

where we have assumed that the many small contributions to the width
can be added in quadrature. The first term represents the contribu-
tion from the 1incident beam, Oang is a contribution due to rhe

variation in the scattering angle caused by the finite angular

acceptance of the spectrometer, is a contribution due to

%10ss
variation in the path length in the target, Ispot is a contribution
due to the height of the beam spot at the target, Oecpul 18 @ contribu-
tion to the width from the variation in the scattering angle caused by
multiple small-angle scattering, and Istrag is a contribvtion from

straggling in the target. A discussion of each of the terms in the

quadrature sum 1s also presented in Appendix A. The optinum value for



the centrold of the incident momentum distribution was determined by

forming a weighted average of the Hy:

X ub(Aub)-z

u =
beam -
2 (Aub) 2

b

with the sum rumning over all angles. The optimum value of the width
Oheam of the incident momentum distribution was found in the same
manner from the o and their uncertainties.

The differential cross section in the c.m. system for a given

scattering angle was proportional to Pl’ the area under the skewed

Gaussian peak:

Here, J is the Jacobian required for effecting the transformation from

the laboratory to the c.m. system:

dcoselab
J = | =
dcos?®

p(E Eyap = Y mq

Plab

where p and E are respectively the momentum and total energyv of the
scattered pions in the c.m. system and Ei.p Is the total energy of the
scattered pions 1in the laboratory. The factor D corrects for pion

decay and is given by
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with A = 355 cm the average path length from the LH2 target to the
focal plane of the spectrometer, m, the mass of the charged pion, and

T c = 780.4 cm, where T1_ 1is the mean lifetime of the charged pion.

m m

This decay correction was checked by a Monte Carlo program called
NECAY 'l"lIR'I‘LF,26 that traced pions and muons arising from the decay of

pions through the spectrometer and detector system. The quantity T is

T R T FU 13 TS TP SR

gt was Gecelwiiicd OF

requiring values of the measured cross section to agree on the average
with values of the known cross section. More precisely, T was chosen

to minimize the quantity

(y; - £5)°

’ 2 2
(ay? + (af )

>
I
]

where Yi is the ith value of the measured cross section, fi is the
corresponding value of the known cross section, and Ay; and Af; are
their respective uncertainties. The sum runs over all angles for a
given heam. The subroutine SCATPI,27 which was based upon the phase

15 generated values and

shift analysis of Carter, Bugg, and Carter,
uncertainties for the known differential cross section at incident

kinetic energies below 300 MeV. SCATPT used, as input, the incident

beam momentum estimated for loss of momentum at the center of the



target and cos®, the cosine of the scattering angle 1in the

c.m. system. The uncertainty in ;% was calculated as

A(=2) = do [(fil 2 4 ﬁi& 21172
dQ ds Pl M2 ’

with "By the uncertainty in Pl obtained from the least squares
analysis and AM, = /ﬁ;:? the statistical uncertainty in M.

Most of our data for mp elastic scattering were collected with
the target flask full of liquid hydrogen although we collected data at
a few angles with the flask empty to estimate the size of the elastic

the Llasn empiy Lumedrately

SO a0 LUG L WL

before or after collecting data at the same scattering angle with the
flask full. Only half as much charge was collected from the
ionization chamber with the flask empty as with the flaskx £full.
Hence, elastic spectra measured when the flask was empty generally had
rather poor statistics. When we fitted elastic spectra measured with
the flask empty, only P, the area under the elastic peak, and Pg, the
constant background term, were allowed to wvary. The width Py,
centrold Py, and coefficient of skewing P, were held fixed at the
values established for the spectrum measured at the same angle with
the target €lask full of liquid hydrogen. The width and centroid of
the momentum distribution of scattered pions were calculated from Pz
and Py as before except that momentum loss in the target was
neglected. The relative size of the background clastic peak was pro-
vided by the ratio (Pl)empty/(Pl)full’ where the subscripts full and

enpty indicate the status of the target flask. This ratio depended
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weakly on the temperature of the target since the ratio tended to be
slightly smaller whenever we measured a spectrum with the flask empty
before we had measured the spectrum at the same angle with the flask
full. 1In such cases, hydrogen gas in the target had warmed above the
boiling point, which resulted in a lower proton density. On the other
hand, when a spectrum was measured with the flask empty after the
spectrum had been measured at the same angle with the flask full,
hydrogen gas in the target flask was still near the boiling point and
relatively dense. Although the temperature dependence was poorly de-
termined, we estimated that it was only about a 207 effect. Thus, we

averaped results of all spectra measured with the target flask both

P PO 15 T S R, = Tar i ey simavag
[ L T2 Lav silavoeo

ML anud il i oo 'T‘z""-1'.'e:npty’!!‘:‘:rl”full;‘ = Usiiie
of the density of protons 1in gaseous hydrogen at 20° K and in the

mylar target walls, we expected <(Pl) /(Pl)full> < 0.02, with most

empty
of the background due to scattering from the gaseous hydrogen. Thus,
onr measured ratio 1s probably a reasonable estimate of the size of
the background elastic peak. Since our production measurements

involved the difference between the pion production rates with the

flask full and empty, their appropriate normalization is
o = - -1
T T = P Denpey/ (PP eu1?1 s

rather than simply T.

Our study of n+p elastic scattering 1involved three separate
measurements at 141 ™eV in which each 17 beam had Ap/p = 2.2% (FWHM).
ﬂ+p elastic scattering was measured at several angles for which 2 uC

of charge was usually collected from the ionization chamber.



Elastically scattered 1t mesons were observed by the spectrometer as
forward as 20.36° in the laboratory. Only measurements as forward as
30° were included in the analysis because of a sizable background of
m7 mesons that were scattered from 12¢ {n the mylar target flask. At
30°, this background produced events in the upper four or five solid-
state detectors that were also not analvzed. Measurements of the
angular distribution of the elastically scattered 1t mesons were com-
pared to the prediction of SCATPI.2Z7 At 141 MeV, the cross section
for w7 mesons is known with two or three times the acc:racy as that
for 7~ mesons. The predictions of SCATPI at this energy allowed com-
parisons with the known differential cross section at the 1% level.
Thus, each 7t beam provided an individual test for a possible
systematic variation in the solid angle acceptance of the spectrometer
with angle. The use of three separate measurements also provided a
means to check the rerroducibility of a given beam tune.

Sample spectra for n+p elastic scattering are presented in
Fig. 22 for several laboratory scattering angles. The results of the
spectra are presented in Table VIII for the first beam, in Table IX
for the second, and in Table X for the third. The quoted errors in vy
and 0, are the root mean square (r.m.s.) deviations predicted by tne
fitting algorithm. x2/v for the fitted spectra ranged from 0.99 to
5.63. It was evident from the plots of the fitted spectra that the
functional form of H(pI) was not entirely sufficient for describing
the present measurements with their 0.03% statistical accuracy. The
largest contributions to XZ usually came from tht2 region of a peak’s
centroid. In general, when fits were of poor quality, the fitted

curve overestimated the area under the peak in the region of the
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Figure 22. Sample spectra for w+p+ﬂ+p at 141 MeV. Spectra are for

laboratory scattering angles (a) 30°, (b) an°, (e) 100°, and (d) 130°.
These sample spectra were all measured for the second beam. The
curves show the results of the least squares fitting procedure.



TABLE VIII. Results from n+p+w+p spectra at 141 MeV (first beam).

d
1.  cOSB Eg(mb/sr) u, (MeV/c) op(Mev/c) xz/v

40 0.642 11.490 * 0.080 243.677 * 0.018 2.210 * 0.018  4.46

50 0.474 9.116

i+

0.068 243.631 * 0.020 2.285 * 0.023 5.63

60 0.292 7.420

I+

0.056 243.604 * 0.022 2.274 * 0.025 3.97

70 0.106 6.904

1+

0.054 243.674 * 0.024 2.345 * 0.029 2.11
80 ~0.075 7.316 * 0.058 243.650 * 0.024 2.334 % 0.030 2.94%
90 -0.247 8.553 * 0.066 243.612 * 0.024 2.279 * 0.030 3.57

160  -0.405 10.758

i+

0.080 243.613 * 0.023 2.280

1+

0.02¢8 3.41

110  -0.545 13.393

I+

0.095 243.596 * 0.022  2.303

i+
o
.

o
%]
[«

1.68

i+

120 -0.667 15.903

1+

0.111 243.728 0.021 2.283 = 0.024 3.67

130 -0.770 18.789 * 0.128 243.561

+

0.019 2.238

i+
o
N

o
N
—

2.65

centroid. This effect was always very small for at

spectra and the
contritution to the area was estimated to be less than l%. No
systematic angular variatioa was apparent for measurements of che cen-
troids of the momentum distributions. For the centroid of each beam,
the r.m.s. deviations predicted by the fitting algorithm were about
half the r.m.s. deviation from the mean of the measurements. The
fitting algorithm included statistical errors for the number of scat-
tering events in each solid-state detector but neglected uncertainties
in the positions of the detectors, an instability of the measured
shunt voltage, and reproducibility of the magnetic fields. Measure-

ments of the momentum width tended to decrease ulightly at forward

angles, which 1is not wunderstood. For the width of each beam,
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IX. Results from w+p+w+p spectra at 141 MeV (second beam).

TARLE
elab cos®B E-g(mb/sr) ub(HeV/c) ob(MeV/c) xz/v
ds
30 0.788 14.121 + 0.098 243.648 * 0,021 2.216 * 0.020 3.11
40 0.642 -11.504 + 0,120  243.760 * 0.027 2.208 + 0,028 2.48
40 0.642 11.365 + 0,081 243,748 * 0.018 2.224 £ 0,018 2.81
50 0.474 9.029 £ 0.070 243.661 * 0,021 2.262 £ 0.023  2.49
60 0.292 7.395 * 0.057 243,754 £ 0.023 2.311 £ 0.026 1.98
70 0.106 6.866 £ 0.054 243,714 * 0,024 2,298 * 0.028 4.69
80 ~-0.076 7.204 * 0.058 243.739 * 0.025 2.34% £ 0.031 1.66
90  -0,247 8.638 £ 0.068  243.660 + 0.025 2,345 *+ 0.031 4.74
100 -0.405 10.699 * 0,117 243.707 £ 0.035 2.334 £ 0.043 2.64
100  -0.405 10,798 + 0,082  243.661 + 0.024 2,349 * 0.030 2.23
110 -0,545 13.525 + 0.098 243,615 * 0,023 2.332 + 0.027 2.0l
120 -0.667 16.100 * 0,114 243.632 £ 0,021 2.316 + 0.024 3.75
130 ~0.770 18,912 + 0,132  243.605 % 0.020  2.269 + 0.022 3.87
TABLE X. Results from n+p+w+b spectra at 141 MeV (third beam).
01, cos® Sg(mb/sr) wy, (MeV/c) o, (MeV/c) x2/v
dQ
50 0.474 9.022 * 0,177 243,576 *+ 0.056  2.323 * 0,063 0.99
50 0.474 8.886 * 0.074 243,449 + 0,023  2.241 + 0.025 2.42
70 0.106  6.748 * 0.070  243.511 * 0.032  2.375 * 0.038 1.25
90  =0.247 8.795 £ 0,118  243.369 * 0,043  2.326 * 0.054 1.18
110 -0.545 13.427 * 0.160 243.543 + 0,037 2,271 £ 0,046 2.46
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r.m.s. deviations predicted by the fitiing algorithm were also about
half the r.m.s. deviation from the mean of rhe measurements, whick
again reflects the fitting algorithm’s neglect of some uncertainties.
Table XI summarizes the optimum centroid and width and their
r.m.s. deviations from their mean values predicted by measurements at
each angle for each nt beam. These values together with the results
for the =n~ beams discussed below suggest that beam cunes were repro-
ducible to within about 0.2%. For our measurements of 7'p elastic
scattering, we opened the momentum slit of the pion channel 3.8l cm.
The S.GX1O—3/cm dispersion16 for the west leg of the channel predicted
Ap/p = 2.1% (FWHM) for this setting, in good agreement with our
measured Ap/p = 2.27%. Each measurement of Upeam for the rt beams was
about 2% lower than the 248.54 MeV/c predicted by the computer codes
used to tune the channel. Table XI also presents the T’ and xz/v that

resulted by varying T for eacn beam until values of the measured cross

TABLE XI. Results from the study of n+p+n+p. Each quoted uncertainty
is the r.m.s. deviation from the mean of the measuremenis at each

angle.

. 2
T Hbeam %beam T X/
(MeV) (MeV/c) (MeV/c) (mb/sr)(monitor counts/mw)
14128 243.635 * 0.051 2,272 £ 0.043 73.69 £ 0.91 2.77
141b 243,682 * 0.057 2.279 * 0.053 74.67 £ 0.57 0.64
141¢ 243.477 * 0.069 2.288 * 0.065 76.46 * 0.75 0.70

3First beam.
PSecond beam.
€Third beam.
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section agreed on the average with values of the known cross section.
Fig. 23 compares the angular distribution obtained for each beam with
the cross section predicted by SCATPI. For the first measurement, we
observed a variation from the predicted angular distribution of about
1.3% which gave xz/v = 2.12 when we determined T. For the second and
third measurements, we obtained Xz/v of 0.64 and 0.70, respectively,
and any angular variation was estimated to be 1% or 1less. For n+p
elastic scattering at 141 MeV, SCATPI's predictions are not expected
to be in better agreement with measurement. The first measurement had
a larger X2/V than the second or third because weasurements of the
angular distribution at 70° and 120° for that beam differed by about
27 from the predictions of SCATPI.

Angular distributions for 7 p elastic scattering were measured

for each incident ©~ beam employed in the measurement of the = pantnn
cross section. Data were usuvally accumulated at each angle until
20 uC of charge had been collected from the ionization chamber. At
the lowest energies, only measurements as forward as 40° were analyzed
because of a background of 7~ mesons scattered from 12¢ in the mylar
target flask. At higher energies, the most forward angle at which
elastically scattered n mesons could be detected was restricted by
the upper momentum limit of the spectrometer. Our analysis of the
elastic spectra yielded the relative 7 p elastic cross sections and
the centroid and width of each incident momentum distribution. For
incident kinetic energies 1less than 300 MeV, SCATPI also normalized
angular distributions of the elastically scattered =~ mesons to

measurements of the known differential cross section. For incident

kinetic energies greater than 300 MeV, the angular distributions were
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normalized to cross sections graphically interpolated from the 370 and

410 MeV measurements of Ogden et al.,28 the 310 MeV measurements of

Rugge and Vik,29 and the 264 and 292 MeV measurements of Bussey
et a1,30 The procedure for interpolating wvaiues and assigning

uncertainties at incident kinetic energies greater than 300 MeV has

been discussed by walter.!0

The 7~ beams were studied five times at 203 MeV, three at
229 MeV, one at 256, and one at 358 MeV. Each incident m~ beam had 2
Ap/p of about 4.1% (FWHM), so they were about twice as wide as the at
beams discussed ahbove. Sample spectra at each energy are displayed in
Figs. 24-27 and the results of the analyseF of the spectra are pre-
sented in Tables XII-XVI and Fig. 28 for 203 MeV, Tables XVII-XIX and
Fig. 29 for 229 MeV, Table XX and Fig. 30 for 256 MeV, and 1in
Table XXI for 358 MeV. The quoted errors in Hy and oy, are che
r.m.s. deviations predicted by the fitting algorithm. Xz/v for the
fitted spectra tended to be quite large, particularly at forward and
backward angles where the trial function poorly described the centroid
region and skewing of the peaks. xz/v of two were typical for
measurements at 90° whereas x?/v near ten were typical at 40°. These
large xz/v reflect the inadequacies of the function H(p;) for fitting
the present measurements, for which the centroids were determined with
a statistical accurary of about 0.02%Z. TUnfortunately, the structure
of the measured spectra was sufficiently complex that we failed to
conceive of a more satisfactory function. The probiem of over-
estimating the area under the peak discussed above for 7t beams was

more serious for the wider n~ beams. For the worst cases, we estimate

that the area under the elastic peak was overestimated by about 2%.
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TABLE XII. Results from w p>7 p spectra at 203 MeV (first beanm).

8145 cOS® g—g(mb/sr) uy, (MeV/e) o, (MeV/c) )(_2/\)
40 0.619 2.026 * 0.027 312.688 * 0.042 5.366 £ 0.076 11,46
50 0.443 1.489 £ 0,021 312.225 + 0.047 5.526 * 0.085 7.54
60 0.256 1.072 * 0.016 312.256 * 0.053 5.478 * 0.097 1.38
70 0.068 0.843 + 0.015 312.308 £ 0.064 5.673 * 0.121 4,49
80 -0.114 0.789 £ 0.014 312.396 * 0.067 5.686 * 0.122 2.00
90 -0.284 0.876 * 0.014 312.404 * 0.068 5.773 * 0.119 1.72
100 -0.437 1.086 + 0.014 312.352 £ 0.059 5.62z * 0.091 3.49
110 -0.572 1.403 % 0.015 312.432 £ (0.052 5.667 * 0.078 5.06
120 -0.688 1.694 * 0.016 312.657 £ 0.049 5.478 * 0.064 4,14
130 -0.785 1.965 = 0.016 312.594 % 0.047 5.327 * 0.053 5.35
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TABLE XIII. Results from m p+m p spectra at 203 MeV (second beam).

E 8 49 (mb/sr) (MeV/c) (MeV/ 2/v
1ab cos " sT uy(MeV/c op(MeV/c) X
40 0.619 2,058 £ 0.024 311.988 + 0,040 5.481 + 0.065 18.16
50 0.443 1.493 £ 0.017 311.629 * 0.046 5.584 * 0.070 8.02
60 0.256 1.079 * 0.014 311.713 * 0.053 5.543 * 0.082 4,88
70 0.068 0.849 * 0.013 311.897 + 0.060 5.594 t 0.102 4 .06
an -0.114 0.791 + 0,013 311.912 * 0.065 5.680 £ 0.112 3.37
9n -0,283 0.889 * 0,014 311.703 % 0.067 5.871 * 0.109 1.55

100 -0.,437 1.110 £ 0,013 311.853 * 0.056 5.732 *+ 0.085 3.94

110 ~-0.572 1.390 = 0.014 311.917 * 0.050 5.645 * 0.072 7.38

120 -0.688 1.684 * 0.015 312.012 * 0.048 5.668 t 0.061 0.03

130 -0.785 1.948 £ 0,016 311.973 * 0.045 5.403 £ 0,051 10.83

TABLE XIV. Results from 7 p+% p spectra at 203 MeV (third beam).

9 E 99mb/sr) (MeV/c) (MeV/c) 2/y
lab cOoSs ETe) Ub e (o} (Ib Jde (o4 X
40 0.619 2,004 £ 0.026 312.752 * 0.043 5.427 * 0.074 9.39
60 0.256 1.070 £ 0.015 312.433 £ 0,052 5.443 * 0.091 4,96
80 ~-0.114 0.769 £ 0.013 312.668 * 0.064 5.534 * 0.112 1.43
90 -0.284 0.868 * 0.014 312.432 * 0.065 5.723 * 0.111 2.59

110 -0.572 1.371 * 0.015 312.816 = 0.052 5.679 * 0.076 3.08




Results from 7 p+7m p spectra at 203 MeV (fourth beam).

TABLE XV.
81, cosB g—g(mb/sr) uy, (MeV/c) o, (MeV/c) Xz/\)
40 0.619 2.047 * 0,032 312.816 % 0,053 5.295 £ 0.087 11.12
40 0.619 2,010 * 0.028 312.794 % (0.048 5.280 * 0.079 8.47
50 0.443 1.462 + 0.016 312,491 % 0.041} 5.290 * 0.068 12.04
60 0.256 1.072 £ 0.014 312.%6 % 0.050 5.402 = 0.086 4,86
70 0.068 0.845 = 0,013 312.517 * 0.058 5.510 = 0.104 1.89
80 -0.114 0.792 * 0.012 312.485 t 0.061 5.522 * 0,106 3.37
90 ~0.284 0.898 £ 0.012 312,538 + 0.058 5.579 * 0.097 3.55
100 ~0.437 1,089 * 0.012 312.640 £ 0.052 5.512 £ 0.079 3.39
110 ~0.572 1.395 + 0.013 312.703 * 0.046 5.386 * 0.063 3.87
120 ~0.688 1.669 £ 0.014 313.089 * 0.044 5.209 * 0.055 7.81
130 ~-0.785 1.960 + 0.015 313.146 * 0.042 5.143 + 0.047 9.90
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TABLE XVI. Results from n p+7 p spectra at 203 MeV (fifth beam).
B1,p COS8 d—C,-(mb/sr) up(MeV/c) op(MeV/c) )(2/‘\1
dQ

50 0.443 1.469 * 0.017 312.536 * 0.042 5.304 £ 0.070 9.00
60 0.256 1.059 £ 0.014 312.454 * 0.050 5.404 * 0.085 7.42
70 0.068 0.837 £ 0.013 312.585 * 0.058 5.508 * 0,102 3.28
80 -0,114 0.787 * 0.011 312.544 * 0.060 5.500 * 0.100 1.85
90 -0.284 0.898 +* 0.012 312.732 * 0.05% 5.462 *+ 0.094 4,09
100 -0.437 1.103 £ 0,012 312.748 * 0.051 5.580 * 0.081 2.36
110 ~0.572 1.360 * 0.013 312.790 * 0.047 5.370 £ 0.065 4.53
120 -0.688 1.706 * 0.014 313.203 £ 0,044 5.325 * 0.056 7.66
130 -0.785 1.978 * 0.015 313.136 * 0.041 5.185 + 0,048 9.87
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TABLE XVII. Results from 7 p»n p spectra at 229 MeV (first beam).
8,5 cos9 gg(mb/sr) uy (Mev/c) o, (Mev/c) x2/u
dQ )

40 0.611 1.564 * 0.090 336,558 £ 0.363 10.158 * 0.351 2.83
40 0.6N9 1.575 * 0.018 342.087 £ 0,055 6.106 * 0,074 6.61
50 0.430 1.206 * 0,018 341.661 * 0.0R4 6.420 * 0.104 3.96
50 0.430 1.187 + 0.019 341.894 + 0.NR3 6.234 * 0.109 2.70
60 0.241 N.R87 * 0.01N 341,292 £ 0.076 6.367 £ 0.086 1.87
70 N0.052 N.701 + 0.014 341.398 * 0,075 h.286 * (. 147 1.95
&0 -N,129 0.637 £ 0,013 341.152 £ 0,082 h.249 * 0,156 2.64
90 -0,298 0.703 + 0,010 341,160 * 0,078 6.289 t 0,114 1.50
N0 -N.450 0,912 + 0.012 341.277 + 0.071 6,256 £ 0.104 2.57
110 -0.583 1.144 + n,013 341.266 * 0.063 6.236 * 0,091 3.14
120 -0.697 1.384 +# Nn,0173 341,426 t 0,057 6.718 £ 0,074 4,62
130 -N,79] 1.634 + 0.014 341.509 £ 0,051 5.914 * 0.059 5.38




TABLFE XVIIT.

Results from a p+7 p spectra at 229 MeV (second beam).

elab cosf %g(mb/sr) ub(HeV/c) ob(Mev/C) Xz/\J
40 0.609 1.631 + 0.018 342,245 * 0,045 5.975 £ 0.068 11.80
50 0.430 1.187 + 0,011 341,570 * 0.050 5.883 £ 0.062 6.61
60 0.241 N.885 * 0.009 341,100 * 0.064 6.091 * 0,071 4.25
70 0.052 0.695 £ 0,012 341.181 £ 0,068 6.067 * 0.129 2.61
80 -0.129 0.648 * 0.011 341,060 + 0.072 5,997 + 0.132 2.71
90 -0.,298 0.713 + 0.009 340.912 + 0.073 6.014 * 0.104 2.03
100 -0.449 0.88. £ 0.011 341.118 = 0.069 5.911 £ 0.097 2.51
110 ~0.583 1.133 * 0.012 341,296 £ 0.060 5.886 + 0.083 4,54
120 -0.697 1.387 + 0,013 341.532 ¢ 0.055 5.829 * 0,069 31.44
130 -0.791 1.626 * 0.014 341.509 * (0,049 5.681 * 0.057 8.17
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TABLF. XIX. Results from n p+m p spectra at 229 MeV (third beam).
31ap, cosf ig(mb/sr) up(Mev/c) oy (MeV/c) xz/v
df

40 0.609 1.629 * 0.022 342,904 + N.04T 6.036 = 0,082 8.27
50 N.430 1.183 t 0.012 342.178 * 0.053 6.058 * 0.071 6.10
60 0.241 0,884 + 0,009 341.673 * 0.058 6.118 * 0.072 4,86
70 0.052 0.684 t 0,012 341.722 £ 0.0D69 6.04]1 + 0,132 2.89
80 -0.130 0.628 + 0,012 341.472 * 0.079 6.111 * 0.145 2.87
90 -0.,29% 0.702 £ 0.01N 341.490 £ 0,076 6.203 £ 0.112 1.78
100 -N.450 0.899 + 0,012 341.711 * 0.071 6.182 = 0.109 1.79
110 -0.583 1.120 £ 0.013 341.639 * 0.063 6.105 * 0.091 3.83
120 ~N.697 1.376 +# 0.013 341.915 * 0,056 5.993 * 0,073 3.59
130 -0.791 1.638 + 0.N14 342.042 £ 0,051 5.913 * 0.061 5.89




18
a b
- 1af - 1k f
‘z -
=] £=
- 10 | << a0 b
< 3 B
. e . ]
oL I : or
-0 -03 02 07 oy -03 02 o~
cos 8 cos @
18
c
N
£Z
= 1o b
¢
L
66 - ’
-08 -03 02 07
cos 8
Figure 29. Angular distribution of n p+n p at 229 MeV. Measurements
and (c¢) third beam, The

are for (a) first bheam,
curves represent the interpolation of SCATPI.

(b) second beam,

99



TABLE XX. Results from n p»7 p spectra at 256 MeV.
81ap cosf gEJ—(mh/Sr) ub(HeV/c) o, (MeV/c) )(2/\J
dQ

6N N.227 N.7735 £ 0.0112 369.929 £ 0.058 6.432 + 0,113 4,06
70 n.n37 N.5975 * N0.NNR7 369.655 * 0.066 6.440 £ 0,123 1.89
/N -0.144 0.5442 * 0.0090 369,185 * 0.0R0 6.606 £ 0,143 3.31
30 -0.,312 0.5885 * 0.0087 369,113 % 0.079 6.536 £ 0,133 2.31
100 -0.4A1 N0.7144 £ 0,009] 369.,D85 + 0.N74 6444 = 0,117 3.75
110 -N.593 0.9019 + N.010N  369.447 + 0.069 h.265 * N,.098 2.74
120 ~-0.704 1.1149 £ n.0105 369.877 *+ 0.062 6.383 £ 0,080 3.93
130 -0.,797 1.3062 + N0.0109 369,846 = 0.055 6.1ln4 £ 0,063 7.21
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TARLE, XXI. Results from m p+7m p spectra at 358 MeV.

8 cosH E(ﬂ'lb/sr) u, (MeV/c) oyn.(MeV/c) xz/v
lab an b b

a0 -0.361 0.3967 * 0.0062 478.25 * 0,11 8.57 * 0.22 2.37
100 -0.504 0.4401 * 0.0056 476.94 £ 0.10 8.59 + 0.18 2.39
110 -N.627 0.5223 * 0.0064 476.75 + 0.12 8.43 * 0,17 2.41
120 ~0.731 0.6254 * 0.0074 477.23 £ 0,11 7.97 £ 0,15 3.14
130 ~-0.816 0.7538 £ 0.0080 477.43 £ 0.10 7.56 + 0.12 3.20
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This effect was partially compensated by a failure of our trial
function to properly describe skewing in the low-momentum sides of the
elastic peaks.

The inadequacy of our trial function to fit the data suggests
that the centroids and widths of the incident momentum distributions
were less well defined than indicated by the fitting algorithm; hence,
variations with angle might have been expected. Measurements of the
momentum width decreased slightly at forward and backward angles with
a corresponding increase in measurements of the centroid. The optimunm
centroid and width and the r.m.s. deviations from the mean centroid
and width of the measurements are given in Table XXII for each inci-
dent momentum distribution. For the centroid of each beam, the
r.m.s. deviation from the mean of the measurements was greater than
the r.m.s. deviation predicted by the fitting algoritkm by a factor of
about two or three at 203 MeV and by a ractor of abcut five at
358 MeV. For the width of each beam, the r.m.s. deviation from tle
mean of the measurements was abtout twice the r.m.s. deviations pre-
dicted by the fitting algorithm. These differences may be the result
of the inadequate form assumed for H(pI), the neglected instability in
the measured shunt voltage, or other causes. From the results in
Table XXII, we estimate that the uncertainties in our measurements of
Vheam 304 Opaan wWere about 0.1% and 3%, respectively.

For each 7~ beam, we opened the momentum slit of the P3 channel
7.67 cm. The dispersion for the west leg of the channel predicts
Ap/p = 4.3% (FWHM) at thls setting, in good agreement with our

measured 4.1%. The centroids given in Table XXII were between 1.5%
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TABLE XXII. Results from the study of n p+r p. FEach gquoted uncer—
tainty is the r.m.s. deviation from the mean of the measurements at

each angle.

T Ybeam %beam
(MeV) (MeV/c) (MeV/c)
2032 312.46 * 0.18 5.50 * 0.15
203b 311.87 + 0.14 5.58 + 0.13
203¢ 312.64 + 0.18 5.55 £ Q.14
2034 312.73 + 0.26 5.32 + 0.15
203€ 312.78 + 0.28 5.35 £ 0.13
2293 341.48 + 0.43 6.18 + 0.38
229 341.47 + 0.43 5.90 + 0.14
229¢ 342.00 + 0.48 6.05 + 0.09
256 369.60 + 0.35 6.34 + 0.15
358 477.33 £ 0.56 8.21 + 0.32

3First beam.
bSecond beam.
CThird beam.
Fourth beam.
€Fifth beam.
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and 1.67 lower than those predicted by the computer codes used to tune
the channel.

In Table XXIITI, we present values of the normalization factor T~
and the centroid and width of each incident wn~ beam, corrected for
energy loss after entering the target. These were used in the
analysis of ﬂ—p+ﬂ+ﬂ~n as discussed in Chapter V. Table XXIII also
presents the xz/v that were obtained by varying T as discussed earlier
so that values of the measured cross section agreed on the average
with values of the known cross section. xz/v for the n~ beams varied
from 0.05 to 3.82. The larger XZ reflect variations, which are not
understood, of about 2% from the predicted angular distributions at
forward and backward angles. Figs. 28-30 show that the measured
angular distributions were lower than SCATP[’s predictions at forward
angles and higher at backward angles. The variation at backward
angles is of the size and direction expected from ocur trial function’s
overestimation of the area under the elastic peaks. At forward
angles, the variation is opposite to the expected direction. Some of

the variation may reflect inconsistencies of the order of 2% in the

measurements of Carter 55_31.15 upcn which SCATPI was based.
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TABLE XXIII. Beam nourmalization factors and incident momentum
distribution parameters corrected for energy loss in the target.

T T’ Ybeam %beam XZ/V
(MeV) (mb/sr)(monitor counts/w) (MeV/c) (MeV/c)

2022 32.66 + 0.14 312.09 5.50 2.00
202b 34.53 £ 0.14 311.50 5.58 3.82
202¢ 31.58 + 0.20 312.28 5.55 0.05
2024 34.13 * 0.13 312.36 5.32 3.35
202¢ 34.11 *+ 0.14 312.42 5.35 2.59
2292 31.00 * 0.15 341.12 6.18 1.28
229b 28.62 + 0.13 341.11 5.90 2.09
229¢ 29.67 + 0.14 341.64 6.05 1.56
255 28.71 * 0.18 369.25 6.34 0.51
357 25.72 + 0.51 477.00 8.21 0.12

4First beam.
Second beam.

€Third beam.
Fourth beam.

€Fifth beam.
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CHAPTER V
CALCULATION OF THE DOUBLY DIFFERENTIAL CROSS SECTION

a2
dQdT

The doubly differential cross section for the " mesons pro-

duced in the reaction w—p+w+n-n was measured at four incident kinetic
20

d were cal-
dfdT

energies: 203, 230, 256, and 358 MeV. Measurements of
culated in a similar, but improved, manner to that used to analyze a
set of previous measurements.ln These previous cross sections at in-
cident energies 254, 280, 292, 331, and 356 MeV were recalculated by
the new method. The improved analysis more properly handled the small
statistical sampling in each detection channel. In addition, an error
matrix, sometimes called a variance—covariance matrix, was calculated

at each incident energy so that correlated errors in measurements of

2
;;;; at different locations in T-cos8® space could be properly
propagated.

Event Ractes ard Backgrounds

After adjusting the spectrometer for the desired charge, momen—
2

tum, and production angle, two sets of data for calculating ;;;;

were

accumulated, one with the target flask filled with liquid hydrogen and
one with the flask empty. FEach set was collected in one or more data
runs in which, typically, 40-~80 pC of charge were collected from the
ionization chamber. Events in each of the solid-s:cate detectors were
binned according to whether or not there was a pulse above the cut—off
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level of the Cerenkov detector. The rate of events from hydrogen that

did not produce pulses in the Cerenkov detector is given by

N~
T, T
Re = (ﬁ—‘full - {Mls)empty ’

whereas the rate of events from hvdrogen that did produce pulses in

the Cerenkov detector is given by

N N

R= (LS - S

[ \ Sfuell 'M_c-empty
My Mps-emph

The subscripts full and empty refer to the status of the target flask.
N. and Nz refer respectively to the number of events with or without a
pulse in the Cerenkov detector, summed over all functional solid-state
detec.ors. Here, as before, MQ is either the number of counts in the
scattering monitor dJduring live time or, for scattering angles forward
of 40° in the laboratory, the projected number of counts during live
time calculated from the charge collected from the innization chamber.

When the target flask was empty, the factor

S = exp(-o n L)

compensated for the reduced prechability for a pion to be scattered out
of the beam before reaching the monitor. Here, o is the total = p
cross section generated with SCATPI,27 n is the number density of pro-

tons in the target, and LU = 2.2 cm is an average interaction length
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for the beam in the target. The correction due tn S varied from ".5%
at 203 MeV to 0.2% at 358 MeV. Since SCATPI’s prediction for ¢ at
358 MeV agrees within 6% of measurement, the error introduced in 5 is
negligible. For either Rz or R., the mean square deviation is given

by (the subscripts ¢ and T have been dropped in the displav formula)

TanyT r(N + 1) r(\'ﬁ'l)w
(aR)= = l"—__g“_ifull * '“‘“E——fjempcy :
My Mg© S
The statistical wuncertainty in My, typically about (.17, was

neglected.

If we de..ote as in Chapter IIL the efficiencies of the Cerenkov
detector for detecting electrons and pions by La and € respectivelv,

then the rate of pion events from hydrogen can be written as

with the corresponding rate of electron events from hydrogen given by

-€. Rz + (1 - s")RC

s

Assume that be, and Ae_ are the respective uncertainties in ¢, and e,
-—————21/2 —————71/2 . R .
that (ARE) and (ARC) are the respective uncertainties in R=
and Rc’ and that all uncertainties combine 1in quadrature. Then the

respective mean square deviations in R and R, are
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(8R)NZ = (ey = ) 2[(e)2(ARDZ + (1 - e )Z(aR )2
+ R 2(ae )2 + R, 2(4e)?]

and

(aRZ = (e, = e 2[(e)Z(8RDT + (1 = e )Z(aR)?

2 2 2 2
+ Ry (Aee) + R_“(de )1 .

Since R and R, were not statistically independent, they had a nonzero

covariance:
(BR(BR,) = (5 = £) 2Mege (R T +7(1 = e)(1 = £)(8R)?

+

R 2 (ae)? + P 2(ae)?]

Plots of Re/RTr at each incident energy, illustrating the importance of
the et background, are shown in Figs. 31-37. Values are plotted for

each measurement in T-cos® space. The r.m.s. deviation in Re/Rn’

which was calculated as

R R, (8R)Z  (aR)? (AR,)(4R,) 172
-2

‘e
— + ,
R‘IT Rez Rﬂ_f RERTT

=3
—
1]
—
i

is given in parentheses beside the calculated ratio at each point. At

a gliven incident energy, Re/RTr increases at forward angles. When

Re/RTr exceeded unity, the electron background was large and the

ahility to accurately separate electron and pion events was extremely

important. At the twa lowest energies, 203 and 230 MeV, the et
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Figure 36.
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background was quite large for most measurements, with an event rate
for ele?trons several times that for pions. About 60% of the measure—
ments at 256 MeV were sensitive to the e’ background. At 280 MeV, the
et background was significant only for measurements at the most
forward angles, whereas at the three highest energies, 292, 331, and
357 MeV, the background was almost negligible,

Another important quantity was the ratio (Rw)empty/Rn’ which
measured the size of the background of events identified as pilons that
were unassoclated with the liquid hydrogen. Here, (Rﬂ)empty is the

calculated rate of events identified as pions when the target flask

was empty:

(R.) - Ee(RE)empty - (1= Ee)(Rc)empty
m’/enpty e <~ &

The corresponding rate of events identified as electrons when the

target flask was empty is given by

(R.) = -Eﬂ(RE)empty + (1 - En)(Rc)empty
t 2
e’empty £, - €y
where (RE)empty = [NE/(HES)]empty and (Rc)empty = [Nc/(MES)Iempty‘
The quantity
(&R _)Z = (e, = )72[(e,)Z(ARS)2Z + (1 - e )2(8R )2
T/ empty e m e ‘c’/empty e c’empty

2 2 2 2
+ (Re)empty(AEe) + (Rw)empty(AEw) I
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is the mean square deviation in (Rw)empty and

(ARﬂ)(ARﬂ)empty = (&g ~ Eﬂ)-zl'(ee)z(ARE)empcy

-a- Ee)Z(ARc)empty + (p‘e)(Re)empt)’(AEE)2

+ (R (R eppry(Be,)2] &

is the covariance in R1T and (Rw)empty' To minimize the uncertzinty in

Rﬁ, we apportioned the time spent on each production measurement

according to the relation

11/2

’

tempty _ (Rﬂ)empty/Rﬂ

=1 |

empty

where teull and tempty represent the amounts of time in which the
target flask was respectively full or empty of liquid hydrogen. When
(Rn)empty/Rn was large, it was necessary to measure for equal amounts
of time with the flask empty and full so that the rate of events
measured with the flask empty and full were established with equal
accuracy. To reduce the wuncertainties in such measurements was
clearly difficult and required substantial amounts of time. Further-
more, the reliability of our technique of subtracting background in

such cases was, at best, questionable. Plots of (Rw)empty/Rﬂ at each

incident energy are shown in Figs. 38-44 for each measurement in

T-cosf space. The r.m.s. deviation in (Rw)empty/RW’
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Figure 39.
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Figure 41,
experiment.
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Figure 42.
exXxperiment.
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Figure 43,
experiment.
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((8RZ (8R)Z

A[(Rn)empty] - (Rn)empty empty +
R R 2 2
s i (Rn)empty Ry

(AR (AR groe o 172

’

R Rdempey

is given in parentheses beside the calculated ratio at each point. At

N . . . +
a given incident energy, (R")empty/R1T increased as the T momentum in

the laboratory decreased. The pion background was significant when

(Rﬂ)empty/Rﬂ was greater than unity, This was the case for all

measurements at 203 MeV and for most at 230 MeV, which indicates the

difficulty of those measurements. The (Rﬂ)empty/Rﬂ’ which varied from

1.2 to 4.4 at 203 MeV and from 0.6 to 3.3 at 230 MeV, decreased with

incident energy until, at 358 MeV, the values varied from 0.l to 0.4.

The Noubly Differential Cross Section and Matrix Element
2
QdT

The doubly differential cross section was proportional to

R, the rate at which pilons were produced from hydrogen in the target.
2
Since these ;BdT were strongly dominated by phase space, they varied

rapidly with the kinetic energv of the final-state 7t meson. To

facilitate our efforts to model the production measurements, we
reduced the doubly differential cross section to the mean square
modulus of the matrix element, a quantity which varied relatively
slowly in T-cosfO space.

Each measurement of the pion event rate represents an average
over the momentum distribution of the incident beam and an integration

(replaced by a summation) over the momentum of the detected pion:
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a%s

Ry = % Fp J (3535)1 w(pyn) dpPyp -
The distribution function was :ssumed to be Gaussian:

1 (Pin 7 ¥
w(py,) = N exp[- 3 (—13-1-&;&)2]
am

As discussed in Chapter IV, the beam centroid Ybheam and width Sheam
were inferred from measurements of m p elastic scattering with the in-

cident beam. N is a normalfzation constant determined such that
f w(pin) dnin =1,

with integration limits Mpeam ~ Zcbeam and Mheam T 2°beam’ The treat-

ment of usinz a Gaussian distribution function with a finite domain is
a -.nvenilent approximation to the true form of the distribution

function, which is unknown.

The summation above includes all detection channels, which are
indicated by the index I. The quantity (ég%%)I represents the doubly
differential cross section for n' mesons detected in the Ith channel
when the incident momentum was Pin- FI is an overall factor to
normalize the Ith channel by 1its momentum acceptance and relative

efficiency, to correct for pion decay, and to normalize the measure-

ment to known cross sections. We can write



where pCG is the momentum acceptance of a rhannel, €; is the relative
channel efficiency, and T’ is the normalization factor determined from
measuremeats of 7 p elastic scattering. Pion decay, which has been

discussed earlier, is corrected for by the factor Djp:

The quantities m, and 7, are, respectively, the mass and mean lifetime
of the charged pion. A was the mean path length from the target to

the focal plane of the spectrometer and py was the momentum of

2
partii;es detected in the Ith channel. We can transform (é%é%)Illab
d“g

to (EEET)IlC-m- by introducing the Jacobian

-1/2

2
JI = (P12 + mﬂz) Pt /qI »

where q; {s the momentum p; transformed to the c.m. system and

2 2
d“c d‘o
(dep)Illab = (deT)Ilc.m. I -

We can write31

(dzc\ _ (dzﬁo

2
= ? >
dedr’1 deT)I ML S
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with <IM[IZ> the quare modulus of the matrix element averaged over

unobserved variables and divided by QZ, the square of the incident

c.m. momentum. The quantity

/2

dzoo _ LN

dadT 12811'4 W (m

1
Q 2q {W(Tpo = T) [2mymy + W(T,,, = T}

2 "
x 7t mn) + Zw(rmax - T

is the density in phase space integrated over unmeasured variables and
multiplied by O2 and the usual flux factor.32 In this expression, m,
and m, are the respective masses of the proton and neutron, W is the

total c.m. energy, q and T are, respectively, the momentum and kinetic

energyv of the 7t in the c.m. system, and

(W= m)? - (m, + mn)2

Thax = W

is the maximum value of T allowed by kinematics. We assumed that
(lHlIZ> varied very slowly over the momentum distribution of the
incident beam and that it did not change much from one detection

channel to the next. Hence,

2
- _ c d“oq ~1
Ms = Ry [% Fr / (EEETJI J1 wlpig) dpin] ’

where lMl2 represents (lM]IZ> averaged over the momentum distributions
IHI2 is

of the incident beam and the detected pions. The error in

given by

130



(AR,,)2 N (AT')2]1/2-

2 .2
- T

Az = M2 |

R

The average incident momentum in the laboratory associated with

each measurement of |M|2 was calculated with the same weighting:

dZOO
LFr f pin (Gegpin 71 0(Pin) dpyy
Pin = . d20 ¢
z FI f (de;)I JI uj<pil'l) dpin

1

The incident kinetic energy in the laboratory for a set of measure-

ments was
n

T" = (Pnz +m 2) T My,

with p, the average value of p;, weighted over each measurement in

T-cos9 space:

1 Pin (M1Z/8107)2

P.".
T OmiZ/amZy2

Since variations in the Pi, were always less than 1%, the choice of
how to average was not critical. The p, obtained for our several pro-
duction beams were always greater than the corresponding values of

Hpeam DY less than 1%Z. We estimated the error in T, to be about 0.27%.
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The kinetic energy T and cosine of the production angle cosf® in the

c.m. system were found in a manner similar to that used to calculate
2

From p_ and T d”% was calculated for each measurement of IMI2
n * 40dT

in T~cosf space to give the doubly differential cross section

Pin®

dzo dzoo THTZ
dadT  dadT

]

in the c.m. system and its uncertainty

dzo _ dzoo i
(L= = AIMIZ .
dadT aadT
g2
In Tables YXIV-XXXII, we summarize the values calculated for dQJ;

and |M|® at each incident energy. These tables give a statistical
error, which includes only the errors for the counting statistics of

the production measurements, and a total error, which includes,
INI2

additionally, the contributions from Ae, and AT’. Our measured

are shown in Figs. 45=53 with their total errors given in parentheses.

Error Analysis
For a given incident energy, values of TﬁTz-measured at diferent
locations in T=cosf9 space often depended on quantities common to many
or all of the measurements. Examples of such quantities are the
electron efficiency of the Cerenkov detector €a and the normalization
factor T’ determined from measurements of n p elastic scattering. To
properly propagate their errors, an error matrix was calculated for

all measurements of IMI2 at each incident energy.
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TABLE XXIV. The doubly differential cross section at 203 MeV.

2 .

T T T Tror . ferer
(MeV) (m,~®) (ubesr™lemevTl) 3 %)
1.0 -0.106 18.22 0.0705 18.3 18.3
15.5  ~0.148 21.61 0.0732 32.7 32.2
15.4 0.112 14.07 0.0479 28.2 28.2
6.5 0.193 20.83 0.0744 15.2 15.2
11.0 0.194 18.51 0.0716 18.3 18.3
6.4 0.493 16.68 0.0595 13.8 13.8
10.9 0.505 22.10 0.0855 11.0 11.0
15.3 0.474 21.36 0.0730 13.7 13.7
6.6 0.784 23.55 0.0845 15.0 15.0
10.9 0.822 22.33 0.0864 12.0 12.0
15.2 0.840 22.64 0.0778 13.8 14.0
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TABLE XXV. The doubly differential cross section at 230 MeV.

2

d”o Statistical Total

T 35—9' -ﬁi_lz EQ—d_'f Error Error
(tev) (m,"6) (ubesrleMev™l) ) €3
24,5 -0.356 21,42 0.159 16.2 16.2
31.1 =0.357 16.08 0.096 27.1 27.1
17 .4 -0.057 22.47 0.172 11.0 11.0
24.7 0.045 24.79 0.183 14.8 14.8
31.0 0.043 17 .48 0.105 11.7 11.8
10.4 0.141 21.63 0.146 12.5 12.5
6.0 0.288 23.38 0.128 12.0 12.0
10.3 0.442 22,85 0.154 9.9 10.0
17 .6 0.447 27 .24 0.208 12.0 12.0
24,6 0.446 25.02 0,185 12.5 12.5
32.1 0.406 22.62 0.128 11.. 11.1
3.3 0.665 22.54 0.096 16.8 16.8
10.5 0.748 23.84 0.162 10.9 11.1
17.5 0.819 27 .43 0.210 8.3 8.3
24,6 0.849 27 .42 0.203 7.2 7.2
30.5 0.849 25,41 0.158 9.9 9.9
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TABLE XXVI.

The doubly differential cross section at 254 MeV.

data were obtained from a previous T p*T ' 7 n experiment.?

The

2 s

T wew o v et e
(MeV) (m~6) (ubssr™lemev™ly (%) €3
36.1 ~0.751 23.92 0.263 32.7 32.8
46 .2 -0.751 17.19 0.139 38.4 39.8
25.8 0.352 28.05 0.324 18.9 19.4
36.0 -0.352 28.84 0.317 13.4 13.7
44,6 -0.354 21.45 0.189 18.1 18.3
15.3 -0,198 23.80 0.245 29.5 26.5
24.2 -0.007 30.99 0.356 11.7 12.3
34.3 -0.005 32.62 0.366 9.7 10.1
43.9 -0.009 20.24 0.184 15.3 15.9
15.5 0.148 31.41 0.324 14.7 16.6
23.7 0.294 24 .46 0.280 14 .4 16.1
34.3 0.294 30.87 0.346 10.9 11.4
43.5 0.290 35.19 0.324 g.2 8.7

8.6 0.348 40.76 0.337 i5.6 15.7
15.4 0.548 25.84 0.266 14.4 18.2
23,6 0.643 31.46 0.360 10.7 12.1
23,6 0.644 31.47 0.355 8.9 9.9
42.5 0.648 27 .47 0.262 10.0 11.3
3Ref. 10.
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TARIL XXVII,

The doubly differential cross section at 256 MeV.

2 .

S e e
(Mev) (m,~®) (ubesr™lorev) (%) (%)
44,3 =-0.753 18.36 0.172 17.9 17.9
30.6 -0.673 26.32 0.310 16.6 16.6
35.1 -0.356 27 .43 0.313 12.2 12.2
44,0 -0.354 20.11 0.190 10.9 10.9
15.1 -0.257 24 .84 0.258 20.5 20.5
25.1 -0.247 26.hH 0.313 9.3 9.3
35.0 0.044 28.11 0.322 9.7 9.8
43.9 0.043 25.35 0.241 10.7 10.7
15.0 0.102 24,78 0.257 11.5 11.5
25.0 0.113 30.57 0.359 8.8 8.8

6.6 0.339 33.80 0.253 14.5 14.5
14.9 0.463 30.28 0.313 106.5 10.5
24,9 0.475 30.92 0.363 9.3 9.3
34.8 0.445 31.89 0.366 7.8 7.8
43.6 0.444 27.31 0.262 9.3 9.4

0.6 0.753 23.6R 0.177 15.8 15.8
14.8 0.820 30.71 0.317 12.9 12.9
24.7 0.846 35.91 0.421 8.4 8.4
34.6 0.R58 30.10 0.345 8.8 8.8
{3.4 0.864 31.52 0.305 7.2 7.2
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TABLE XXVIII.

The doubly differential cross section at 280 MeV.

data were obtained from a previous 7 p+*n 7 n experiment.?

The

d%s Statistical Total
T cosf TETZ dadT Error Error
(MeV) (m_~0) (ubesr™lemevly (% %)
47.0 -0.850 21.36 0.322 27.5 27.8
60.3 -0.851 22.96 0.249 23.7 24,0
33.6 -0.790 29,81 0.473 28.1 28.1
34.4 -0.502 38.68 0.615 10.9 11.0
45.9 -0,528 38.40 0.585 10.2 10.3
57.7 -0.527 29.27 0.354 12.9 12.9
20,2 ~-0.451 24,60 0.348 33.0 33.0
15.8 =0.103 30.82 0.399 17.1 17.1
29.0 -0.097 34,18 0.532 11.2 11.3
42,7 -0.107 34.64 0.541 9.3 9.4
55.8 -N,108 36.35 0.467 8.8 8.8
15.7 0.248 32.06 N.614 14.0 15.0
29.1 0.290 44,05 0.686 9.2 9.4
42,2 0.299 42.03 0.658 7.7 7.7
55.4 0.296 37.34 N.485 7.9 8.0
6.7 0,348 21.85 0.197 29.3 29.5
15.7 0.548 28.71 0.371 16.7 17.9
29.0 0.648 35.93 0,559 8.0 8.6
41.9 0.648 42.40 0.hhb 6.5 6.7
52.7 0.688 37.25 0.515 7.0 7.2
Ref. 10,
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TABLE XXIX.

The doubly differential cross section at 292 MeV.

data were obtained from a previous w p*T T n experiment.®

The

d%o Statistical Total
T cosf TETZ dadT Error Error
(MeV) (m,~ (ubest™lemevy ¢3) ()
40,5 (0,847 34.95 0.638 20.9 21.6
56.7 -0,.848 36.24 0.594 14.0 20.0
68.0 -0.852 23.68 0.284 23.5 30.8
40.7 ~0.543 44,34 0.8N9 10.6 11.0
57.0 ~-0.544 35.97 0.588 10.0 1.5
65.2 -0.557 30,97 0.417 10.8 12,1
24,5 -0.440 39.05 0.649 13.5 16.7
24,6 -0.138 37.38 0.622 11.6 23.2
40.9 -0.139 44 .50 0.812 8.3 12.2
57.5 -N.146 29,85 0.484 10.1 13.3
67 .5 ~0.154 30.90 0.380 9.0 12.1
25.0 0.255 51.08 0.854 7.8 17.4
41.1 0.264 45,80 0.836 6.9 12.1
57.7 0.253 36,07 0.583 6.2 12.7
67 .6 0.243 31.12 0.381 7.2 7.4
R 4 0.36AR 33.46 0.362 19.6 58.0
25.1 N.559 44 .77 0.750 7.7 8.0
41.1 0.A54 39.n7 0.713 7.5 7.6
58.N 0.h55 35.16 0.565 8.0 8.2
67.3 0.649 27 .84 0.346k 8.9 9.2
Avef, 1IN,
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TABLE XXX.

The doubly differential cross

section at 331 MeV.

data were obtained from a previous n p+nTx7n experiment.?

The

2

? cosh W d—d’% Sta;i::)ical giiil
(MeV) (m_ =) (ubesrerev]y (%) (%)
48.7 -0.851 39.55 1.012 10,0 10.0
£8.2 -0.851 37.93 0.926 12.5 12.5
87.4 -0.851 39.13 0.686 10.4 10.5
25.5 -0.496 39.82 0,857 10.6 10,4
45.6 -0.507 46 .56 1.181 10.5 10.6
64 .8 -0.501 41.89 1.0L5 9.2 9.2
84 .4 -0.535 34.93 0.671 11.1 11.1
27.5 -0.122 57.15 1.263 8.5 8.5
46.7 -0.121 47.35 1.205 8.5 8.5
65.8 -0.120 51.24 1.272 6.9 7.0
83.1 -0.122 36 .67 0.728 8.9 8.9

9.7 -0.054 43.39 0.616 10.7 10.8
27.2 0.244 59.74 1.315 6.7 6.7
46.6 0.270 57.62 1.467 5.8 5.8
65.3 0.276 49.67 1.236 5.3 5.3
82.7 0.276 36.12 0.724 6.8 6.8

9.7 0.346 63.71 0.905 8.2 8.2
25.7 0.553 59.67 1.287 7.0 7.1
45.0 0.647 53.10 1.345 5.1 5.2
64.3 0.650 47.06 1.177 6.3 6.3
82.8 0.653 35.27 0.706 5.8 5.9
3Ref, 10,
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TARBLE XXXI. The doubly differential cross section at 356 MeV. The
data were obtained from a previous n p*n 7 n experiment.a
%o Statistical Total
T cosh TETZ dadT Error Error
(e V) (m, ™" (ub-sr™levev™h) (% (%)
56,0 -0.851 45.04 1.383 in.4 10.4
78.1 -0.,851 45.1R 1.329 9.1 9.1
100, -0.851 38,43 0.811 10.5 10.5
33.4 ~0,552 4630 1.256 10.5 10.5
55.R -n.552 55.77 1.712 7.7 7.7
75.A -N,513 46 .05 1.367 6.9 6.9
Q7.7 0,524 37.91 N.857 7.5 7.5
1.7 -0.153 51.25 N.RAA 13.4 13.4
32 0,153 62.91 1.677 h.b 6.5
52.4 -0,143 58,41 1.778 6.1 6.2
74.3 -0.134 52.32 1.570 5.5 5.5
94.0 -0.110 41,33 1.012 he2 6.3
11.2 0.246 76,03 1.287 9.5 9.5
31.9 0.251 70,92 1.881 6.0 6.0
52.6 0.234 59.70 1.818 4.8 4.9
73.0 0.270 56 .67 1.711 4,1 4.2
93.7 0,291 39.98 0.985 5.4 5.4
.29.5 0.588 88.40 2.279 4,3 4.4
51.0 0,635 67 .66 2.050 4.5 4.5
72.3 0.656 54,95 1.663 4.3 4.4
93.3 0.h68 39.59 0.982 4.9 4.9
apef. 10,
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TABLE XXXII.

The doubly differential cross section at 358 MeV.

2

T cosf TETZ é%é% Staéi:éical gg;ii
(MeV) (m,™®) (ubesr™lamey™l) (%) (%)
55.6 -0.852 46 .68 1.447 6.7 6.8
77.7 -0.852 46.96 1.405 7.4 7.4
99.2 -0.848 35.71 N.802 9.0 9.0
33.3 -0.555 48.46 1.315 7.1 7.1
55.4 -0.554 49.83 1.544 haol 6.2
76 .0 -0.534 48,24 1.457 4.9 4.9
97.0 -0.525 37.14 0.879 6.1 6.1
It.1 -0.160 56.26 0.954 8.8 8.8
32.1 -0.157 53.87 1,443 6.! 6.2
51.9 -0.146 56.75 1.742 4.8 4.8
73.7 -0.136 49.62 1.514 4.1 4.2
94.3 -0.129 45.72 1.142 5.1 5.1
11.0 0.239 79.22 1,339 6.4 6.4
31.6 0.248 76.62 2.040 4,5 4.5
51.2 0.251 60.98 1.867 3.8 3.9
72.3 0.268 53.86 1.652 3.4 3.4
92.7 0.289 42.10 1.080 4.7 4.7
29.2 0.585 84.54 2,185 3.3 3.4
50.4 0.633 64.83 1.979 3.1 3.1
71.6 C.655 52.43 1.612 3.4 3.4
92.3 0.666 38.24 N.988 4.6 4.6
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Figure 51.
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- . A .
For the ith measurement of |M|- in T~cos? space, we introduce the

e

simpler notation: E; = |M14. Thus, we can write
Eij = (f,l - Ci)(ci - C]) s
where
gy = g(A) = gy(a) + T (24 (A, = &) .
ko%%Mex 7T

Here, A, represents the set of auantiries e~, pn, 77, (NVfu11s

(x,

) (NE)full’ and (NE) with ey and pny the parameters in-

empty’ emptv?

troduce®™ in Chapter IIT to describe the electron efficiencv of the
Cerenkov detector. When the subscript on & is neglected, we refer to

the entire set. The contributions from errors in the channel

efficiencies £1 were contained in the error assigned to T°'. To calcu-
late Eij’ we approximated the mean values with our best estimates:

Ci = §i<A) I3

-

7 . i 2 2
A = A+ 8AC

with AAk the error associated with Ay . The only terms that could
contribute to off-diagonal elements were e, pp, and T'. The

derivatives with respect to these quantities were calculated as



a:i oy eq R

) Pe Fe = £x Ry '
iy &y
arr Tt

For all of the new measurements and most of the previous ones,lO

contributions to A]HI2 from the incertainties in these quantities were

verv small. However, for most of the previous 292 MeV measurements

gathered at backward angles, the uncertainty in the electron efficien-

cy of the <Cerenkov detector was a0z, 19 This uncertainty made a

sizable contribution to A]Hl2 for those measurements and their errors

were highly correlated with correlation coefficients among different

measurements that ranged from 0.07 to 0,84, TIn Chapters VI and VII,

we discuss parametrizations of the IM'2 in terms of the measured

P e 2 .
kinematic variables. At each incident energv, we defined x~ to in—
LT s
corporate the error matrix for the IM|< so that our fitting procedure

properly accounted for correlated errors in the measurements.
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CHAPTER VI

EMPIRICAL ANALYSIS

At each incident energy, we wished to calculate the integrated

reaction cross section oR and compare it with older measurements. We

also wished to calculate <1MC[2>, the square modulus of the matrix

element corrected for Coulomb attraction in the 1initial and final

states, divided by the square of the incident c.m. momentum, and

. . 2\
averaged over all phase space. Calculations of both op and TIMT

involved extrapolations and integrations that we wished to perform in
an empirical manner. Thus, at each incident energv, we fitted our
neasured IMI2 to a plausible function of the measured Kkinemati-

. 2 . . .
variahles. Estimates of (IHC|“> obtained at each incident cnergv were

fitted to a function of the total c¢.m. energv and extrapolated to

threshold. The threshold value of <|MC!2> was compared with the pre-

’

"
diction of soft-pion calculatinns~* to determine the <chiral~

symmetry-breaking parameter %. With the % obtained, the soft-pion

calculations for the S-wave {soscalar and 1isotensor =wn scattering

lengths were evaluated.

The Integrated Reactlon Cross Section

N N7 .
At each incident energv, the measurements of |M|- were fitted to

a function CiE; F, with
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Pcqcos8
F = P, + Pyqcos9 + P3(qc056)2 + Paqz + _2____2 ,

P, +

6 q

21rni

C. =
I exp(2mny) -1~

Zﬂnf

= ¢ .
f exp(2mng) - 1)

The first four terms of F represent an expansion in the measured
c.m. variables q2 and gcosf, where q is the ratio of the 7t momentum
to the maximum momentum allowed by kinematics. The last term in F was
contrived tn describe a sizable angular variation in TQTZ observed for
small q at 331 MeV and 357 Mev, The Conulomb barrier-penetration
factors Ci and EF corrected the measurements for enhancement caused by
the initial- and final-state charged particles, respectively. Both
factors were calculated in an S-wave approximation with n = -a/B8,
where a is the fine-structure constant and 3 is the velocity of one
charged particle in the rest frame of the other. E? was calculated by
a Monte Carlo program and represents an average over the unmeasured
variables. The factor E; varies slowly with the 7t kinetic energy.
It ranges between 1.04 and 1.06 at 203 MeV and between 1.026 and 1.031
at 358 MeV. The procedure of using an average correction factor was
checked by comparing values of the quantirties E/E? and E7E¥. Here, E
represents a value of Tﬁ?? computed from the isobar model discussed in
Chapter VII and 276? represents a value of TST? calculated in the same
manner with a correction for final-state Coulomb attraction made

before averaging over unobserved variables. We found that EVE; was
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consistently less than 275; over the measured range of incident
energies with the percent difference in the two quantities greatest
for those measurements at backward angles. For most measurements at
203 MeV, the quantities differed by about 0.57 whereas for most
measurements at 358 MeV, they differed by about 0.3%. Since the per-
cent difference in the two quantities was always less than 17, our
procedure was suitably justified.

The lMl2 were fitted to the empirical function by minimizing

XZ = X (TETY - CiE—t:»F)m E—lmn (TQTY - Ciag F)n ’
m,n
where F! is the inverse of the error matrix discussed in Chapter V
and the summation includes all measurements of TETZ at a given inci-
dent energy. We varied the smallest number of parameters P, in F
necessary for a satisfactory Xz/v and set the parameters not varied
equal to zero. A summary of the fitted parameters and X2/v is pre-
sented in Table XXXIII. Except at the highest three incident
energies, only two parameters were needed to satisfactorily describe
the measurements. The fact that one of those parameters describes an
angular variation is evidence for production of pions in the P state
very near the 172 MeV threshold. Since the measurements at 331 and
357 MeV were within the half width for production of the A isobar, a
need for additional parameters at the higher energies could well be
expected. Indeed, an isobar-model analysis discussed in Chapter VII
required partial waves for A production to describe the angular

variation observed for small q at 1331 and 357 MeV.
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96T

TABLE XXXIIT. Parameters and x2/v obtained in fitting IM|2.

T, Py Py Py P, Pe Pg X2/
(MeV) (m,~6) C (n,”") (m,™®) (m, %)

203 16.5 £ 1.5 6.9 * 3.9 0.57
230 19.9 + 0.9 7.9 + 2.2 0.63
254 26.7 * 1.3 6.6 * 2.9 1.54
256 25.0 * 0.8 8.3 1.7 ces s 0.95
280 33.6 £ 1.0 8,1 *+ 2.2 ‘e 1.52
292 50,5 * 3.2 0.2 £ 2.1 -24.5 * 4.0 1.42
331 55.2 £ 2.0 ~-10.8 * 5.8 - 8.6 *5.3 -21,0 *3.7 5.9 3.5  0.071 * 0.066  1.78
356 71,1 £2.0 =-8,5%3.4 -5,1 %48 =394 %36 5.0*1.4 0.019 * 0,014 1.01
358 68.8 £1.5 =-9,2 £2,5 =~11.1 +4.0 =35.3 £2.9 4.5 +0,8 0,015 * 0.008  0.97




The integrated reaction cross section was calculated at each in-

cildent energy as

2
d790 4cos8 dr
aadT

T, R
og = 2 fomax f_l CiCs F

where integration over cosf was calculated analytically and integra-
tion over T was calculated numerically. Table XXXIV summarizes the or
and its total uncertainty at each incident energy as determined by
this analysis. The total uncertainty in 5, included a systematic un-
certainty that was combined in quadrature with the error provided by

the fitting algorithm. We assumed systematic uncertainties of 3% for

measurements at 230, 255, and 280 MeV and 4% for measurements at 331

TABLE XXXIV. Integrated reaction cross section for n"p+n+n_n.
Systematic uncertainties are included in the errors.

T, IR Error
(MeVv) (ub) (ub)
203 14.1 1.5
230 60.8 3.2
255 168.7 6.4
280 384 16
292 568 36
331 1168 52
357 1888 78

157



and 357 MeV to account for the uncertainty in the normalization to w p
elastic scattering. We assumed a systematic uncertainty of 6% for the
measurement at 203 MeV to account for the added difficulty of
separating pion and electron events. A total contribution of 5% was

assumed for the measurement at 292 MeV because of the difficulty the

|M|2 near T .

empirical function had fitting measurements of nax

Fig. 54 shows the op and the results of older measurements33_40 with

errors less than 40%. The curve in the figure was generated to guide

the eye by fitting values of op to the function

= 2n(P; + Py T )T‘“f’”‘f1 d2°°d 8 dT
G = 2n( 1 2 “total IO -1 dadT C?S ’

where

T =W-(2m, +m) ,

total
with W the total c.m. energy.

Our 203 MeV cross section is the closest existing measurement to
v—p+w+w—n threshold and is determined with twice the accuracy of the
previous closest mea5urement.33 The only prior measurements for this
reaction below 290 MeV were from the early emulsion experiments of
Batusov et 31;33’34 For most of these low-energy measurements, our

cross sections were about five times more accurate and about a factor

of 1.3-1.5 times larger. The earliest counter experiment36 measured

the reaction cross section with about 207 accuracy at 317 and 371 MeV
and both measurements were about 20% lower than the values predicted
by the curve in Fig. 54, which was fitted to our data. Above about

300 MeV, our cross sections were in excellent agreement with previous
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Figure 54. 1Integrated reaction cross section for n—p->1r+1r-n. The

present measurements are shown together with a selection of previous
measurements: (a) Ref. 33, (b) Ref. 34, (c) Ref. 35, (d) Ref. 36, (e)
Ref. 37, (f) Ref. 38, (g) Ref. 39, and (d) Ref. 40.
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measurements35’37"40 and were roughly twice as accurate as the best of

those measurements.

Comparison with Soft-Pion Theory
The square modulus of the matrix element corrected for Coulomb
attraction in the initial and final states, divided by the square of
the incident c.m. momentum, and averaged over all phase space, was

calculated at each incident energy as

T 1 2
fomax [ F :pgg dcosd dT
20 _ ¢ - )
<|MC| > = . 1 d2 .
[ ‘max 99 dcos® dT
‘0 f—l dadaT ©°°°

In Table XXXV, we present values of <[MC[2> with total uncertainties
at each incident energy that were calculated as those for ihe gg- To

extrapolate the measured <|MC|2> to threshold, they were fitted with

Xz/v = 1.41 to the function
=P +P Totar

It was unnecessary to include higher-order powers of Ttotal to obtain
a satisfactory xz/u. Fig. 55 shows the <JMC]2> with their total un-

certainties and the fitted curve. From our extrapolation, we obtained

the threshold value

<M %> = 2,427 * 0.277 m_"3.
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TABLE XXXV. Values of <|Mc|2> for w-p+ﬂ+w'n. Systematic uncertain-
ties are included in the errors.

T, <[Mc12> Error
(MeV) (m, %) (n,”®
203 16.5 1.8
230 19.9 1.1
255 25.4 1.0
280 33.6 1.4
292 39.0 2.5
331 44 .2 2.0
357 51.4 2.1

In a two-component spinor notation, the threshold matrix element

calculated by soft-pion theory is4

= . r G y3 (8Vy2 my 1/2 1 4 »
T = 2/2 i (=2- — [ S v T Y
thresh (sz] gA Z(EN + mN) Xf 5 X1
Em_ - 2E 2m 2m 2m
% [ m m _ m + 2+ T _ T ] ,
E,r - my my 2my + m, 2Ey - m,

with §, as before, the incident (pion) momentum in the c.m. system, my
172 7. 1/2

the nucleon mass, Ey = (Q2 + mNz) » and E_ = (Q2 + mn-) . Here,

G =13.4 £ 0.1 1is the renormalized =N coupling constant*l  and

gA/gv = —-1.254 * 0,007 is the ratio of the renormalized axial-vector

and vector coupling constants of the aucleon.*? These values cor-

respond to f_ = 87.8 MeV via the Goldberger-Treiman relation®3 for the
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Measured values of <!HC|2>.
the extrapolation to threshold.

The fitted curve indicates
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pion decay constant, which is discussed in Appendix B. The quantitv 7
is the chiral-symmetry-breaking parameter introduced by Olsson and
Turner,z’a X; and xg are nucleon spinors for the initial and final
states, respectively, and & is the usual Pauli spin matrix. Tthresh
was calculated from a phenomenological nN Lagrangian that had been de-
rived to be consistent with current algebra and PCAC, the partial
conservation of the axial-vector current. The calculation of Tthvesh
included only contributions from "tree" diagrams that contained no

more than two pion—nucleon vertices.

In terms of the mean square modulus of the T-matrix amplit: , we

can write

2
<> = LIEZ
Q

Hence, at threshold

1/2
£ 2577 = ~2.395 + 1.0588 m, T3,

"
To determine £, this result was compared with the <IMC|2> obtained
by our extrapolation procedure. By choosing the negative root to

determine the chiral-symmetry-breaking parameter, we obtained

Comparisons of the sparse low-energy measurements available for the

+ +

°n  and n+p+n m'n with threshold predictions of

reactions 1 p>1°n
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soft-pion calculations support this cheoice. The value of £ determined
by this analysis is consistent with & = 0 required for the Weinberg
Lagrangian.3 It is inconsistent with either 4 =1 or § = ~2 required
for the two Schwinger Lagrangians.12 [f we had chosen the positive
root rather than the negative, we would have obtained % = 4.56 % 0.26.
Soft-pion calculations with this £ predict a negative S~wave isoscalar
mr scattering length which, as discussed below, disagrees with the
result of a measurement of K, decay.AA

The S-wave isoscalar and 1isotensor wr scattering lengths

. 2
predicted by soft-pion theory are2»

ag - (225 L
and
o)
A, = —[E—f L)IJ,
where
My G By
L= 0 (52)? ()2,

27 ZmN B

With the £ found in this analysis, we obtain

>

aq = 0.178 £ 0.016 m "L,

ay = =0.049 * 0.007 m"~1 .

Although this Ay has the same sign, it is somewhat smaller than the

= 0.28 ¥ 0.05 m""I obtained from an analysis of Kag decay.44 If we



had chosen the positive root to determine £, we would have obtained
ag = =0.110 * 0.01A mﬂ_] and a, = -0.165 * 0.007 mﬂ-l, which clearly
disagrees with the result of the K., analysis.

In all models of =N+wnN in which the reaction near threshold is
dominated bv the tree diagram involving mn scattering, an expansion of
the threshold matrix element in powers of mw/mN should be donminated bv
the nm scattering lengths. For example, our expression above for

2. 1/2 .
UM 1> at threshold can be rewritten as

where the leadineg term is of arder unity :nd has the combhinatviong of
scattering lengths specified by isespin Clebsch-Gordan coctricients
for = nten"rt.  The second term wun the riahthand side is of order
mﬂ/mx and represents the contriburion from diagrams that  do not
involve wr scattering. At threshold, the leadine term shoull he
approximately model independent although, ahove threshold, the leadine
term of such an expansion mavy .ur_ according to how different models
describe the mm interaction. We expect a, to be smaller than ag
since, experimentally, the T = 3/2 aN»nnN cross section is known to be

much smaller near threshold than the 1 = 1/2 cross section, with I the

total isospin. Hence, we expect

172 -
M 12> = =14.06 agy m, 3

so that the ay determined by our experiment should be approximately

independent of specific models.
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CHAPTER VII

ISOBAR-MODEL ANALYSIS

Introduction
The phenomenological 1isobar model assumes that the reaction

miamnN can proceed through several two-bndy intermediate channels

L 4T
consisting of a particle and an isobar.lB’l“’“’ This model 1is a

useful method of analvsis Ffor three-body final states in which pair

interactions are dominated by a few partial waves. Recent

analvseslg’li of a¥NswaN bubble-chamber events have shown that the
isobar model provides a vervy good description of single pion pro-
ductinn in an energv range that overlaps our data.

The five 7N+wwN charge reactions amenable to measurement and,
therefore, to an isobar-model analvsis are presented in Table XXXVI.

2
It has been shown!> that, with the present level of precision, each of

TABLE XXXVI. nN-wnN charge reactions.

17 p+n%n°n

1 p+rtrTn

1 p+rOrTp

1 tpenOntp

ﬂ+p»n+n+n
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the reactions 1is well described below ANH MeV by considering pro-
duction of only the =, », and A isobars in the Iintermediate state.
Properties of these isobars and others are summarized in Table XXXVIL.
Below /00 MeV, the 1isobar-model amplitude for productinn of all

isobars in the reaction “N+1+243 is given bv

with particles 1 and 2 the final-state pions and particle 3 the final-
state nucleon. In this expression, TAj describes production of the
A isobar and particle i in the intermediate state. The variable pa-
rameters of the isobar model are the partial-wave amplitudes, which
the

are denoted by the quantum numbers [Oi,zf,ZT,ZJ]. Here, %; is

initial orbital angular momentum, ¢ is the final orbital angular

TABLE  XXXVTI. Intermed.2te isobars produced in nNsnwnN.2

Full Principal
Isobar Mass Width 2 1 JP Decay Products
(MeV) (MeV)
£ ~1300 200-400 0 0 ot Nt
p 776 158 1 1 1- Ll
A 1232 115 I 3/2 3/2% 7N
N 1470 200 1 1/2 1/2% TN
N 1520 125 2 1/2 3/27 N

4Ref. 42.
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momentum between the isobar and the spectator particle, I is the total
isospin, and J is the total angular momentum. At a given incident
energy, each partial-wave amplitude 1is assumed to be a complex
constant.?® Two notable isobar-model analyses of single pion produc—
tion have been recently completed that partially overlap the energy
range of our data.

In 1975, a collaboration of the Lawrence Berkeley Laboratory
(LRL) and the Stanford Linear Accelerator Center (SLAC) completed a
comprehensive partial-wave analysis of wN+7mN reactions.!3  Their
studv involved 163 000 bubble~chamber events for incident kinetic
energies between 295 and 1500 MeV. In the energy range of our
measurements, their solutions involved 1i partial waves. Too few
bubble-chamber events were available for their fitting program to es-
tablish unique solutions below 396 MeV. Hénce, unique solutions ob-~
tained at higher energies were propagated as starting guesses for the
amplitudes at lower energies. Because of the large number of free pa-
rameters involved, we were unable to independently estimate their
partial-wave amplitudes from our spectrometer measurements. We were,
however, able to renormalize their amplitudes to our measurements and
to vary the larger amplitudes until the resulting solutions agreed
with our doubly differential cross sections.

In 1979, Arndt et 32;14 analyzed 4140 bubble-chamber events
between 338 and 388 MeV with an isobar model that included a back-
ground term determined from soft-pion theory. At threshold, soft-pion
theory is thought to determine the T matrix exactly with £ the only
free parameter. In the absence of narrow resonances near threshold,

one might hope the T-matrix amplitude TCA determined from soft-pion
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theory to agree fairly well with experiment for energies slightly
above threshold. Tep 1s calculable from a phenomenological N
Lagrangian based upon PCAC and current algebra. A discussion of Tea
can be found in Appendix B. It 1is known from experiment that
measurements of ﬂ'p+n+n'n in the energy range 300 MeV < T < 470 MeV
are within the half-width for A production. Furthermore, production
of the e 1sobar is expected to be important at low energies for both
ﬂ'p+ﬂ+n"n and 1 p+1%Cn. Consequently, Te-, is inadequate for
describing measurements in the energy range of this experiment. In
their analysis, a collaboration of Virginia Polytechnic Institute and
State University (VPI&SU), VUniversity of Texas, Northeastern
University, and Brookhaven Natiunal Laboratory deseribed low cnorgy
" p>rTrTn measurements by treating Tca @5 a background term, with the

total T-matrix amplitude given by14

We refer to their rsersion of the isobar model as the VPI model. This
model has certain advantages near threshold over the more conventional
model since fewer partial waves need to be considered and the back-
ground term provides a means to establish the overall relative phase

of the partial-wave amplitudes.

Only six partial waves were concidered by Arndt _g_t__al.,14 and the

term TD for explicitly describing p production was neglected. Since
the I =J =1 7n phase shift is almost negligible at 358 Mev,47

production of the p isobar is expected to be small over the energy

range of this experiment. This conclusion {s supported by the
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LBL-SLAC analysis,13 which found that p production contributes only
about 10% of the integrated reaction cross section at 338 MeV.

We borrowed the computer programs of Arndt et al. for generating
Try and Tpy and employed them to analyze our doubly differential cross
sections. Our procedure generally followed that of Arndt et al. We
attempted to find solutions at our highest energies by starting with
partial-wave amplitudes graphically interpolated from their solutions.
Their solutions had been normalized to the previcus n—p+w+n°n spec-
trometer measurements!O although no corrections for Coulomb inter-

actions in the initial or final state had been considered.

Formaliom
The isobar-model amplitude for production of pions through all
isobars can be written as a coherent sum over all isobars and all

partial waves7

Here, A  is a partial-wave amplitude and XnY is a basis function that
depends on four kinematic variables for describing the final ctate.
The index n, denotes the nth partial wave in the Yth representation,
which, for wN+I1+2+3, corresponds to the case where particle y is a
spectator particle and particles =~ and f form an isobar [(aBy)=(123)
et cycl.]. Contributions to the integrated reaction cross section
from different X, ~with the same parity and total angular momentum

¥

generally overlap; that is, the X, are not orthogenal. We can write
Y
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Cn KnY Bif(PY)

ny R

) Dlay) ,

where the quantity in parentheses describes the production of the

particle Y and the (o,B) isobar from the wN initial state with C an
Y

isospin coefficient, K, a kinematic facror, Bgf(pY) a barrier-

Y
penetration factor discussed below, and R a normalization integral.

D(qY) is a quasi-two-body amplitude that describes the propagation and
decay of the isobar. ﬁY is the c¢c.m. momentum of particle vy and EY is
the relative momentum of the (a,B8) pair. The general notation for the
isobar model is summarized in Fig. 56.

The isospin cnefficients are given by (for v # 2)47
Co = C(1,1/2,T;iyigi) C(I TaTsig1g1) C(EIYI;IiYi) ay

Ty

where C(jljzj;mlmzm) is a Clebsch-Gordan coefficient. The isospin
coefficient for y = 2 is obtained by interchanging a and B in the
above expression. Here, the total isospin and its z grojection are
respectively denoted by I and i; the isospin of the iscbar and its z
projection are respectively denoted by I and i. The normalization co-
47

efficients a, have been discussed by Goradia and Arndt. For

v

ﬂ—p+w+v_n, a; = agp = 1 and a4 = Y2,
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INITIAL PION MOMENTUM &
TOTAL C.M. ENERGY W

FINAL MOMENTA '5],52 pions
_p; nucleon

SUBENERGIES W, W, W,

SUBMOMENTA 31,32,33

ANGULAR MOMENTA

SPIN PROJECTIONS M; initial
My final
ISOSPIN PROJECTIONS in by, g,y
Figure S56. Notation for the isobar model. W, and Ji represent the

(3,k) pair [(i,i,k)=(1,2,3) et cycl.].

172



The kinematic factor Krl can be written 3547

Y

22 + 1

i 172 41 1/2

Ko, = C(1/2,84,35u3005) (——) " (=——)
Y 22 + 1

_[e/2,8,850p,m, uptm) C(g, 2, Jsuptm,uy—pem,u;)
-~2

x

B 10

m

x Y7 m(dy) Ylf,ui—uf~m(PY)]

Here, u; and ug are respectively the z components of the initial and
final nucleon spins, li and J are the initial orbital and total
angular momenta, f£¢ and 5 denote the orbital angular momentum between
the isobar and the spectator particle and their total spin, respec-
tively, and 2 is the orbital angular momentum of the particles formed
by decay of the isobar in their c.m. system.

The Watson final-state interaction theorem48 was used to =valuate

the decay amplitude:

W eisl sinGi

Here, W, is the isobar subenergy or mass and GE is the two-body phase

Y

shift appropriate for describing the reaction af+aB.

The normalization iIntegrals R are chosen such that the partial-

wave cross section has the form['7
o, =220+ 1) 14, 12 (¢ )%,
Y 2 Y Y
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where 8§ 1is the incident pion momeantum in the c.m. System. The

required integrals are given by49

; 2o~
1 N 1 sin“8y
RZ = EV) (“"Jz Q 5 T J — Py (WY BnY)Z dw,
W (2m)° 22 + 1 ( )22+1
9y
where the integration limits are wymin =m, +m and wymax =W - my,

with m., the mass of particle vy.

+

The c.m. coordinate system used to describe n p+n'm n events is

defined by the following unit vectors:

N
u q x Bs
=

|6"P3|

>
i}

RPY
X

Ny

where § and 53 are the c.m. momenta of the initial pion and final-
state nucleon, respectively. For fixed total c.m. energy W, we chose

the following kinematic variables to describe a n p+nta™n event:

kinetic energy of the final-state nt (particle 1),

—
!

T, = kinetic encrgy of the final-state n~ (particle 2),

+

A = c.m. production angle of the final-state =",

wn
|l

= angle of rotation about the direction of the final-state w_ .
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The kinematic variable used by Arndt 33_31.14 were:

subenergy or mass of the (2,3) isobar,

= subenergy or mass of the (1,3) isobar,

]
|

The following equations relate the two sets of kinematic variables:

5 172
Wl = [(W ~ mn)“ - 2W11] ’
172
Wy = [(W - mw)2 - 2WT,] ’
z, = —(213 cos® + y;3 sinb cosB) ,

zy = (yy3 cos® - zy3 sind cosB)/y, ,

where we have introduced:

213 = P1*P3 »

(1= (2,212,

2]1/2

Y13

=[] -
Vo= l1-2

n
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For completeness, we not: that the total c.m. energy W is related to

the incident pion linetic energy in the laboratory TTr by

1/2
Vo= [(m + mp)2 + 2m T, ] )

To determine the partial-wave ampiitudes from the measured values

of M+, 1t was necessary to average the square modulus of the
T-matrix element over the unobserved spin and kinematic variables.

The mean square modulus can be written as

1 T i f2max T 2 daT
! -— o d
' IO ’ T'l”‘,irz - 2 g

T .
jn f 2max dT»; dg
0’ - “
2min

where the integration limits are given by

Tomax = (W = Ty = a)m (mp + mp) + W(Tp,0 - TP - my
2min

1/2
Py AW Tpay = Tp){2mpmy + W(Tpay = T

B 2
(mg, + mn) + 2w(Tmax - Tl)

Integrations over both T,

the maximum allowed value of Ty
IM] =

with Tmax
The experimental values of

and B8 were performed numerically.

were fitted at each incident energy to

- - 2
QZ
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to determine the complex parameters A . Here, as in Chapter VI, ciE;
Y

is a correction for Coulomb interaction in the initial and final

<+

states and the doubly differential cross section for the 7' 1in the

c.m. system is given by

At each incident energy, we calculated the singly differential

do do dzo

cross sections —Z and == by numerically integrating values of —=.

dQ ddT

The integrated reaction cross section op was subsequently found by

numerically integrating either of the singly differential cross

sections. We estimated that the error introduced in og from numerical
integration was about 0.37%.

The isobar model allowed cross—section predictions to be made for

the other #N+mawN charge reactions that are indicated in Table XXXVI

and provided a means to determine the elasticities ngpy for the

initial P11, DI> and D33 waves. We calculated the ng1y from the

relation

n 2
= CI ——2- (ZJ + 1) [1 - (nzIJ) ] »
20

oY

913

where 0,7; is the contribution of the (2I17) initial wave to the total
inelastic 7 p cross section and CI is an isospin coefficient with
C; =2/3 for I =1/2 and C; = 1/3 for I = 3/2. We made the approxima-
tion in calculating the op7y wWith the VPI model that Tp, contributed

only to 9p11-
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Comparison with the LBL-SLAC Analysis
Our measurements were compared with the solutions of the LBL-SLAC
analysis13 discussed above. The programs of Arndt et 3;;}4 vere
modified to reproduce the LBL-SLAC parametrizations for the barrier-
penetration factors and the two-body phase shifts for describing ww
elastic scattering. The following 11 partial waves were included in

the LBL-SLAC analysis:

PS11(eN), SP11(eN), DP13(eN),

PP11(pN), PP31(p|N), DS13(p3N),
PPLL(74), PP31(n4), DSL3(wa),

DS33(ma), DD13(ma).

The subscript on p refers to the total angular momentum coupling (1/2
or 3/2) of the p isobar and the spectator nucleon.

In Table XXXVIII, we present values for the partial-wave ampli-
tudes at incident kinetic energies 292, 331, and 358 MeV that were
linearly interpolated from the LBL-SLAC solutions!3 at incident
kinetic energies 295, 338, and 381 MeV. The amplitudes in
Table XXXVIII are expressed in the phase conventions of Arndt et al.,

which differ from those of the LBL-SLAC analysis. These phase conven-

tions are related by the followingso:

A (VPI) = (-1)*i A_(LBL-SLAC) ,

o (o1y%iF] -
ADI(‘VP[) = (=1)"i ADI(LBL SLAC) ,



TABLE XXXVIII. Partial-wave amplitudes in modulus-phase form inter-

polated from the solutions of the LBL-SLAC analysis. The phase, in
radians, is given in parentheses.

Wave 292 Mev 331 Mev 358 Mev
PS11(eN) 0.144 0.132 0.158
(1.340) (1.300) (1.160)

SP11{eN) 0.017 0.033 0.045
(1.950) (0.720) (0.800)

DP13(eNj; 0.070 0.046 0.063
(0.088) (0.400) (0.180)

PPll(plN) 0.011 0.025 0.032
(1.920) (1.890) (1.760)

PP31(plN) 0.031 0.046 0.063
(0.360) (0.340) (0.160)

D513(03N) 0.C32 0.063 0.089
(0.520) (0.660) (0.500)

PP11(7A) 0.054 0.083 0.122
(1.000) (1.000) (0.820)

PP31(xw4) 0.022 0.035 0.051
(0.320) (0.290) (0.120)

DS13(wA) 0.098 0.078 0.100
(-0.080) (0.370) (0.230)

DS33(mA) 0.041 0.058 0.076
(0.890) (0.900) (0.720)

DD13(rA) 0.023 0.020 0.047
(-0.270) (--0.150) (-0.350)
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= (-1)2 -
Ao, (VPD) = (=D)*1 A, (LBL-SLAC)

A (vpT) = (-D %D A (LBL-SLAC) .

The basis functions X, used in the LBL-SLAC analysis had

Y
different parametrizations for the barrier-penetration factors Blf(pY)

and the two-~body phase shifts GE than those used in the analysis of
Arndt et al. We used the LBL-SLAC parametrizations to generate the 11

X, + The form used for the barrier-penetration factors was the low-
Y

momentum limit of the Blatt-Weisskopf form>!:

'3
By (py) = (p'

The form tsed for the I = J = | nn phase shift was due to Morgansz:
a5’ (m,2 - 0.1536 q32)(m,% + 0.028 q4%)
—— coté_ = .
W3 p

0.070 m,2
The form used for the i = 3 = 0 #v phase shift can be written as?3

q q
— cotd, = 3.125 - 2.133 (-2)2 + 0.4227 ()% .
W3 m, oy,

The basis functions were fairly insensitive to the forms used to pa-
rametrize the barrier-penetration factors and phase shifts.

Since the amplitudes 1in Table XXXVIII were normalized to older,
less accurate cross—section measurements, it was necessary to

introduce an overall normalization factor N defined by
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Y Y
where A, ‘ represents the renormalized value of the partial-wave
Y
amplitude A .
Y

The VPI Model

Our use of the VPI model to analyze the spectrometer measurements
followed closely the procedure used by Arndt et El;}a to analyze
bubble-chamber events. Their barrier-penetration factors Blf(pY) were
of the Blatt-Weisskopf form?! and are summarized in Table XXXIX. The
analysis of Arndt et al. assumed all p production could be described
by the background term. Tcp has a part which is antisymmetric under
interchange of the final-state pion momenta and, therefore, is
appropriate for production of ?-wave final-state pions. In the VPIL

model, p production is included through this antisymmetric part. The

TABLE XXXIX. Barrier-penetration factors Bl (p.)- Here, x = pYR,
where R = 0.25 fm is the radius of interaction.

Ef Bgf(PY)
0 1
/2
1 x/(1 + x2)*
1/2
2 x2/(9 + 3 x2 + x%)
3 2 44 (6y172
3 x2/(225 + 45 x + 6 x* + xP)
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symmetric part of T, 1is appropriate for production of S-wave
final-state pions and thus contributes to e production. We evaluated
TcA with £ = 0, which is consistent with the result of Chapter VI.
However, this choice is not necessarily a limitation because the back-
ground is somewhat redundant with partial waves. Since Tep can
presumably be expanded into partial waves in a manner analogous to
TiM» within the VPI model, the AnY must be interpreted, not as the
entire amplitudes, but rather as the deviations from current algebra.
We used the same forms as Arndt et al. for the two-body phase shifts
§3. For 7N in the 1=131-= 3/2 state, they used the parametrization of

47

Goradia and Arndt. For nm in the I=J=0 state, they approximated

the results of a dispersion relation calculdtion by Franklin.6
Following the treatment of Arndt et al., we considered the

following six partial waves:

PS11(eN), DP13(eN),
PP11(m4A), PP33(nA),
DS13(wa), DS33(7wA).

These choices include all final-state S-waves and the final-state
P-waves that arise from resonant initial states (Pll, P33, Dl3). As
stated earlier, we used partial-wave amplitudes interpolated from the
solutions of Arndt et al. as initial guesses in our fitting routine.
When we attempted to vary the waves DS13(mA) and DP13(eN) simul-
taneously, we found, like Arndt et al., that the two amplitudes could

not be clearly separated. This prchlem is due to the large overlap of
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their basis functions. 3Since those authors proposed that the ampli-
tude for making the P-wave eN transition should be suppressed relative
to the amplitude for making the S-wave wA transition, we set
A(DP13-eN) equal to zero. It follows that the DS13(wA) amplitude de-
termined by our least squares analysis contains a small part
representing DP13(eN) production. We also found, along with those
authors, that when our analysis included searching of the PP33(rA)
wave, the amplitude A(PP33-rA) searched to a very small value. We
concluded that production of this wave was insignificant for the
energy range of this experiment and set A(PP33-mA) equal to zero.

When partial--wave amplitudes were found to be small, their phases
were poorly determined. In such cases, it was convenient to fix their
phases by making the elastic production phase (EPP) approximation. In

this approximation, the phase of the partial-wave amplitude is given

by14
Re(Te)
= t — N
¢p arc an[1 — Im(Te)
where
T, = (ne?18 - 1y/21

is the 7N elastic amplitude for the incident partial wave. Here, } is
the real 7N phase shift and n is the elasticity or absorption parame-
ter. In Table XL, we present the elastic production phases used in

our analysis. For iIncidemt energies above 300 MeV, we graphically
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TABLE XL. Elastic production phases (in radians).

T, (MeV) P11 D13 D33
203 0.035 0.020 0.000
230 0.076 0.029 0.000
255 0.131 0.040 0.000
280 0.201 0.052 0.000
292 0.245 0.059 ©  0.000
331 0.370 0.053 0.000
357 0.460 0.067 0.000

interpolated the phases from those of Arndt et al.l*  For energies
below 300 MeV,6 the phases were generated with the subroutine SCATPI.27
In Table XLI, we present a summary of partial-wave amplitudes at

331 and 358 MeV that were interpolated from the EPP solutions of Arndt

et al. These solutions were obtained by using the EPP approximation

TABLE XLI. Partial-wave amplitudes in modulus—-phase form interpolated
from the EPP solutions of Arndt et al. The phase, in radians, is
given in parentheses.

T, (MeV) PS11(eN) PP11(7A)  DS13(na) DS33(nA) x2/v

331 0.190 0.096 0.060 0.029 3.02
(1.569) (0.370) (0.053) (0.000)

358 0.232 0.119 0.087 0.071 4.83
(1.504) (0.460) (0.067) (0.000)
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to fix the phases of the PP11(nA), DS13(wA), and DS33(wA) partial
waves. The x2/v in this table were obtained by comparing our
measurements of TETZ directly with the values predicted by the ampli-
tudes in the table. We also compared our measurements with partial-
wave amplitudes that were interpolated from the searched-
production-phase (SPP) solutions of Arndt et al. These solutions
differed from the EPP solutions in that the phase of the PPlI{wA) wave
was allowed to vary freely. The interpolated SPP amplitudes and the
x2/v obtained by comparing with our measured ]E;rz are given in

Table XLII.

Results
Our production measurements were compared, where possible, with
both the LBL-SLAC solutions and the VPI model. Table XLIII presents a
summary of the x2/v, normalization factor N, and integrated reaction
cross section obtained by renormalizing the interpolated LBL-SLAC

solutions at 292, 1331, and 358 MeV. The quoted errors include

TABLE XLII. Partial-wave amplitudes in modulus-phase form inter-
polated from the SPP solutions of Arndt et al. The phase, in radians,
is given in parentheses. >

T, (MeV) PS11(eN)  * PP11(wA)  DS13(wa) DS33(nA) x2/v

331 0.168 0.077 0.047 0.048 3.36
(1.437) (1.164) (0.053) (0.000)

358 0.221 0.105 0.078 0.082 5.31
(1.463) (1.009) (0.067) (0.000)
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contributions from systematic uncertainties, mainly from the elastic
calibration, that were combined in quadrature with the statistical
errors as discussed in Chapter VI. Since the isobar models fit the
TETZ with no difficulty, we assumed a 47 systematic uncertainty at
292 MeV, rather than 5% as used for the empirical analysis. The re-
normalized LBL-SLAC solutions agreed remarkably well with the measure-
ments at 331 and 358 MeV. At these two energies, values for the
integrated cross section were about 1% smaller than those obtained
with the VPl model, which we discuss below. At 292 MeV, the re-
normalized solution compared wunfavorably with our measurements

(xz/v = 3.73) by predicting larger values of |M|2 than measured for

+

the 7' meson at forward scattering angles and large kinetic energies.

To obtain good agreement at 292 MeV, it was necessary to vary at least
two real parameters in addition to N. Our best solution, which is

also given in Table XLIIIL, was obtained by varying both the modulus

TABLE XLIII. Integrated reaction cross section for n'p¢n+h'n and

normalization factor N determined by comparing LBL-SLAC solutions with
spectrometer measurements.

T, (MeV) og(ub) N x2/v
2922 545 + 31 0.908 * 0.169  1.10
292 429 22 0.853 £ 0.013  3.73
331 1162 £+ 50 1.196 * 0.011  1.19
358 1856 * 77 1.165 £ 0.007  1.35

20ur best 292 MeV solution was obtained by varying both A(PS1l-eN) and
the normalization.
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and phase of A(PSl1~eN). An attractive feature of this solution 1is
the fact that both the normalization and modulus of A(PSll-eN) were
within one standard deviation of their initial values. Values for the
fitted modulus and phase (in radians) were respectively 0.133 * 0.018
and 2.384 * 0.119. This phase was about 60° larger than the initial
one. The integrated cross section for this solution was 5% lower than
the result obtained by the empirical analysis and 5% higher than the
result, discussed below, obtained from the VPI model. Figs. 57-59
present comparisons of our measurements at 292, 331, and 358 MeV with
the best renormalized LBL-SLAC solutions. Specifically, these figures
show each measured value of |—M|7/(C1E_f_) with the experimental un-
certainty given In parenthesss. The fitted values are given beneath
the measured ones. A peak, which we associate with A~ production, is
clearly evident for the 331 and 358 MeV measurements at small at
kinetic energy and forward angles.

In Table XL1IV, we present a summary of our preferred partial-wave
amplitudes obtained with the VPI model. Plots of W/(ci—c—f) that
compare our measurements with the fitted values are shown for each
incident energy in Figs. 60-66. These plots indicate that the at
meson was produced primarily at forward angles in the c.m. system.
The largest waves are PS11(eN) and PPl1(wA). A(PSll1-eN) is expected
to be large near threshold because conservation of parity and total
angular momentum requires the threshold reaction to proceed from an
initial P-wave state to a final S-wave state with J = 1/2. We found
the amplitude A(DS13-wA) to be larger than A(DS33-vA) although both
amplituces uJere small, with the former becoming negligible at about

280 MeV and the latter at about 292 MeV. Therefore, below 280 MeV,
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TABLE XLIV.

Preferred solutions
radians, 1s glven in parentheses.

for partial-wave amplitudes 1in modulus—phase form.

The phase,

in

T, (MeV) PS11(eN) PP11(7A) DS13(nA) DS33(m4) x2/v
203 0.013 % 0.007 . .o .ee 0.58
(1.477 % 0.630)
230 0.031 * 0.006 . .ee .o 0.67
(1,447 % 0.,252)
254 0.063 * 0.006 . ‘oo .. 1.60
(1.571 * 0.191)
256 0.058 £ 0.004 . “er .o 0.86
(1.452 * 0.129)
280 0.101 * 0.005 . “es vee 1.25
(1.516 * 0.118)
292 0.079 % 0.033 0.068  0.020  0.049 * 0.013  0.025 * 0.014  1.03
(1.605 * 0.733)  (1.361 % 0,624) (0.059) (0.000)
33} 0.122 * 0.050 0.111 + 0,030 0,092 * 0.011  0.023 + 0.014  1.03
(1.446 * 0.793)  (0.986 * 0,396) (0.053) (0.000)
356 0.188 * 0.033 0.192 £ 0.047  0.098 * 0.018 0,061 * 0.015  0.89
(1.910 + 0.384)  (0.768 * 0.286) (0.067) (0.000)
358 0.185 + 0,025 0.147 + 0.028  0.113 * 0.011  0.059 * 0.012  1.92
(1.647 +0.293)  (0.856 * 0.189) (0.067) (0.000)
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production proceeds primarily from initial P~wave states. To obtain a
good x2/v at 280 MeV and below, only the amplitude A(PS11-eN) and the
background were necessary.

Our preferred solutions at the highest two energies agreed well
wit). the searched-production-phase {SPP) solutions of Arndt et El;lb
We found slightly more production of the A isobar and slightly less
production of the e 1isobar. The preferred solution at 358 MeV was
fitted with y2/v = 1.92, which was the smallest x2/v we were able to
obtain at this energy. We feel that our measurements were
sufficiently precise at this energy to indicate a probable disagree-—
ment between the VPI model and our data. When the elastic production
phase approximation was used to fix the phase of the PP11(wA) wave, we
feound that the moduli of both A(PPll-mA) and A(PS11-¢N) increased. In
addition, the fitted phase of A(PSll-eN) irncreased from about 90° to
about 130°. We present our EPP solutioms at 292, 331, and 357 MeV in

Table XLV. These results can be compared with the amplitudes in

Table XLI, which were interpolated from the EPP solutions of Arndt et

al. Our EPP solutions differ from those of Arndt et al. im two
particulars. Whereas the fitted phase of A(PSl1-eN) for our EPP
solutions was about 130°, the phase determined by Arndt et al. was

only about 90°, We also found that the modulus of A(PPll-mA) for our

EPP solutions was about twice as large as that obtained by Arndt et

al. To obtain any appreclable improvement in the X2/v obtained by
comparing with the EPP solutions of Arndt et al., it was necessary to
free both the modulus of A(PPll-wA) and the phase of A(PSll-eN). The

solutions that resulted were essentially those in Table XLV.
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TABLE XLV.

given in parentheses.

EPP solutions at 292, 331, and 357 MeV in

modulus~phase form.

The phase,

in radians, is

T, (MeV) PS11(eN) PP11(nA) NS13(nA) D§33(nA) 2/ v

292 0.113 * 0,015 0.123 £ 0.009 0.029 % 0.011 0.020 £ 0.015 1.15
(2.261 * 0,197) (0.245) (0.059) (0.000)

131 0.198 £ 0.021 0.186 * 0.018 0,076 * 0,008 0.020 £ 0,016 0.98
(2.474 % 0.340) (0.370) (0,053) (0.000)

356 0.215 * 0,009 0.239 + 0.016 0.083 £ 0.011 0.067 £ 0,017 0.85
(2.213 + 0.109) (0.460) {(0.067) (0.000)

358 0.229 * 0.006 0.208 t 0.018 0.092 * 0.009 0.070 + 0,013 1.96
(2.108 * 0.104) (0.460) (0,067} (0.000)




We were able to find acceptable alternate solutioms at 292 and
331 MeV that involved a smaller number of partial waves than either
our preferred or EPP solutions. When we neglected production of the
DS33(nA) wave, we obtained the solutions presented in Table XLVI. It
is interesting tc note that these solutions agree very well, not with
our preferred solutions, but rather with our EPP solutions. We
present alternate solutions in Table XLVII at 255 and 280 MeV obtained
by also considering production of the PPl11(mA) wave. For all cases at
280 MeV that involved searching the phase of A(PPll-mA), the fitting
algorithm searched to a very small value without convergence. This
kind of behavior was not observed either at higher or lower energies.
For this reason, we did not prefer this 280 MeV solution even though
inclusion of the PPl1(wA) wave resulted in a smaller xz/v.

In Table XLVIII, we summarize values of the integrated reaction
cross section determined from the preferred VPI-model amplitudes in
Table XLIV. The results in Table XLVIII agree well, except at

292 MeV, with the cross secrions obtained by empirical analysis. The

TABLE XLVI. Alternate solutions at 292 and 331 MeV in modulus--phase
form. The phase, in radians, is given in parentheses.

T, (MeV) PS11(eN) PP11(mA) DS13(a) x2/v

292 0.122 * 0.026 0.102 * 0.034 0.056 * 0.027  0.97
(2.718 % 0.603)  (1.020 * 0.257) (0.059)

331 0.172 * 0.022 0.152 *+ 0.014 0.099 + 0.008 1.0l
(2.289 * 0.2i1)  (0.729 * 0.140) (0.053)
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TABLE XLVII. Alternate solutions in modulus—phase form for the new
measurement at 256 MeV and the previous measurements at 254 and
280 MeV. The phase, in radians, is given in parentheses.

T_(MeV) PS11(eN) PPL1(mA) x2/v
254 0.046 * 0.018 0.032 * 0.017 1.77
(1.449 * 0.365)  (0.832 % 0.765)
256 0.045 + 0.011 0.026 * 0.011 0.71
(1.503 # 0.236)  (1.694 * 0.597)
280 0.056 *+ 0.019 0.071 * 0.011 0.68
(1.067 * 0.311) (0.201)

TABLE XLVIII. Integrated reaction cross gection for n'p+ﬂ+h_n as
determined with the VPI model. Systematic uncertainties are included
in the errors.

T, oaR Error
(MeV) (ub) (ub)
203 13.8 1.5
230 58.9 3.3
255 163.0 6.3
280 373 16
292 517 35
331 1152 51
357 1873 78

isobar-model values were consistently smaller, however, differing by
about 37 below 292 MeV and by about 1% above. At 292 MeV, the cross

section determined with the VPI model was about 107 smaller than the
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empirical result, Of the two results, we believe the isobar-model
value to be the more reliable. The 10% discrepancy was due to a
problem that the empirical function had with fitting the 292 MeV
measurements of TETI; which decreased fairly quickly near Thaxe Since
the measurements near Thax were better determined than those at lower
energies, they were fitted well, whereas the fitted values at lower
energies were somewhat high, These overestimated values at lower
energies subsequently resulted in an integrated cross section that was

too large.

In Figs. 67-69, we display %% and %% at 292, 331, and 358 MeV as
determined from our best comparisons with the LBL-SLAC solutions. In
Figs. 70-76, we display the singly differential cross sections at each
incident energy as calculated from the preferred solutions obtained
with the VPI model. Dashed lines indicate the range of experimental
uncertainty. The angular distributions for the final-state 7t mesons
were peaked at forward angles, which is consistent with production of
a recoiling A~ at the higher energies. The forward peaking at lower
energies disagrees with the conclusion of Batusov 55_51;?3 that the n+
distribution is 1isotropic below 245 MeV. Our 203 MeV measurements,
however, were not inconsistent with an isotropic distribution since,
at that energy, we only took measurements at forward angles and these
varied in precision between 117 and 327. Where comparisons were
possible between the angular distributions determined from the VPI
model and from the LBL-SLAC solutions, we found that they qualita-
tively differed in their behavior at very forward angles. Values of
SE, determined with the VPI model did not increase as rapidly at

df

forward angles as those determined from the LBL-SLAC solutions. The

203
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Figure 70. Differential cross sections at 203 eV obtained with the
VPT model. These are (a) do/d? in ub/sr and (b) da/dT in ub/MeV.
NDashed lines indicate the ranpge of experimental uncertainty.
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energy distributions were dominated by phase space and hence were less
sensitive to whatever model was used to fit the measurements.

We obtained values for <|Mc|2> with the isobar models that were
extrapolated to threshold, as discussed in Chapter VI, so that our
prior value for the chiral-symmetry-breaking parameter § could be
checked and, possibly, also be better established. The (lMc|2>
obtained from comparisons with the LBL-SLAC solutions are given in
Table XLIX and those obtained from the preferred VPI-model amplitudes
are given in Table L. Following the procedure discussed in
Chapter VI, we fitted the <lMc|2> obtained from our best comparisomns
with the LBL-SLAC solutions at the highest three energies and from our
preferred VPI-model amplitudes at the 1lower energies to yield

xz/v = 1.53 and the threshold value

/2 -
<1Mc|2>1 = 2.362  0.282 m "3,

TABLE XLIX. Values of <IM %> at 292, 331, and 358 MeV obtained from
comparisons with the LBL-SLAC solutions.

T, <M %> Error
(MeV) (m"'6) (m"-e)
2922 37.5 2.1
292 29.5 1.5
331 43.2 1.9
358 50.2 2.1

AThis value corresponds to the case in which both A(PS11-eN) and the
normalization were varied.
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TABLE L. Values of <|MC|2> for w'p+ﬂ+w'n as determined with the VPI
model. Systematic uncertainties are included in the errors.

T, M. Error
(Mev) (m,"6) (m, )
203 16.2 1.8
230 19.2 1.1
255 24.5 0.9
280 32.7 1.4
292 35.6 2.4
331 43.5 1.9
357 51.0 2.1

which is 3% lower than the result of the empirical analysis and cor-

responds to

E = 0.03 = 0.27 ,

ag = 0.174 * 0.017 m, !,

-0.051 * 0.007 m 1.

%

2,

This value of E is consistent, as before, with zero as required for
the Weinberg Lagrangian.3 We also extrapolated <|Mc|2> to threshold
using the VPI-model values at all incident energies. These were
fitted with x2/v = 1.27 to yield, at threshold,

2 1/2 -3
<|MC| > = 2.310 % 0.291} My s
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which corresponds to

= 0.171 * 0.017 m, 7L,

]
o
I

-0.052 + 0.007 m L.

2
i)
1]

The smaller X2

was obtained mainly by replacing the value of <|Mc|2>
at 292 MeV obtained from our best comparison with the LBL-SLAC
solutions with that obtained from the VPI model. Both sets of param-
eters obtained by fitting the isobar-model values of <|Mc|2> cor=-
respond to <1Mclz> = 34,7 m"'6 at 292 MeV, which agrees better with
the value obtained with the VPI model than that obtained by comparison
with the LBL-SLAC solutions. The xz/v for the cases discussed here
were larger than that for the empirical analysis because the VPI-model
of <IMC|2> at 203 MeV was less well fitted by the linear function of
the total c.m. energy. A plot of the <|MC|2> obtained with the VPI
model showing the extrapolation to threshold is displayed in Fig. 77.
In Table LI, we give our cross—section predictions £for other
wN+waN charge reactions at 292, 331, and 358 MeV obtained from our
comparisons with the LBL-SLAC solutions. In Table LIT, we present
predictions calculated with the VPI model from the prererred partial-
wave amplitudes. The predictions for each of the reactions w p+n%r™p
and v+p*n°n+p agreed roughly with =ach other and with the available
experimental measurements above about 300 MeV. Predictions for

+o+

n+p*n n calculated from the LBL-SLAC solutions were in good agrez-

ment with measurements above 300 MeV, whereas predictions calculated

with the VPI model were four to six times high. No measurements of
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TABLE LI. Cross-section predictions (in pb) at 292, 331, and 358 MeV
obtained from comparisons with the LBL-SLAC solutions.

T (MeV) 7 p+1°7°n nTp+n%rTp rtpenOntp atpentata
2922 146 £ 9 85 + 18 138 + 29 26 * 6
292 118 £ 6 77 * 4 125 + 6 24 * )
331 286 t |3 288 * 13 418 * 18 82 * 4
358 427 * 18 518 & 22 644 = 27 126 £ 5

3These predictions correspond to the case in which both A(PS1l1-eN) and
the normalization were varied.

TABLE LII. Cross-section predictions (in wb) for aN+awN charge
reactions. The predictions are based upon the preferred partial--wave

amplitudes obtained

with the VPI model.

Tu(MeV) n p+n%1°n m pe

0,0 o o, +

T p 2t penOntp n+p*n+n+n

203 14
230 45
256 105
280 220
292 378
331 788
358 1236

I+
~
w
(O8]

£~

+ 10 10 13 18
14 26 34 48
+ 26 51 65 95
* 133 125 * 25 187 + 89 151 * 8
+ 269 337 = 51 277 ¢+ 82 309 + 20
+ 181 454 ¢ 46 665 * 129 529 ¢ 32

the reaction = p+7%1% were available in our energy range. Predic~

tions for this reaction calculated from the LBL-SLAC solutions were

about a factor of three smaller than those calculated with the VPI
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model. As discussed below, these differences resulted in different
values for Npj; at the highest three energies.

Our determinations of the Ngyy from our comparisons with the
LBL-SLAC solutions are summarized in Table LIII and from the preferred
amplitudes obtained with the VPI model in Table LIV. The errors
include contributions from svstematic wuncertainties as discussed
earlier. The errors quoted for the LBL-SLAC elasticities are probably
unrealistic since no uncertainties were associated with the interpo-
lated partial-wave amplitudes. At the three highest energies, the
npy3 and npay calculated with the VPl model agree within about one
standard deviation of those obtained bv comparing with the LBL~SLAC
solutions. Because of the larger n p+7°r?n cross-section prediction
of the VPI model, the "Bl for that model at 292, 331, and 358 eV
were respectively 1%, 3%, and 9% lower than the correspcnding elas

ticities determined from the LBL-SLAC snlutions. Nevertheless, the

TABLE LIII. Elasticities Ng1y °f the initial P11, D13, and D33 waves
at 292, 331, and 358 MeV obtaired from comparisons with the LBL-SLAC
solutions.

Ty (MeV) npi1 D13 D33
2922 0.9675 + 0.0020 0.9968 + 0.0N01 N.9975 * 0.0001
292 0.9749 £ 0.0013 N.9971 * 0.000] 0.9978 + 1.0001
331 0.9137 * 0.0040 0.993¢ + N.0NO3 0.9912 * 0.0004
358 0.8533 + n.0na7 0.9808 + 0.0008 0.9854 * 0.0006

2These elasticities correspond to the case in which both A(PSl1-eN)
and the normalization were varied.
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TABLE LIV.

Elasticities ngry of the initial Pll, D13, and D33 waves
obtained with the VPI model.

T (MeV) np1] np13 np33
203 0.9989 + 0.0003 1.000 1.000
230 0.9955 * 0.0005 1.000 1.000
256 0.9867 * 0.0008 1.000 1.000
280 0.9673 * 0.0019 1.000 1.000
292 0.9535 + 0.0177 0.9947 + 0.0043 0.9989 *+ 0.0018
331 0.8861 * 0.0442 0.9813 £ 0.0115 0.9990 *+ 0.0024
358 0.7859 + 0.0462 0.9718 *+ 0.0143 0.9936 * 0.0062

npy; caiculated with the VPI model were

sidering their errors,

solutions.

In elastic

phase

with

shift

the values

analyses

in reasonable agreement, con-

determined from the LBL-SLAC

below 300 Mev, it

has been

customary to set 13 = p3y = 1 since npi13 and Np33 are only slightly

dirferent

from unity

in our energy range.

Prior estimates of Npy1

have been based upon integrated cross sections for n p+nrN reactions.

As we have seen, such measurements exist below about 300 MeV only for

the w—p~v+n'n charge channel.

Thus, contributions to Np11 irom other

charze channels have either had to be ncglected or estimated from an

assumption, such as dominance of n p+en, which implieslsz

o(-"p+n %) 1

o -"p+rta"n)
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Our npyy below 300 MeV are in good agreement with those of Carter et

15

al., although our values are very slightly smaller. This result is

to be expected since their elasticities were mainly based on the
7 p+1t1"n cross-section measurements of Batusov et 51;333’3b which, as
stated earlier, were 1.3-1.5 times smaller than ours. Since our es-
timates of npy] are based upon cross sections with several times the

accuracy of previous measurements, we suggest that our elasticities be

considered in future elastic phase shift analyses.



CHAPTER VIII
SUMMARY AND CONCLUSIONS
dzc

dQdT
+

v mesons produced in the reaction n-p*n+n'n at 203, 230, 256, and

We have measured the doubly differential cross section for

358 MeV. The doublv differential cross secticn was measured at 11
points at 203 MeV, 16 points at 230 MeV, 20 points at 256 MeV, and

21 points at 358 MeV. We also reanalyzed data from a previous experi-

2
ment!? that had measured d z at 254, 280, 292, 331, and 356 MeV. The
2
é%é% were calibrated by measuring 7 p elastic scattering and norma-

lizing the measured angular distributions to known elastic cross

sections.

2 —
From each measurement of é%g%, we determined [M]|*, the square

modulus of the matrix element averaged over unobserved kinematic

variables and divided by the square of the incident c.m. momentum.

The H“llz~ were fitted to an empirical function of the measured

kinematic variables to facilitate extrapolation and integration of the

dzc

measured JodT" By this procedure, we obtained o, the integrated
reactinn cross section, and (|MC|2>, the square modulus of the matrix
element corrected for Coulomb attraction in the initial and final
states, averaged over all phase space, and divided by the square of
the incident c.m. momentum. The R and <|MC12> were combined at 254
and 256 MeV and at 1356 and 358 MeV to give greater statistical

accuracy. 0Our gp had about twice the accuracy of previous measure-

ments above 3N0 MeV and about five times the accuracy of previous
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measurements below. The total uncertainty in Or was about 117 at
203 MeV, 5% at 230 MeV, 4% at 255 MeV, 4% at 280 MeV, 6% at 292 MeV,
4% at 331 MeV, and 4% at 357 MeV. Most of the uncertainty in the 331
and 357 MeV measurements was due to a 47 uncertainty in the normaliza-
tion to 7 p elastic scattering at those energies. Our measurement at
203 MeV is nearer to the 172.4 MeV threshold thin any other now in
existence.

The seven <'Mc'2> were extrapolated to threshold where
comparisons with soft-pion theory are wost straightforward. We
established £, the chiral-symmetry-breaking parameter of soft-pion
theory, and 4q and a5, the S-wave isoscalar and isotemsor wm scatter-
ing lengths. The % obtained was consistent with £ = 0 as required by
the phenomenological wN Lagrangian of Weinberg-3 It was inconsistent
with either £ =1 or £ = -2 1equired for the two Lagrangians of
Schwingerr12 The ap determined by this experiment was small and
positive like that obtained from a recent measurement of Keh decay,
although our value was somewhat smaller.

We also used our data to investigate isobar models for nN+maN
reactions. Partial-wave amplitudes were interpolated to 292, 331, and
358 MeV from the ll-wave solutions obtained from a recent isobar-model
analysis performed by an LBL-SLAC collaboration.13 We were successful
in obtaining excellent agreement with the data at 331 and 358 MeV
simply by renormalizing the interpolated amplitudes. At 292 MeV, we
obtained good agreement by varying the PS11(eN) amplitude in additionm
to the normalization. These results indicate that the standard isobar
model for wN+wrN is a viable method of analvsis for single pion pro-

duction in our energy range.
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At each incident energy, we compared our data with the VPI isobar
model,la which includes a background term calculated from soft-pion
theory in the matrix element. Good agreement was reached with the
measurements at 280 MeV and below by varying only the PS11(eN)
amplitude. For the measurements at the three highest energies, our
preferred solutions varied the PPl11(wm4a), DS13(wA), and DS33(nA)
amplitudes as well as the PS11(eN) amplitude. Inclusion of the
additional partial waves at the highest energies was necessary because
the 331 and 358 MeV measurements were within the half width for
A production.

We redetermined ogp and <|MC|2>, where possible, from both isobar
models. The ogp estimated with the isobar models were consistently a
few percent smaller than those estimated with the empirical analysis.
Our prior determination of £ was checked by repeating the extrapola-
tion to threshold using the isobar-model values . of <|Mc12>‘ The
redetermined values of §£, ap, and a, were consistent with those
established by the empirical analysis. The isobar models permitted us
to predict cross sections for other wN+w7N reactions: = p+1°rCn,
T p+n%nTp, n+p+w°n+p, and v+p*w+w+n. Our predictions may be of use to
future experiments that attempt precision measurements of these
reactions. Finally, the isobar models enabled us to estimate
elasticities Ng1y of the PlI, D13, and D33 elastic waves. As a con-
sequence of our precise cross-section measurements, our estimates of

Npy] should be improvements over previous values.
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APPENDIX A

MODEL FOR AN ELASTIC PEAK AT THE FOCAL PLANE

This appendix discusses details of how the width and centroid of
the momentum distribution for each incident pion beam were inferred
from an analysis of the momentum distribution of pions elastically
scattered from the liquid hydrogen target.

It is useful to first summarize some of the kinematic formulae
involved in describing the individual contributions to the centroid
andrwidth of the distribution of scattered pions. The velocity of the

c.m. system relative to the laboratory is given by

B = pin/(Ein + mp) s

where py, is the incident pion momentum in the laboratory and E;, is
the total incident pion energy. The total energy of the scattered

pion in the c.m. system is given by

[xo}
[}

W +m 2 - m /(2w ,

where

172
W= [(Egy +m)? - py2l

is the total c.m. energy of the two-body system. The momentum of the
scattered pion in the laboratory is related to the incident pion

momentum by
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_— —_— 1
(E/¥)8 TosBpay + ((E/1)2 - m 2(1 - (8 cosbp2l} '

Pour = 2 *
1 - (8 cosBy )

172
where v = (1 - 82)

and ;EEEI;E is the mean cosine of the laborato-
rvy scattering angle, which differed from Coselab! the cosine of the
nominal scattering angle. Terms of the form cosnelab, with n an
integer, and other quantities discussed below were generated for
various scattering angles by a Monte Carlo program that has heen
discussed bv ﬂyer.l8 Table LV presents a summary of the parameters
that describe the distribution of angles observed by the spectrometer
for nominal scattering angles of interest. The cosine of the scatter-

ing angle in the c.m. system was calculated as

Eour ~ Y E
cnsd = ,
g2 v p
with
n. 172
F:out = (pout t mﬂ
and

- (g2 2,172
p = (E° -~ m_~)

Several of the formulae discussed below require the quantities

dpout _ BYE

out Pout

dcosB1ab

[RS]

Efpyg -~ ym



and

2 9
dpout _ Pin (m_~ - mﬂz) + (m"“ + m

P P Ein) Pout cosfyay,

Ein (Egq + mw)z [(Pout/Eour) — B8 cosfy,yl

The 1incident pion beam suffered momentum loss in the 1liquid
hydrogen target as a result of collisions with atomic electrons. The
centroid of the incident momentum distribution was corrected for this

effect by the tern

TABLE LV. Deviations of scattering angles observed by the srec-
trometer.

%1ab (EEEEI;; - cos9y,p) (cégzglab - cosila; 2y
30 -0.00221 0.000213
40 -0.00187 0.000358
50 -0.00155 0.000507
60 -0.00118 0.000640
70 -0.00079 0.000761
80 -0.00036 0.000835
90 -0.00008 0.000861

100 0.00052 0.000835
110 0.00094 0.000761
120 0.00133 0.000647
130 0.00162 0.000507
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_— dpin dpout + dpout

“Ploss * Sin —gx dp, out ~gx
n

E;; and E;;; represent the average path lengths traveled into and out
of the target, before and after scattering, respectively. EI; and
§;::, together with higher~order terms, were also calculated by a
Monte Carlo program. Table LVI summarizes the parameters that
describe the distributions of path lengths in the liquid hydrogen

target for scattering angles of interest. In this table,

(8S, 12 = (s, 2 -5, 2y

in in S1n 4 (AS

7 - 7 - 2
out) - (Sout Sout Y5 and

TABLE LVI. Averages of path lengths in the liquid hydrogen target.

lab Sin Sout (as; ) (Asout) (AS;,)(855¢)
(cm) (cm) (cm?) (cm?) (cn?)
30 1.119 1.104 0.451 0.431 ~0.350
40 1.121 1.090 0.446 0.413 -0.312
50 1.118 1.080 0.443 0.395 -0.266
60 1.115 1.071 0.439 0.378 -0.211
70 l1.111 1.063 0.436 0.364 -0.149
80 1.109 1.058 0.435 0.355 -0.081
90 1.106 1.056 0.434 0.352 -0.008
100 1.105 1.058 0.434 0.355 0.066
110 1.104 1.063 0.436 0.364 0.141
120 1.103 1.070 0.439 0.378 0.213
130 1.101 1.077 0.442 0.395 0.280
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(88 )(8S54e) = €Sin Sour ~ Sin Sour)e Terms of the form dp/dx, which

represent the decrease with distance of the mean momentum p, were cal-

culated from the Bethe-Bloch equation23-54’56:

2
_ EE - 27 n eA r 2meB wmax-,
1201 - g%y’

- 282 -5 -0} .

Here, dp/dx = 8 l1dE/dx where B is the velocity of the particle, m

m, and

e are the electronic mass and charge, and n = p(NA/A) is the number

density of electrons in the target. NA is Avogadro’s number, A is the

molecular weight of hydrogen, and p is the mass densitv of liquid

hydrogen. wmax is the maximum energy that can be transferred tec an

electron in a single collision:

2R2Y2me
max 2
1+ 2y(m,/m) + (mg/m)”

=172
with v = (1 - 82) . Tre ionization potential 1 of liquid hydrogen

is 18.30 eV.57 The density correction & was evaluated from the
formulae described by Sternheimer.’4 The shell correction Uy, which is
unimportant at energies of interest, was neglected.

We considered seven contributions to the width of the momentum
distribution of scattered pions. The largest of these contributions

was due to the finite angular acceptance of the spectrometer:
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2) dpout 2
ang

-
= 2 - 8 —————
(cos 81ab cosBy,y dcoselab

Another large source of broadening resulted from variation of path
lengths 1in the target and the concomitant variation in the energy

loss. This contribution to the momentum width was calculated as

—— 5. (9Pin 2, 9P dp
2 P S 2 iny2; Fouty2 s 7 _ 2 outy2
9oss = (Sin Sin I dx ) s T (Sout Sout ) dx )
in
— — dp; dp dp
1 in out out
+ 20815 Sout = Sin Sout)! dx )( dpin)( ix ) -

We 1included a contribution to the width from the vertical height of
the beam at the target. The height of the beam spot and the magnifi-
cation of the spectrometer determined the size H of the beam spot at
the focal plane. The contribution is given by

2
9spot

= (pes W2,
where p. 1s the central momentum of the spectrometer and
§ = (4.327 *+ 0.010)x10"3/cm is the spectrometer dispersion. Multiple

small-angle Coulomb scattering with nuclei introduced a mean square

deviation in the scattering angle 6lab' The contribution from this

source can be written a557
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where E; = me(4ﬂ/e2)1/2 and X, = 63.05 g/cm2 is the radiation-: length
in liquid hydrogen.42 A final source of broadening was caused by the
phenomenon known as straggling. Because of the statistical nature of
collisions within the target, all particles that entered the target
with the same momentum did not have exactly the same momentum after
traveling the same distance through the target. The contribution to

the width from this effect can be written as

2 2
d<p; > dp 9 d<p >
2 =3 in ( out)‘ + out

Ustrag in dx dpin out dx ’

where <p2> is the mean square momentum. The variaticn of (p2> with

distance is given by23

d<p® _ 2n n e (1 - g2

dx mes2
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APPENDIX B

REVIEW OF SOFT-PION THEORY

Soft-pion theories aim at a description of processes involving
pions and other particles 1in which the pions have small kinetie
energy. In the limit in which the four-momentum of the pion is zero,
the description is thought to be exact. The fundamental ingredients
of soft—-pion thecry are the Gell-Mann current—algebra hypothesis58 and
the partial conservation of the axial-wector current (PCAC) hy~-

pothesis.Sq

These hypotheses are reviewed in this appendix with a
discussion of phenomenoclogical 7N Lagrangians that are wuseful for

describing the reaction w-p*n+n'n near threshold. The presentation

here follows that of several other authors.?»60:61

Current Comnutation Relations
We begin by using the free-field SU(3) quark model as a guide in
deriving the algebraic properties of hadronic currents. The free-

field quark Lagrangian is assumed to be32

L = q(iy*3 = m - &m Ag)q ,

with -6m E)Bq a symmetry-breaking term that removes the mass
degeneracy of the quarks under SU(3). Ag is one of the generators of

the group SU(3). The standard representation and properties of the A
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matrices are discussed, for example, in Refs. 60 and 61. The vector

current Jg is generated by the transformation

where €, (a = 1,+++,8) is a real parameter. We obtain

A
§L — a
I == =a¥ —q.
a 5(3uEa) 2

From the Gell-Mann--Lévy equation,9

3 8L _ 6L
R EN I

we find the divergence relation
uo_ —
auJa = fagb Sm qAbq ’

where the f_, . are the structure constants of the group SU(3). Note
that the vector current is conserved in the absence of the symmetry-
breaking term in the Lagrangian. The axial-vector current J;” is

generated by the transformation

iYslaEa
2

) a

q > exp(—

Such a transformation is called a chiral transformation because Yg can
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distinguish the spin components of a fermlion field. The axial-vector

current is found to be

Jg“ satisfies the divergence relation
3,35 = imgych,q + = 6m qyc{i,,Ag})
p-a qYs54,9 3 qQygsidg,Agtq -

Hence, Jgu is not conserved even in the absence of the symmetry-
breaking term. We can form chiral currents from linear combinations

of the vector and axial-vector currents:

1 -v A
Lu _ 1 u o S _ 5 a
Ja = E(Ja Jau) - QYu('—z—) “‘2_ q ,
1 + v by
Ry _ 1 Suy - T “5y "a
Y = 3R+ I3 = ' ——) 5 a -

Chiral currents are so-named because of the presence of the helicity
projection operators (1 * vg)/2.
We can determine commutation relations for the vector and axial-

vectur currents from the equal-time commutation relations for the

quark fields:

{q,(x),qu(y)}

0

RO RNI I

X0=Yp Yo

{qa(x).qu(Y)}xo Gab 53("‘2 - ‘)3) .
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We findbl:

[Jg<x>.Jg<y>1xo=,o 183 - ) £, M),

[J3°<x>,Jg(y>1xo=yO = 1833 - P £, W) ,
[Jg(x),Jg"(y>1x0=yO = 183 - ) £ V),
[Jg°<x>,Jgu<y>1xo=,0 = 183(% - P) £, M) .

These are the famous Gell-Mann current commutation relations.’® The
essence of the current-algebra hypothesis is that these commutation
relations are characteristic of the group SU(3) and that they should
by valid even if the SU(3) symmetry is badly broken. Although these
commutation relations have been derived from the quark model, they are
assumed to be valid even for the more complex particles that are
characterized by the group SU(3). We can use the current commutation

relations for the vector and axial-vector currents to obtain:

000, R 1y oy = 187G = ) £ T
[J§°(x>,J§"<y>1xo=yO = 183(% - ) £, B,

R
[Jg°<x>.J§v<y>1x0=yO = [Ja°<x>,Jgu<y>1xo=yO =0 .

These commutation relations for the chiral currents are a mathematical
statement that each of the chiral currents forms an independent SU(3)
algebra and, since the chiral currents commute, they form together the

algebra of chiral SU(3)xSU(3).
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PCAC and the Goldberger-Treiman Relation

From this point, we will only be concerned with the SU(2) isospin
subgroup of SU(3) which is appropriate for describing the nucleon
field, and thus we will discuss the simpler SU(2)xSU(2). Any theory
that attempts to correctly describe the interactions of pions and
nucleons must allow for pion decay. The most general form of the
matrix element for charged pion decay allowed by Lorentz invariance
and parity is given by the axial-vector current taken between the pion

state and the vacuum:

if_pH s
013340 17 = —— 20

Y(21)3 26,

Here, p" and W, are respectively the pion four-momentum and total
energy, f“ is the charged pion decay constant, and a and b are isospin
indices (a,b =1,2,3). The remaining factors come from the
normalization of the pion state. The matrix element of the divergence
of the axial-vector current, taken between the same states, follows by

translational invariance:

£ om 2
Su _'m T¢ “ab
<013,3M(0) 17> =

/(2w)3 2wp

This matrix element suggests an equation known as the PCAC relation:

Su _ 2
AJdam = mg® b,
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Here, ¢, is an isovector, pseudoscalar field appropriate for the
creation of a plon with 1isospin index a. If the axial-vector current
were precisely conserved, the divergence of the current would vanish.
The matrix element for pion decay would then falsely imply either
f1r =0 or m; = 0. The idea that the axial-vector current might be
almost or "partially” conserved was motivated, in part, by the small-
ness of the pion mass by hadronic standards. The value of the pion

decay constant obtained from measurement of the w+4u+uu decay width,61

£ 2

m m
= T 2 3 Hy2 - Uy 2
r 7;;-(Gucosec) n, (E_) B! (ET” ],
T T
is f,rr = 93,2 * 0.1 MeV.63 Here, Gu is the muon decay constant,

6. = 0.231 % 0.004 radians®3 is the Cabibbo angle, and m  is the mass

of the muon.

We now consider the hadronic matrix element of the axial-vector
current appropriate for describing neutron beta decay. Taking the
isospin-raising part of the axial-vector current 12“ = J%“ + iJ%“

between neutron and proton states, we obtain

PP 13O Inlpy> = —— (;‘1’%“;)“2 Sp(pg) [-Fa(q?V¥
(27)

+ Fpla®)a¥ lysun(py) »
with q = py - py- Here, P} and p, are the four-momenta of the neutron

and proton, respectively. FA(qz) and FP(qZ) are, respectively, the

]
axial-vector and pseudoscalar form factors. At q2 = 0, we have®?
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Ba
FA(O) = - E_ = 1.254 %= 0.007 >

v

the axial-vector renormalization constant. Note that G parity rules

out a term in the matrix element of the form
up(pp) ot ayYsun(py) »

which is an example of what Weinberg has called a second-class
current.®% The hadronic matrix element of the divergence of JE“ is

given by

1 mpmn)llz —

<p(py) 13, 33%(0) Inlpy)> = 1 L L
2 wE (2ﬂ)3 ElEZ P

(pp) [-(my, + m,3Fp(a?)
+ qup(qz)]YSUn(pl) ,
where we have made use of the Dirac equation:

(iy»2 - m)u(p) =0 .

By taking the matrix element of the isospin-raising parts of the PCAC

relation between neutron and proton states, we obtain

<p(py)13,324(0) InCpy)> = ¥Z £ my? <p(py)194(0) Inlpy)> .

The righthand side of this expression can be evaluated by taking the
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matrix element of both sides of a Klein-Gordon equation for the pion

field &:

G —_—
(3¥a, + mﬂ2)$ = - oy au(wYuYs?W) >

where G is the wN coupling constant, ¢y 1is the nucleon field, and T is
the usuwal isospin matrix. The source term expresses the contribution

from the 7N vertex shown in Fig. 78. We obtain:

1 L ) V26 - .
Gt Ery) gz D el

o

<p(p9)164(0)in(py)> =

R —

Figure 78. The pion-nucleon vertex diagram.

245



By comparing both expressions for the neutron beta decay matrix

elemnent, we find
-(m, + m)Fa(a?) + a%Fp(a?) = 26,6

where the approximation indicates our neglect of other diagrams.

Taking the soft-pion limit in which q2 + 0, we find

28 Zp " o
gy 26 ’

which is the Goldberger-Treiman relation.*3 The value of f, predicted
from the Goldberger-Treiman relation is fST = 87.8 * 0.8 MeV, which
agrees within 6 * 1 % of the value obtained from the direct measure-

ment of pion decavy.

Phenomenological nN Lagrangian

The interactions of nucleons and low-energy pions can be
described in terms of a phenomenological Lagrangian that, by design,
is consistent with the hypotheses of PCAC and current algebra for the
isospin suhgroup of SU(3). Conservation of isospin in strong inter-
actions implies conservation of the vector current, which is generated
by isospin gauge transformations. Thus, the 7N lLagrangian must be in-
variant under global (constant) isaspin gauge transformations. 1In the
limit m,*0, PCAC implies conservation of the axial-vector current;

consequently, in this limit, the =N Lagrangian must also be invariant
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under global chiral transformations. When a n#N Lagranglan satisfies
both of these criteria, it is sald to possess symmetry under chiral
SU(2)xSU(2).

The form of the Lagrangian is restricted by the requirement that
the resulting vector and axial-vector currents obey the current
algebra appropriate for the SU(2) isospin subgroup of SU(3). It can

be shown that such a chiral-invariant Lagrangian i52,4,65

- 1 c -
Ly = y(iyD = my)¥ +-5-D“$-Du$ + 5;;-wvuv5?w-0“$ ,

where ¢ and § are, respectively, the physical nucleon and pion fields.

Duw and Du$ are Weinberg covariant derivatives®?:

i G i

D\[l=3 [}
u u
(2fST)2 1+ ( 3 12
2¢6T
3,3
o S, A
L+ iiT)z
2
with
ol ™y
GT _
fr = l__1 < "

By

The covariant derivatives -are defined such that any isospin-invariant

function of 1, Duu, and DUE will be chiral invariant. 1In the limit
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Du » Bu, Ly becomes the usual gradient-coupling Lagrangian for

describing the interactions of nucleons and massless bosons.

Chiral-Symmetry Breaking

To describe the interactions of nucleons with physical pions, it
is necessary to violate the chiral SU(2)xSU(2) symmetry of the
Lagrangian. We assume that the 7N Lagrangian can be written as a sum
L = LI + Ly, vwhere Ly is a symmetry-breaking term that vanishes in the
soft-pion limit. LN was first investigated by deinberg65 who assumed
that it was a function LN($2) which transforms according to the
(N/2,N/2) representation of S5U(2)xSU(2); that is, like a traceless
symm:tric tensor of rank N. This assumption implies that LN($2) must

satisfy a second-order differential equation,65

(1 + 02y + 2 (1+ 00 + Xy’ + NN+ )Ly = 0,

where the prime denotes differentiation with respect to the argument
X = ($/2fST)2. By introducing the variable z = 4x/(1 + x)2, we obtain

an ordinary hypergeometric differential equation,

2
d<L dL
N 1 N 1
+ = - 4z2)—1 + = N(N + =
3 (3 z) P 7 N( 2)Ly =0 .

z(1 - z)
dz

Nlsson and Turner®® obtained this equation, with a different argument,

by ceneralizing the Gell-Mann--Lévy o model.? The normalized

solution, which is regular at the origin, is given by
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GTy2
Lo - oy £7°) sin(N + 1)9
N RN+ DN+ 2) sind ’

where z = sinZ8 and x = tanz(a/Z). The symmetry-breaking term was
later investigated by Olsson and Turner?s4 who assumed PCAC in the

form

Su 2 2
CH ELL I S S T S¢S
where F(0) = 1. By invoking current algebra, they determined the most
general form for the phenomenological =N Lagrangian to fourth arder in
the pion field. By comparing the =m scattering lengths calculated by
Olsson and Turner?:“ with those of Weinberg,65 we find

£ =2[(3 - NN+ 2,}

Wi N

where £ is the chiral-symmetry-breaking parameter introduced by Olsson
and Turner. In their early treatment,z'A the value of % was an
arbitrary real number. 1If we require that N be an integer, then the
simplest cholices for £ are £ =0 (Ref. 3) and £ = -2 (Ref. 12),

corresponding to N = 1 and N = 2, respectively.

Applications
We now expand the 7N Lagrangian L = Ly + Ly and retain terms that
will contribute "tree" diagrams (diagrams that do not contain loops)

for the reactions ww+am, 7N+n¥, and aN+wnN. We obtain
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L = Ly + Ly + Lyyg + LiNen + Lannwn >

with

250

[
it

— . \ .
o = VY3 - mpy + 5 au$.3u;5 -5 mﬂz 32,

__ (G2 (82 (220 e _ Ly _ 1 2 (1242
Ly = (EE) (-g;) (323,34 -~ 5 (1 - 5 ©m 2 FD?]
Lae = (50-) By, vstvea¥d ,

NN« szl uls
G Bvyo —
LgNpn = ~ (ia;)z (EZ)Z ¢Yu?$‘($*au$) N
\
- G 3 By 2 7 > 03l 2
LyNmar =~ (m\ {g-A-) VY, Y5T¥ QY&H- .

The S--".ve nn scattering lengths can be calculated solely from L
whereas calculation of the 7N scatterirg lengths requires only Lung
and LNan' To calculate matrix elements for nN»nnN reactions, one
needs L, Lyn:s Lyngrs 309 Lygpqne Only tree diagrams are considered
in these calculations. Important tree diagrams for single pion
production include the "one-point'" diagrams in Fig. 79(a), the "two-
point" diagrams 1in Fig. 79(b), and the '"three-point" diagram in
Fig. 79(c). The matrix elements at single pion production threshold
have been calculated by Olsson and Turner.2’4 While Olsson and Turner
considered only contributions from one- and two-point diagrams, the
three—-point diagram they neglected contributes only about 0.57% of the

threshold matrix element for n'p+u+n_n with £ = 0. Matrix elements



for all possible wp+nrN reactions, with no threshold approximationms,
have been summarized by Arndt et al.l%  If we let T; denote the con-—
tribution of the i-point diagram, then the T-matrix amplitude for
ﬂ_(Q)+p(pi)+ﬂ+(q1)+ﬂ—(q2)+n(pf) used in our isobar-model analysis can

be written as TCA = Ty + To + T3, where the T; are given by the

following expressionslbz

o /5 (613 (BVy2
T, =-2721 (m) EZ) my,
- d,  8Qe-qy ~ 4m ’E
x Wpp)[2 + =+ 3 Z]Ysu(Pi) ,
N (pe - Py - omy
T, =277 1 (=53 (292 my
2 2mg’ By
- 3d, d1(dy) + @ (d, + @),
< ulpp)f2 + o= - 2_ 2 [ 2_ 2
N o (pg +q)° —my™ (py — qy)” —my
- (4, - 4y)
. Q(dz 4,) . 2 4,4

Jysulpy)
(pg - Q)z - mNZ (p; + Q)Z - mNZ

and
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- zd2 + 242@ + Zde
2

X
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o
n
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’

N (py ¥+ Q2 - oy (pg - Q? - mNZ

24,4, ) 24,4,

5 -
(Pi -qp° - mNZ (Pf + ql)2 - my

2

bmyfid o4

[(pf - Q)z - mNZ][(pi - ql)z - mNZ]

bmyd 1 do@

{(Pi + Q)Z - mNZII(Pf + ql)z - mNZ]

hsutey) .
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Figure 79.
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and (c) the "three-point" diagram.

(b) the
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