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FIFTEENTH SYMPOSIUM ON ENERGY ENGINEERING SCIENCES

FOREWORD

This Proceedings Volume includes the technical papers that were presented during the Fifteenth
Symposium on Energy Engineering Sciences on May 14-15, 1997, at Argonne National Laboratory,
Argonne, Illinois. The Symposium was organized into eight technical sessions, which included 32
individual presentations followed by discussion and interaction with the audience. A list of
participants is appended to this volume.

The DOE Office of Basic Energy Sciences, of which Engineering Research is a component program,
is responsible for the long-term mission-oriented research in the Department. It has the prime
responsibility for establishing the basic scientific foundation upon which the Nation's future energy
options will have to be identified, developed, and built. It is committed to the generation of new
knowledge necessary for the solution of present and future problems of energy exploration,
production, conversion, and utilization, consistent with respect for the environment.

Consistent with the DOE/BES mission, The Engineering Research Program is charged with the
identification, initiation, and management of fundamental research on broad, generic topics
addressing energy-related engineering problems. Its stated goals are: 1) to improve and extend the
body of knowledge underlying current engineering practice so as to create new options for enhancing
energy savings and production, for prolonging useful life of energy-related structures and equipment,
and for developing advanced manufacturing technologies and materials processing with emphasis
on reducing costs with improved industrial production and performance quality; and 2) to expand
the store of fundamental concepts for solving anticipated and unforeseen engineering problems in
the energy technologies.

In achieving these goals, the Engineering Research Program supports approximately 130 research
projects covering a broad spectrum of topics cutting across traditional engineering disciplines with
a focus on three areas: 1) mechanical sciences, 2) control systems and instrumentation, and 3)
engineering data and analysis. The Fifteenth Symposium involved approximately one-fourth of the
research projects currently sponsored by the DOE/BES Engineering Research Program.

The Fifteenth Symposium was held under the joint sponsorship of the DOE Office of Basic Energy
Sciences and Argonne National Laboratory. Local arrangements were handled by Ms. Joan
Brunsvold and Ms. Marianne Adair of the ANL Conference Services. Ms. Gloria Griparis of the
ANL Office of Technical Communication Services was responsible for assembling these
proceedings and attending to their publication.
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I am grateful to all who contributed to the success of the program, particularly to the participants for
their uniformly excellent presentations, their active involvement in discussions, and their infectious

enthusiasm. The resulting interactions made this Symposium a most stimulating and enjoyable
experience.

Robert Goulard, ER-15
Division of Engineering and Geosciences
Office of Basic Energy Sciences
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INTERFACIAL AREA TRANSPORT IN BUBBLY FLOW

M. Ishii, Q. Wu, S.T. Revankar, T. Hibiki, W.H. Leung, S. Hogsett, and A. Kashyap

Thermal Hydraulics and Reactor Safety Laboratory
Purdue University, West Lafayette, IN 47907 U.S.A.

ABSTRACT

In order to close the two-fluid model for two-phase flow analyses, the interfacial area
concentration needs to be modeled as a constitutive relation. In this study, the focus was
on the investigation of the interfacial area concentration transport phenomena, both
theoretically and experimentally. The interfacial area concentration transport equation for
air-water bubbly up-flow in a vertical pipe was developed, and the models for the source
and sink terms were provided. The necessary parameters for the experimental studies
were identified, including the local time-averaged void fraction, interfacial area
concentration, bubble interfacial velocity, liquid velocity and turbulent intensity.
Experiments were performed with air-water mixture at atmospheric pressure. Double-
sensor conductivity probe and hot-film probe were employed to measure the identified
parameters. With these experimental data, the preliminary model evaluation was carried
out for the simplest form of the developed interfacial area transport equation, i.e., the one-
dimensional transport equation.

I. INTRODUCTION

In multiphase flow modeling, the overwhelming difficulties encountered in a local instant
formulation stem from the existence of deformable moving interfaces and the turbulent
fluctuations of the field variables. Even for single phase flow without free interfaces, the exact
solutions for the local instant fluctuations are beyond our present mathematical capability.
Therefore, the common approaches to depict the macroscopic aspects of two-phase flow use
averaging techniques (Vernier and Delhaye, 1965 [1]; M. Ishii, 1975 [2]; Boure, 1978 [3])
because the microscopic details of the interface behaviors and the fluid particle fluctuations are




rarely needed in engineering applications. In a certain sense the averaging techniques can be
considered as a low-pass filtering process that excludes unwanted high frequency signals from
local instant chaotic fluctuations. Subsequently, based on proper averaging operations, the well-
known two-fluid model is established, which is widely accepted as the most sophisticated
measure for two-phase flow analyses. In this model the averaged macroscopic properties of the
flow field are considered separately in terms of two sets of conservation equations that govern
the balance of mass, momentum and energy in each phase. However, the two averaged
macroscopic fields are coupled to each other through certain phase interaction terms in the field
equations to characterize the interfacial transfers. According to Ishii [2], the generalized
interfacial interaction terms can be expressed in the following form:

Interfacial Transfer Term = a; x (Driving Flux) , ¢))

where the Driving Flux depends on the transfer mechanisms and a; is the interfacial area
concentration, defined as the total interface area per unit mixture volume. In order to close the
two-fluid model, these parameters need to be modeled individually. In this study, the focus is on
the investigation of the interfacial area concentration transport phenomena, both theoretically and
experimentally. The interfacial area concentration transport equation for air-water bubbly up-
flow in a vertical pipe is developed, and the models for the source and sink terms are provided.
The necessary parameters for the experimental studies are identified, including the local time-
averaged void fraction, interfacial area concentration, bubble interfacial velocity, liquid velocity
and turbulent intensity. Experiments are performed with an air-water mixture at atmospheric
pressure. Double-sensor conductivity probe and hot-film probe are employed to measure the
identified parameters. The experimental results provide a comprehensive data base for the model
evaluation. At the present stage, the model evaluation is in progress with the detailed
experimental data. The preliminary results are presented here for the simplest form of the
developed interfacial area transport equation, i.e., the one-dimensional transport equation.

II. INTERFACIAL AREA TRANSPORT EQUATION

The interfacial area concentration is proportional to the fluid particle density, and thus its
variation is primarily dominated by the fluid particle expansion, agglomeration and
disintegration. Analogous to Boltzman’s transport equation, Reyes (1989 [4]) proposed a
Population Balance Approach (PBA) to develop a particle number density transport equation for
chemically non-reacting, dispersed spherical fluid particles. For the interfacial area transport
phenomena, Kocamustafaogullari and Ishii (1995 [5]) obtained the following form of the
generalized particle number density transport equation:.

Jf(x,7,1)
ot

+V'(f(X, v, f)Vp)=ZSj(X, v, t)‘f'Sph(X, v, l), (2)
J

where f{x, 7, t) is the local number density distribution function of the fluid particles with
volumes between ¥ and 7 +d7¥, while v (x,7,t) refers to the local time-averaged particle




velocity. The fluid particle sink or source rate due to phase change is denoted by s,(x, 7, ).
Detailed treatment of this term may follow the approach suggested by Kocamustafaogullari and
Ishii (1983 [6]), whereas the wall nucleation rate must be specified as a boundary condition. The
other terms on the right-hand-side of Eq. (2), 5,(x, 7, ), represent the net rate of change in the
fluid particle number density distribution function resulting from particle breakage and
coalescence. Some phenomenological models for these source and sink terms were summarized
by Prince and Blanch (1990 [7]) and Lafi and Reyes (1991 [8]). These models depend on the
fluid particle volume and present the detailed insight of the driving mechanisms. However, the
particle volume dependent transport equation described by Eq. (2) is too detailed for the averaged
two-fluid model, in which the primary interest is in the average fluid particle behaviors. It is
then advantageous to develop a transport equation averaged over all fluid particles. From the
integration of Eq. (2) over the fluid particle volume, the overall local particle number density is
given by:

on(x, t) N

— V(¥ ,(x, )n(x, ) = £,(x, 1)+ 5,,(x, 1), 3)
J

where n(x, ?) is the local particle number per unit mixture volume, and ¥ »(X, 1) is the average

local particle velocity weighted by the particle number, which is identical to the local time-
averaged particle velocity weighted by the void fraction if the sample size is sufficiently large
and the internal circulation in each fluid particle is neglected.

In the two-fluid model, the parameter of interest is the interfacial area concentration rather
than the bubble number density. To replace the bubble number density in Eq. (3) with the
interfacial area concentration, the following geometric relation is applied:

a a?)
==yl — 4
n 7 w(az @
where v is a factor depending on the shape of the bubbles, and % denotes the average bubble
volume. For spherical bubbles y equals 1/(36m). Substituting Eq. (4) into Eq. (3) leads to:

o)l @Fefa o

]

The second term on the right-hand-side represents the effects of the variation in the mean bubble
volume. Without phase change, this term is related to the gas phase continuity equation in the
following manner:

oa = 11{8p, =
—+V-(v a)=—— £+(¥,-V : 6
ot 4 pg[ ot ( g )p g] ( )
This term is important when the system pressure is low and the change in gas density is
significant along the flow path, which is quite common especially in air-water experiments
conducted under atmospheric pressure conditions. For steady-state bubbly flow, if the gas
density decreases along the flow path, the bubble size grows resulting in larger interfacial area




concentration. By introducing Eq. (6) into Eq. (5), the interfacial area transport equation without
considering phase change effects is readily reduced to:

2

fa; = 1l (a 2a,Y 1 D, p,

_._._’_.{.V.(aiv )—_——[—-) ( S)—( l)——— . 7

ot 8] 3y g, ?’ 3a) p, Dt D
The remaining unknowns in the above equation are the source and sink terms due to bubble
coalescence and breakage. According to the preliminary studies of Wu et al. (1997 [9]), three
major mechanisms are responsible for bubble coalescence and disintegration in dispersed bubbly

flow. These are the coalescence due to random collisions driven by turbulence, the coalescence
due to wake entrainment, and the breakage upon the impact of turbulent eddies.

For the turbulence induced bubble coalescence, the net rate of change in the bubble number
per unit mixture volume is given by [9]:

1 a3 o3 8
V3 {13 73 {1 _CXP(_ ¢ 1/1;““ RlE ®)
X nax (amax -a ) Crax — X

where, the subscript “RC” stands for Random Collision, Crc is proportional to the coalescence
efficiency of each random collision, and #, is the root-mean-square of the turbulent velocity
fluctuation caused by the eddies with a characteristic length comparable to the mean bubble size.
It is postulated that smaller eddies do not provide considerable bulk motion to a bubble, while
larger eddies transport groups of bubble without leading to significant relative motion for
coalescence. The term in the first bracket is similar to the collision rate proposed by Coulaloglou
and Tavlarides [10] in 1976 for a liquid-liquid droplet flow system, analogous to the particle
collision model in an ideal gas. The term in the second bracket is due to the finite size of bubbles
that cannot be neglected when compared to the mean free path. The maximum void fraction,
O 1S chosen to be 0.8, a value at the transition point between annular flow and slug flow
(Wallis, 1969 [11]). In the final bracket, a modification factor is introduced to consider the effect
of the mean bubble distance compared to the bubble traveling range. For the sparsely distributed
bubbles, the collision probability decreases because the turbulent eddies that drive the bubbles
toward each other cannot sustain such long range interactions. It should be emphasized that the
coalescence efficiency in this study is assumed to be constant. The most popular model for the
coalescence efficiency is the film thinning model developed by Oolman and Blanch (1986 [12]).
However, their model suggests that the coalescence rate decreases exponentially with respect to
the turbulent fluctuating velocity, which is much stronger than the linear dependence of the
collision rate, resulting in an overall decreasing trend of the coalescence rate as the turbulent
fluctuation increases. This may cause serious trouble when the model is applied to experimental
data, especially at high liquid flow rates. Nevertheless, constant coalescence efficiency is only
an approximation, further efforts are needed to model the efficiency mechanistically.

4
wu a,-
Sre =_CRC!: 12 }

o

The bubble coalescence due to the so-called wake-entrainment mechanism may occur when
bubbles enter the wake region of a leading bubble and then accelerate toward the preceding one.
By considering the relative motion as the driving mechanism, the corresponding rate of change in
bubble number density satisfies the following simple formula [9]:




2\2
Swe =_£CWEur('aL) > )
7 a

where u, is the relative velocity between the gas bubble and the ambient liquid, given by:

» D 1/2
" =(_££} (10)
3C, py
1+01Re%” uD
with c, =24(———D~), and Re, = 2257 (1 a). an
Re ), Hy

Again, the coefficient Cyg is proportional to the coalescence efficiency and is assumed to be
constant here.

The final mechanism is the bubble disintegration due the impact of the turbulent eddies.
From simple force balance on a gas bubble, the net rate of change in bubble number density is
given by [9]:

2 V2
< W
oo L)1) oY), wowe,,
6pfiz,2a
where, We=—"——, (13)
oa;

i

The subscript “77” refers to Turbulent Impact. The unique feature of this expression is that the
breakup rate equals zero when the Weber number is less than a critical value, We,. At low liquid
flow rates, the turbulent fluctuation is small and thus no breakup would be counted, which
enables the fine-tuning of the adjustable parameters in the coalescence terms, independent of the
bubble breakage at low liquid flow rate with small void fraction.

Egs. (7), (8), (9) and (12) constitute the closure relations of the interfacial area concentration
in two-phase vertical dispersed bubbly flow. The variables in these equations are coupled with
the field equations in the two-fluid model. For the information of the local interfacial area
concentration, the field equations should be solved together with the closure relations. On the
other hand, these models also provide the detailed requirements to the experimental investigation
for the interfacial area transport phenomena. In addition to the measurements of local time-
averaged void fraction and interfacial area concentration, information about the bubble velocity,
liquid turbulent intensity and bubble relative velocity should be obtained for the evaluation of the
proposed models.




III. EXPERIMENTAL INVESTIGATION

For the purpose of studying the interfacial area transport process, a vertical cocurrent two-
phase flow test facility was designed and constructed with three measurement ports at different
axial positions. In order to obtain the parameters identified in the previous section for the
characteristics of the interfacial area transport phenomena, double-sensor conductivity probe and
hot-film probe were employed in the experimental investigations. Comprehensive measurements
were carried out mainly in the bubbly flow regime. For every flow condition, the radial
distributions of each parameter were obtained at three axial positions. These parameters include
the local time-averaged liquid velocity, liquid turbulent intensity, gas velocity, void fraction,
interfacial area concentration, and bubble Sauter mean diameter.

3.1. Test Facility and Instrumentation

The schematic of the test loop is depicted in Fig. 1. The test section is a 3.6 m long acrylic
pipe (5.08 cm ID). Air and deionized water are used in the experiments. With a 1.5 hp water
pump (SP15-150, Price Pump Company), the liquid superficial velocity in the test section can
reach about 2.0 m/s, whereas the lab’s stable 0.7 MPa dry air supply is sufficient for the
experiment up to the churn-turbulent flow regime. The uniform two-phase mixture enters the
test section from an air-water mixing chamber with a conical section connected to the bottom end
of the test pipe. Inside the air-water mixer, an air-injector consists of 400 hypodermic needles
held together by a resin base as shown in Fig. 1, providing bubbles with diameters of 3 mm to 5
mm. In the upper plenum, water is separated from air and flows back to the water tank, where a
heat exchanger is installed to maintain a constant liquid temperature for the hot-film probe
measurement. Along the flow path in the test section, three instrument ports are equipped at the
axial positions of L/D equal to 2, 32 and 62, and a traversing mechanism is installed at each
probe port. The traversing mechanism utilizes a micrometer that is accurate to 0.025 of a
millimeter. Since the existence of the probe support can induce bubble breakage and coalescence
and therefore affect the downstream measurements, the measurement at the four probe locations
have to be performed individually. For the measurements of the time-averaged local void
fraction, interfacial area concentration and bubble velocity, a double-sensor conductivity probe is
developed, whereas the water velocity and turbulent intensity measurements are made using a
hot-film anemometer system (FLOWPOINT, TSI Inc.). The local instantaneous data are
acquired with a 486 PC, and the time-averaged variables are obtained through software
developed in the TRSL of Purdue University.

The double-sensor probe is made of two thin electrodes as shown schematically in Fig. 2a.
The tip of each electrode is exposed to the two-phase mixture and measures the impedance
between the probe tip and the common ground. Due to the significant difference in the
conductivities of the liquid phase and the gas phase, the impedance signal rises sharply when a
bubble passes through the probe (Fig. 2b). From the front tip signal, the bubble residual time
fraction is the local time-averaged void fraction. On the other hand, the time delay, At, of the
two impedance signals can thus be utilized to characterize the time interval for the bubble surface
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Fig. 1 Schematic diagram of the experimental loop

traveling from the front probe tip to the back tip. Since the separation of the two probe tips is
known, defined as As, a measurable bubble axial velocity, As/At, is obtained. For the
measurement of the local time-averaged interfacial area concentration, according to Wu and Ishii
(1997 [13]), the following formula is suggested in considering the effects of the bubble lateral
motion and the probe spacing:

225
- 2N, % _ —12As~
“= (AT(Nb - Nmiss)) |:2 +( V ) :|Z(Atj /As), D=l2as 3AS, (14)

b J

where the subscript j denotes the j-th measured bubble, N, stands for the number of the bubbles
that pass the first probe tip in the AT time interval for time-averaging, D refers to the Sauter
mean diameter of the bubbles, and N, is the number of the missed bubbles. A bubble is
defined as missed when the second probe tip either cannot touch the bubble or enters the bubble
before the first tip. These cases may occur if the bubble has lateral velocity components [13]. If
the Sauter mean diameter of the measured bubbles is in the range of 1.2 to 3 times the probe
spacing and the sample size is sufficiently large, the error of this expression is within +1.5%.

The term (Vb '/ 1717) in Eq. (14) represents the relative bubble velocity fluctuation, given by [13]:

' o
(ﬁ):lz 8 D=12As~3As, (15)

where G, is the standard deviation of At. Moreover, in order to control the statistic fluctuations
within £5%, the sample for time-averaging should contain no less than 1000 bubbles [13]. With
the measured local time-averaged void fraction and interfacial area concentration, if the bubbles
are assumed to be spherical, the bubble Sauter mean diameter is given by the following relation:

D=2, (16)
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Fig. 2 Double-sensor conductivity probe

The hot-film probe used in the experiment for the measurements of the water velocity and
turbulent intensity is a constant temperature probe with a conical tip (Model 1231W, TSI Inc.),
which measures the one-dimensional liquid velocity with a maximum frequency response of 5
kHz. The calibration of the hot-film probe was performed with either an orifice flowmeter or a
Pitot-static probe positioned at the test section centerline. In order to maintain constant liquid
temperature, a cooling coil was installed in the water tank as shown in Fig. 1, which controls the
temperature fluctuation within £1°C. Typically, the loop is allowed to run for an hour or so until
a steady-state temperature is reached. For small temperature fluctuations, a thermocouple is
placed in the test section and the FLOWPOINT software adjusts the hot-film output signal
accordingly.

The hot-film probe is designed for single phase water flow at an operating temperature of
66.7°C. When applied to air-water two-phase bubbly flow, however, the operation temperature
should be reduced in order to achieve consistent probe sensitivity (Hogsett, 1996 [14]; Hibiki,
1997 [15]). Otherwise a frequent output voltage drift may occur due to the dramatic change in
local convection heat transfer coefficients between the liquid phase and the gas phase. In the
experiment, the operating temperature was chosen at 45°C and the probe calibration was carried
out using the orifice flow meter installed in the liquid supply line as shown in Fig. 1. Even at
low temperature conditions, significant drift of the calibration curve is observed. Hence,
frequent recalibrations are conducted. In Fig. 3, the typical time history of a hot-film probe
signal for a two-phase bubbly flow is presented. Besides the chaotic fluctuations caused by the
turbulence in the liquid phase, some voltage spikes exist due to the bubbles passing through the
probe tip. In order to obtain a liquid velocity representative of the flow, it is necessary to filter
out these spikes. This has been done using a threshold scheme developed by Hogsett [14] and
the filtered signal is also shown in Fig. 3. From the signal of the hot-film probe, average liquid
velocity as well as the root-mean-square velocity fluctuations are obtained. Moreover, the
filtered signal gives the local bubble residual time and provides an alternative measure to
calibrate the void fraction measurement from the double-sensor conductivity probe.
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3.2 Typical Test Results

Comprehensive measurements were carried out mainly in the bubbly flow regime as shown
in Fig. 4. For every flow condition, the radial distributions of each parameter were obtained at
three axial positions. These parameters include the local time-averaged liquid velocity, liquid
turbulent intensity, gas velocity, void fraction, interfacial area concentration, and the bubble
Sauter mean diameter. The liquid velocity and turbulent intensity were measured with a hot-film
anemometer, whereas the bubble velocity, void fraction, interfacial area concentration, and
bubble Sauter mean diameter were acquired using a double-sensor conductivity probe.

Typical liquid velocity profiles at different axial locations are shown in Fig. 5. Generally, the
liquid velocity profiles are flat, presenting a typical turbulent flow characteristics. Under the
specific flow condition, a subtle wall peak is observed at the pipe entrance region with L/D equal
to 2, which corresponds to a void fraction wall peak in Fig. 7. On the other hand, the turbulent
intensity profile appears to depend on the relative difference between the bubble-induced
turbulence and the turbulence generated by wall shear. Based on the data obtained by Hogsett
[14] at low liquid flow rates, the turbulent intensity peaks in the core of the flow where bubbles
tend to cluster, even for the lowest void fraction case with <a>=0.018. This evidence implies
that the bubble-induced turbulence seems to be the dominant mechanism at low liquid flow rates.
As the liquid flow rate increases, however, wall shear effects gradually overtake the bubble-
induced turbulence, and the turbulent intensity profiles at different axial positions shown in Fig.
6 tend to collapse to a fixed line that resembles the behavior of a single phase turbulent flow.

All the void fraction profiles at different flow conditions exhibit similar trends, as shown in
Fig. 7. The radial void fraction profile peaks near the wall. Along the flow path, the peak moves
away from the wall and decreases considerably. The variation of the peak depends on the flow
conditions. At low liquid flow rates the peak may decrease by 40% to 50%, while at high liquid
flow rates the decrease is about 10%. In Fig. 8, the radial interfacial area concentration profile




exhibits the same trends as the void fraction profile. Hence, the bubble Sauter mean diameter,
which is proportional to the ratio of the void fraction to the interfacial area concentration,
remains approximately constant within the pipe cross-sectional area (Fig. 9). However, as the
bubbles move upward, their average size becomes larger because of expansion and
agglomeration. Moreover, the bubble velocity profiles measured by the double-sensor probe are
presented in Fig. 10. Near the entrance, at L/D equal to 2, the bubble velocity is slightly higher
in the wall region. Downstream, at L/D equal to 32 and 62, the bubble velocity reaches its
terminal velocity and the velocity profiles resemble the liquid velocity profile.

20 0.20
: 9 R
i 0.16 |- g
= LD=62
1'58‘:8‘38[8':8%@8 Z - © s
2 [ g 012 |
g 10} © 2 :
s‘ . ] % 0.08 L
F oLD=2 = [
05 1 Jup=n & 0.04
[ oLD=62 P <
0_0 WIS S S N T T T T I O 0'00 ._\\'l’l[l\\’llllklll|>\[l
0 02 04 06 08 1 0 02 04 06 08 1

/R /R

Fig. 5 Liquid velocity profile Fig. 6 Turbulent intensity profile
(12=0.039m/s jf=1.3m/s) (1g=0.03%9m/s jf=1.3m/s)

200

oLID=2 »
0.08 o LD=32 i oL/b=2
_ B S o 150 [ DMD2
5 I [ D=2 o
I = ! r
s 0.04 0 5 Z o
o « r
2 ! . m
P S o 50:ooo % o]
(o Ne) O
000 4B B BB RGO 0 5505 0 b a8 O0
0 02 04 06 08 1 0 02 04 06 08 1

/R ' /R

Flg 7 Void ﬁagtion profile Fig. 8 Interfacial area concentration profile
(1g=0.039m/s jf=1.3m/s) (12=0.03%/s jf=1.3m/s)




6.0 2.5
- 2.0
& 00 0 o O
~ 4.0 o,
£ o 0 O © XoQ0 z 15 000009%@@
g tDDDDD o7 £ - B
£ r o
g 203 ©© 00 ®O° > 10k
. OUD:Z N OI_/D=2
oLD=32 05 [ gLD=32
o L/D=62 L o L/D=62
00 PN SN TN S B BN A S S A R SN SR 00 T R A AR A A S ST AN E AN A AR AN O A U1
0 02 04 06 08 1 0 02 04 06 08 1
/R /R

Fig. 9 Bubble Sauter mean diameter profile
(Gg=0.039m/s jf=1.3m/s)

Fig. 10 Bubble velocity profile
(12=0.03%9m/s jf=1.3m/s)

IV. PRELIMINARY MODEL EVALUATIONS

At the present stage, the modeling evaluation is in progress with the detailed experimental
data presented in the previous section. Here, the preliminary results are presented for the
simplest form of the developed interfacial area transport equation, i.e., the steady-state, one-
dimensional transport equation obtained by applying cross-sectional area averaging over Eq. (7):

2 (a)(v5e)))= (S )+ (S + (S

where the bubble expansion effects are neglected and the gas phase is assumed to be
incompressible. Due to the uniform bubble size assumption, the area-averaged bubble interface
velocity weighted by interfacial area concentration is the same as the conventional area-averaged
gas velocity weighted by the void fraction, if the internal circulation in bubbles is neglected. The
exact mathematical expressions.for the area-averaged source and sink terms would involve many
covariances, which may further complicate the one-dimensional problem. However, since these
local terms were originally obtained from a finite mixture element, the functional dependence of
the area-averaged source and sink terms on the averaged parameters may be approximately the
same if the hydraulic diameter of the flow path is considered as the length scale of the finite
element. Therefore, Egs. (8), (9), and (12) with the parameters averaged within the cross-
sectional area are applicable for the area-averaged source and sink terms Eq. (17)

(17)

Following the procedure suggested by Wu et al. [9], seven cases of tests (Kashyap, 1994
[16]) with identical initial bubble injection mechanisms are employed for the preliminary model
evaluation. With the measured interfacial area concentration at L/D=2 as the initial condition,
Eq. (17) is integrated numerically to predict the axial distribution, and the adjustable parameters
Crc, C, Cyg, Cry and We,, are determined once the predictions at the other two locations match
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the experimental data. The final results of these parameters are listed in Table 1. It should be
mentioned that the coalescence efficiency is assumed to be constant in this evaluation. For very
small bubbles, the chance for bubble coalescence upon each collision may be smaller, and thus
the coalescence efficiency should be investigated.

Table 2 Adjustable parameters

Cre C Cue Cy We,,
0.0565 3 0.151 0.18 2.0

Compared to the experimental data, all 7 cases are shown in Fig. 11a and 11b. The model
predicting interfacial area concentration is generally in good agreement with the measurements.
The maximum relative difference is about 8% at very small void fraction with high liquid flow
rate. Nevertheless, the conclusions are based on the simplified one-dimensional model with
constant coalescence efficiency. Fine-tuning of these models and the adjustable parameters is
needed. ,
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V. CONCLUSIONS

In this study, the efforts focused on the investigation of the interfacial area concentration
transport phenomena, both theoretically and experimentally. Starting from the bubble number
transport equation, the interfacial area concentration transport equation for the air-water bubbly
up-flow in a vertical pipe was developed. The models for the source and sink terms due to
bubble agglomeration and disintegration were provided. For bubble coalescence, two
mechanisms are considered to be important in bubbly flow, i.e., the random collisions caused by
turbulence and the wake-entrainment process. For bubble disintegration, the impact of turbulent
eddies is included. From these mechanistic models, the necessary parameters for the
experimental studies were identified, including the local time-averaged void fraction, interfacial




area concentration, bubble interfacial velocity, liquid velocity and turbulent intensity.
Experiments were performed with an air-water mixture at atmospheric pressure. Double-sensor
conductivity probe and hot-film probe were employed to measure the identified parameters.
Detailed local time-averaged measurements were obtained at three axial positions and the
experimental results provided a comprehensive data base for the model evaluation. At the
present stage, the model evaluation is in progress with the detailed experimental data. Only the
preliminary results were presented for the simplest form of the developed interfacial area
transport equation, i.e., the one-dimensional transport equation. For application to three-
dimensional problems, however, the adjustable parameters need to be evaluated. It should be
emphasized again that the coalescence efficiency in the models was assumed to be constant. In
reality, the liquid surface tension and bubble size have strong influences on the coalescence
probability, and thus this assumption may not be universal. Further studies need to be performed
to understand the bubble coalescence mechanism upon each collision. Moreover, the present
transport equation is applicable only to bubbly flow. When cap/slug bubbles appear, another
group transport equation should be constructed to depict the cap/slug bubble behaviors. In such a
situation, some inter-group interactions would play important roles in the interfacial area
transport process.
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ASPECTS OF SUBCOOLED BOILING
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ABSTRACT

Subcooled boiling boiling refers to boiling from a solid surface where the
bulk liquid temperature is below the saturation temperature (subcooled). Two
classes are considered: 1) nucleate boiling, where, for large subcoolings,
individual bubbles grow and collapse while remaining attached to the solid
wall, and 2) film boiling, where a continuous vapor film separates the solid
from the bulk liquid. One mechanism by which subcooled nucleate boiling
results in very large surface heat transfer coefficient is thought to be latent
heat transport within the bubble, resulting from simultaneous evaporation from
a thin residual liquid layer at the bubble base, and condensation at the polar
bubble cap. Another is the increased liquid microconvection around the
oscillating bubble. Two related problems have been attacked. One is the
rupture of a thin liquid film subject to attractive and repulsive dispersion
forces, leading to the formation of mesoscopic drops, which then coalesce and
evaporate. Another is the liquid motion in the vicinity of an oscillating
contact line, where the bubble wall is idealized as a wedge of constant angle
sliding on the solid wall. The subcooled film boiling problem has been
attacked by deriving a general long-range nonlinear evolution equation for the
local thickness of the vapor layer. Linear and weakly-nonlinear stability
results have been obtained. A number of other related problems have been
attacked.

INTRODUCTION

Subcooled boiling refers to boiling from a hot solid surface in the presence of
subcooled bulk liquid. Two major regimes can be distinguished: a) subcooled nucleate
boiling, in which myriads of small bubbles grow and collapse while remaining attached to
the heating surface, and b) subcooled film boiling, in which a continuous film (except
possibly for transient and limited contacts) separates the hot wall from the subcooled bulk
liquid. The transition from nucleate boiling to film boiling occurs at some critical value of
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the surface heat flux, and may lead to disastrous overheating of the solid wall. On the other
hand, subcooled nucleate boiling is a highly efficient mode of heat transfer, with reported
heat fluxes in the neighborhood of 3 x 10’ w/cm?, or more in some cases. On the other
hand, film boiling is much less efficient, although with sufficient liquid subcooling the
quasi-steady film thickness may be quite small. At a critical surface temperature, known as
the minimum film boiling temperature, the vapor film collapses, and the transition to
nucleate boiling occurs at constant heat flux.

The mechanism whereby such large heat fluxes are attained in subcooled nucleate
boiling is naturally of great interest. Two major theories have been proposed: 1) increased
turbulent mixing and transient liquid-wall contact owing to the presence of the growing and
collapsing bubbles, 2) latent heat transport within the bubbles, in which evaporation occurs
from a thin liquid residual layer left behind by the bubble growth, and simultaneous
condensation at the colder polar region of the bubble in contact with the bulk liquid.
Arguments have been advanced for and against these theories [1]. Better understanding of
the basic mechanisms is needed. Some specialized problems have therefore been attacked in
order to make progress on understanding the overall mechanism of subcooled nucleate
boiling. The first examines the rupture of the residual microlayer at the base of the bubble
while it is attached to the wall [2]. The formation of an array of isolated microdrops
connected by extremely thin liquid film is predicted. These drops evaporate while
coalescing, and eventually disappear. A second problem addresses the liquid motion in the
vicinity of the oscillating contact line as the bubble grows and collapses periodically. The
bubble wall is idealized as a wedge of constant contact angle moving with respect to the
solid wall [3]. Approximate solutions are obtained, using double (Laplace and Mellin)
transforms, showing attainable regions of parameter space, and flow reversals even at very
small Strouhal numbers (dimensionless frequencies).

At the other end of the spectrum, the mechanism of destabilization of subcooled film
boiling is poorly understood. There is a steady base-state thickness at which condensation
exactly balances evaporation for a vapor film separating a plane heating surface from the
bulk subcooled liquid [4]. To make progress on this problem, one can assume an average
heat transfer coefficient at the vapor-liquid surface. Small perturbations from the base state
can be studied by linear theory, but contact with the solid wall involves wave amplitudes
which are of the same order as the base vapor film thickness. Lubrication theory, as in the
treatment of the stability of thin liquid films, can then be employed prior to contact, since
long-wave theory is appropriate. An interesting difference between the present problem and
the instability of an evaporating liquid film is that vapor recoil effects, owing to the spatial
variations of the reactive pressure on the evaporating liquid surface, are stabilizing for the
vapor film, but destabilizing for the liquid film. A weakly nonlinear analysis reveals a
supercritical branch of new equilibrium solutions corresponding to wave-like modulations of
the uniform film. These disturbances satisfy the Newell-Whitehead-Segel (NWS) equation
on an unbounded heating surface. Work on this problem is continuing.

SUBCOOLED NUCLEATE BOILING

Unsteady Stokes flow near an oscillating contact line [3].
Consider the flow in a wedge of incompressible fluid bounded by a solid surface and




a passive gas, as shown in Figure 1. We assume that the no-slip boundary condition is
relaxed near the contact line, so that the stress singularity is removed by posing a slip
velocity. The origin of the polar-coordinate system is placed at the contact line. The flow
within the wedge is governed by the Navier-Stokes equations with continuity.

V-u=90, ¢))
p(u, + u - Vu) = -Vp + vVu , )
with interfacial conditions of continuity of shear stress, the jump in normal stress balanced

by surface tension ¢ times the curvature k, and the kinematic boundary condition at 6 =
o(r,t)

n-T-T =0, 3)

[n-T-t]=o0x, )

[1 +(ra_°‘)2]”2 o +u-n=0, )
or’

where [f] is the jump in the quantity f across the interface. A tangential velocity profile on
the solid boundary at © = 0 is prescribed

u(r,t) = U(r) cos ot , (6)
vit,t) =0, @

where (u,v) are the radial and azimuthal velocities respectively. The prescribed velocity
profile U (r) is assumed to be zero at r = 0, and approaches a general constant velocity
amplitude U as r — . The transition scale between these velocities occurs on a prescribed
slip length-scale L,. This prescribed condition is an assumption on the plate velocity.

Lengths are scaled on this slip length scale L, velocities on the amplitude of the
oscillating boundary U, time on the period of the oscillation 1/w, along with a Stokes
pressure scale pU/L, to arrive at the scaled system

V-u=0, )
Sut+Reu-Vu=-Vp+ Vi, Q)

where S = L’w/u is the Strouhal number, and Re = UL/v is the Reynolds number. The
interfacial conditions at 0 = o(r,t) become

n-T-t]=0 (10)

Ca[n-T-tl=0 an
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[1 +(r_62)2] o +u-n=0
or

where Ca = pU/c is the capillary number and

3 -3/2
K=li rzﬂ(}_ +p? @L_ 1+r.‘fﬁ
r dr dar dar dr

The prescribed tangential velocity profile on the solid boundary at 8 = 0 becomes
u(r,t) = u,(r) cos t (14)
v(r,) =0, (15)

with the prescribed velocity u(r) > 1 asr — .

In studying local effects near a contact line that is strongly unsteady, it is assumed
that inertial effects are small (Re = 0) but time variations are significant (S = O(1)).
Capillary effects are also neglected (Ca = 0) and hence also the dynamics of the interface
(a(r,t) = a,). With these assumptions, a stream function formulation is used to consider the
following problem:

S(Vy), = Vi | (16)

with, at 6 = 0,
y=0 (17)

(18)

By using Mellin and Laplace transforms in r and t, one obtains a stream function
solution, whose poles provide the eigenvalues for each of the characteristic modes. One
finds that nonuniformities are always present when there is both a steady forcing component
and an arbitrarily small amplitude of an oscillatory component. One further finds that the
drag force on the plate increases as the frequency of the oscillation increases.

NONLINEAR DYNAMICS OF ULTRA-THIN LIQUID FILMS

The breakdown and evaporation of the thin residual film left on the solid wall as the
bubble grows is modeled as the spatio-temporal evolution of a two-dimensional thin volatile
liquid layer, subjected to long-range molecular attractive forces and short-range repulsive
forces. The evaporating film is described in dimensionless form by the nonlinear evolution
equation

E

h, +
h + K

+ [(h™ - BHDR], + S(h°h,), = O, (19)




provided that the disjoining/conjoining pressure is represented by the dimensionless potential

4,5 _ B,
II—?h Zh , (20)

where t is time and x is the spatial coordinate along the solid substrate supporting the film.
Here A,B are, respectively, dimensionless Hamaker constants for attractive long-range and
repulsive short-range molecular forces, E is the dimensionless evaporation number and K is
a thermal resistance at the interface owing to evaporation.

Linearizing the rescaled equations for a non-volatile liquid (E=0) yields

= 1 B 2 374
o =(— - DHYk* - hk®,
Gk an

where k and ® are the wave number and growth rate of the interfacial disturbance, which is
proportional to exp(ot + ikx + ik )y), k = K>+ ky2 . It follows from Eq. (21) that

destabilization of the interface is due to attractive molecular forces, while its stabilization
stems from both repulsive molecular and capillary forces.

Figure (2a,b,c,d) display the evolution of a volatile liquid film subject to a relatively
slow evaporation rate, E = 0.5, and a finite interfacial resistance K = 1. The nucleation of
the "dry spot” begins at t = 1.835 and the process of dewetting is accompanied by receding
of the liquid, which is due to the squeeze effect of attractive molecular forces, Fig. (2a),
formation of the rims and their disintegration into drops separated by new dry spots, Fig.
(2b). Later, evaporation of the liquid and widening of the dry spots lead to the
disappearance of smaller drops and growth of the larger ones, Fig (2¢). Further, the larger
drops coalesce due to evaporation and recession of the rims walls, Fig. (2d). Once a single
large drop is formed, the dominant effect is evaporation and flattening of the interface. The
last stage of the evolution begins with the last curve shown in Fig. (2d) which represents an
almost flat interface. The film then disappears uniformly in space.
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DESIGN OF A VAPOR-LIQUID-EQUILIBRIUM, SURFACE TENSION, AND
DENSITY APPARATUS!

C.D. Holcomb and S.L. Outcalt

National Institute of Standards and Technology
Physical and Chemical Properties Division
325 Broadway
Boulder, Colorado 80303

ABSTRACT

The design and performance of a unique vapor-liquid equilibrium (VLE)
apparatus with density and surface tension capabilities is presented. The apparatus
operates at temperatures ranging from 218 to 423 K, at pressures to 17 MPa, at
densities to 1100 kg/m3. and at surface tensions ranging from 0.1 to 75 mN/m.
Temperatures are measured with a precision of +0.02 K, pressures with a precision
of 10.1% of full scale, densities with a precision of 0.5 kg/m3. surface tensions
with a precision of +0.2 mN/m, and compositions with a precision of +0.005 mole
fraction.

The apparatus is designed to be both accurate and versatile. Capabilities
include: 1) the ability to operate the apparatus as a bubble point pressure or an
isothermal pressure-volume-temperature (PVT) apparatus, 2) the ability to measure
densities and surface tensions of the coexisting phases, and 3) the ability for either
trapped or capillary sampling. We can validate our VLE and density data by
measuring PVT or bubble point pressures in the apparatus. The use of the apparatus
for measurements of VLE, densities, and surface tensions over wide ranges of
temperature and pressure is important in equation of state and transport property
model development. The use of different sampling procedures allows measurement
of a wider variety of fluid mixtures. VLE measurements on the alternative
refrigerant system R32/134a are presented and compared to literature results to
verify the performance of the apparatus.

INTRODUCTION

Experimental properties of fluids in the two-phase region are very valuable in the
characterization of the thermodynamic surface of fluids. The search for alternative refrigerants is

1 Contribution of the National Institute of Standards and Technology, not subject to copyright in the U. S.
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one of many research arcas where high quality data on the vapor-liquid equilibria and densities of
the coexisting phases are needed. These properties are essential in the design and optimization of
many industrial processes including air-conditioning and refrigeration systems. Vapor-liquid
equilibrium and coexisting density measurements are essential for developing models for the
saturation boundaries of fluids. Surface tension measurements are important in calculating heat
transfer coefficients for boiling and condensation. In an effort to increase our capabilities for
making accurate vapor-liquid-equilibrium measurements over a large temperature range and to
include the ability to measure coexisting densities and surface tensions, a new apparatus has been
designed and constructed which covers the temperature range of 218 to 423 K at pressures up to
17 MPa.

APPARATUS DESIGN

Physical Description

The apparatus is designed for density and surface tension measurements in addition to the
vapor-liquid-equilibrium measurements. The primary components of the apparatus are an
equilibrium cell, two recirculation pumps, three platinum resistance thermometers (PRTs), two
quartz crystal pressure transducers, two differential pressure transducers, a gas chromatograph
(GO), two vibrating tube densimeters, a recirculating refrigerator, two heating systems, a
temperature controlled enclosure, and a data acquisition system. Figure 1 shows a schematic of
the apparatus. In order to obtain accurate measurements, the equilibrium cell, densimeters, and
recirculating pumps must be maintained at the desired temperature and the gradients must be
minimized between these components. A well-stirred liquid bath is used to achieve temperature
control and minimize temperature gradients. A large glass Dewar is used to contain the silicone-
oil bath and insulate it from the room. The five components are immersed in the oil. Other items
located in the Dewar include the heating/cooling coils, a stirrer with three impellers, and three
PRTs. The PRT located closest to the equilibrium cell is a standard-reference-quality four-wire
PRT while the other two (located near the densimeters) are industrial quality four-wire PRTs.
These three PRTs allow us to monitor the temperature gradients within the bath and adjust the
stirrer speed to minimize the gradients.

A length of stainless stecl tubing connects the system to a temperature controlled
enclosure which houses the differential pressure transducers and valving for filling and
evacuating the system. Located outside of the enclosure are the filling system (a liquid piston
pump and a manual screw pump) and the pressure transducers. The enclosure is maintained at a
temperature 10 K above the main apparatus temperature to ensure that only vapor is present in the
enclosure. Liquid condensation in this part of the apparatus would adversely affect the pressure
and surface tension measurements.

The vapor and liquid samples needed to determine the compositions are obtained using
capillary sampling. Capillary lines are connected to the top and bottom of the main cell. The
samples are withdrawn from the system and flow through two gas chromatograph injection
valves. The valves inject small amounts of the samples into a helium carrier gas stream. This
carrier stream flows directly into a gas chromatograph where the samples are analyzed.

Temperature Control
The uncertainties of the properties measured in this apparatus are close to state-of-the-art,

especially considering the wide range of properties simultaneously measured on the same sample
and the wide ranges of temperatures and pressures covered. The pressures are measured with a
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precision of +0.1% of full scale, the temperatures with a precision of $0.02 K, the compositions
with a precision of +0.005 mole fraction, the densities with a precision of +0.5 kg/m3, and the
surface tensions with a precision of 10.2 mN/m. Accurate measurements are attainable because
possible sources of systematic errors like large temperature gradients or a low degree of
temperature stability are eliminated.
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Figure 1. Schematic Diagram of the Coexisting Density and Vapor-Liquid-Equilibrium Apparatus with Surface Tension
Measurement Capabilities
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In designing this liquid-bath apparatus, particular care was taken to minimize thermal
gradients within the Dewar. Silicone oil was selected as the bath fluid because of its excellent heat
transfer properties and because it is one of the few commercially available heat transfer fluids that
has a low viscosity and low vapor pressure over the entire temperature range of the apparatus. It
is also non-flammable, non-toxic and relatively inexpensive.

Temperature control of the silicone oil bath is achieved with two heating systems and a
recirculating refrigerator. The fine heating system is a low-power, computer-controlled system
used for fine temperature control. It is capable of maintaining the bath temperature within * 0.02
K of the set-point temperature for several hours. The coarse heating system consists of a high-
power system with a programmable controller. It is the major source of heat when increasing the
temperature of the system.

A large recirculating refrigerator cools the silicone oil bath. The set-point temperature of
the recirculating fluid exiting the refrigerator is ten degrees colder than the set-point temperature
of the apparatus. This temperature difference allows the refrigerator to remove heat from the
system without introducing a cold spot. A metering valve is used to adjust the flow rate through
the cooling coils. The valve is fully open when cooling the bath to a new set-point temperature
and almost closed when providing the necessary cooling to maintain a given set-point
temperature.

Vapor-Liquid Equilibrium Measurements

The apparatus is evacuated before initiating measurements on a new mixture. After the
system reaches the desired temperature, the fluids of interest are loaded into the system. The
components are added to the system using either the screw pump or the piston pump. Then, the
recirculation pumps are turned on and the liquid and vapor phases are recirculated to ensure

thorough mixing. The vapor is returned to the bottom of the cell and the liquid to the top. Next,
the pumps are turned off and the pressure and temperature of the system are monitored. Once
equilibrium is achieved, the pressure and temperature are recorded and the compositions of the
two phases are determined. To advance to the next point on the isotherm, an additional amount of
one component is added to change the composition. The phases are mixed and equilibrium is
attained before the next set of measurements is obtained.

Sampling Systems

The compositions of the coexisting phases are determined by withdrawing vapor and
liquid samples and analyzing them with a GC. The two basic methods for withdrawing the
samples are known as capillary sampling and trapped sampling. A review and comparison of
these two methods is reported by Noles[1]. The apparatus can be configured to use either type of
sampling system, but is currently arranged for capillary sampling. Capillary sampling is used
with systems that are sensitive to temperature gradients. These samples must be withdrawn
directly from the equilibrium cell. This method relies on plug flow in the capillary lines to allow
the mixture to flash to an all-vapor phase without stratification. A small quantity of the flashed
vapor is injected into a helium carrier stream using a rotary GC valve. The sample is carried to the
GC for analysis.

Trapped sampling is used when studying mixtures that are toxic, are available only in
small quantities, or have a bubble-point pressure less than 0.3 MPa. Trapped sampling for this
system involves mounting high pressure GC valves inside the lid of the dewar. The valves are
piped into the recirculation loops, and the quantity of material is trapped in the rotor and then
injected into a helium carrier stream. The sample is carried to the GC for analysis.




Density and Surface Tension Measurements

Coexisting densities and surface tension measurements can also be made with this
apparatus. Two commercially available vibrating tube densimeters are used to measure the liquid
and vapor densities. The densimeters are mounted so that they are self-draining, one densimeter
is located above and one below the equilibrium cell. They are located in the recirculation lines to
ensure that they are entirely filled with the equilibrium liquid or vapor. The temperature
differences for the densimeters, pumps, and the equilibrium cell are within £0.05 K. This
ensures that the densities measured are representative of the bulk liquid and vapor.

The surface tension is measured using the differential bubble pressure method[2]. The
vapor recirculation pump is used to supply vapor to two dip tubes mounted in the equilibrium
cell. The equilibrium vapor is bubbled into the liquid through one dip tube at a time, and the
maximum pressure that the bubble reaches during the bubble growth is measured with a
differential pressure transducer. The surface tension is a function of the difference in the two
maximum pressures, the radii of the two dip tubes, and the density difference between the vapor
and liquid phases.

Apparatus Versatility

The system can be operated as an isothermal single-phase PVT or a two-phase bubble-
point pressure apparatus as well as a vapor-liquid-equilibrium apparatus. The system can be filled
completely with a gravimetrically prepared standard mixture and the densimeters used to measure
the density as a function of pressure at a given temperature for that composition. This provides
isothermal PVT measurements which can be used to supplement or validate existing PVT data.

The system can be nearly filled with a standard mixture and the bubble-point pressure can
be measured as a function of temperature. The bubble-point pressure measurements eliminate the
uncertainty introduced by sampling and analysis to determine the liquid composition. These
measurements represent an independent verification of the bubble-point measurements from the
vapor-liquid equilibrium measurements, and can be used to check the validity of the GC
calibration.

PERFORMANCE VERIFICATION

Alternative refrigerant mixtures are excellent candidates for testing the performance of a
vapor-liquid-equilibrium apparatus. These systems have small heats of vaporization and are
especially sensitive to temperature gradients. Comparisons of the data measured for the
alternative refrigerant mixture R32/134a with independent measurements demonstrate the ability
of the apparatus for accurate vapor-liquid-equilibrium measurements.

The data for the R32/134a system cover 5 isotherms from 279 to 340 K. A total of 48
vapor-liquid equilibrium measurements are presented in Table 1. The data are compared to four
other data sets available in the literature. We compare the data sets with the predictions of the
Lemmon-Jacobsen model [3] in REFPROP 6.0 [4]. The deviations between the data and the
values predicted from the Lemmon-Jacobsen model are presented in Figures 2 and 3. In Figure 2
the deviations between the measured bubble-point pressures and the predicted values are shown.

The scatter in the data might appear large compared to the experimental uncertainties
quoted for the apparatus. However, a distinction must be made between the experimental
uncertainty of a specific parameter measurement (such as temperature, pressure, or composition)

27




and the state-point uncertainty. The state point is system dependent and is defined as the
equilibrium bubble-point pressure and vapor composition at a given liquid composition and
temperature. Each of the parameters (P,T,x,y) has an experimental uncertainty associated with
the measurement of that parameter. However, the state-point uncertainty is a function of the
uncertainties of each of these four parameters as well as the dependencies between them. The
state-point uncertainties are different for each system and vary with temperature and composition.
The bubble-point state point uncertainty is calculated by multiplying the uncertainty in the
composition measurement by dP/dx at that state point, adding the uncertainty of the pressure
measurement, and adding the temperature measurement uncertainty multiplied by dP/dT at that
state point. The bubble-point pressure state-point uncertainty for the R32/134a system at
temperatures from 280 to 340 K ranges from +0.22 to 10.30% (F20)

Table 1
Vapor-Liquid Equilibrium Data for R32/134a Mixtures from 280 to 340 K [5].

x(R32) Temperature Pressure y(R32) x(R32) Temperature Pressure y(R32)
Liquid Mole K MPa  Vapor Mole Liquid Mole K MPa Vapor Mole
Fraction Fraction Fraction Fraction

0.000 280.39 0.379 0.000 0.619 299.96 1.357 0.761
0.299 279.98 0.555 0.489 0.262 303.87 1.076 0.403
0.478 280.05 0.674 0.676 0.609 303.07 1.453 0.756
0.604 279.98 0.739 0.757 0.000 309.31 0.913 0.000
0.642 279.98 0.772 0.797 0.181 309.98 1.167 0.292
0.642 280.09 0.774 0.793 0.225 310.00 1.225 0.370
0.650 279.99 0.778 0.805 0.228 309.97 1.215 0.363
0.650 280.19 0.778 0.796 0.360 309.98 1.392 0.515
0.737 280.13 0.852 0.869 0.681 309.99 1.826 0.793
1.000 -~ 280.00 1.006 1.000 1.000 309.99 2.294 1.000
0.302 283.02 0.609 0.483 0.000 32450 1.367 0.000
0.632 283.06 0.840 0.782 0.162 325.00 1.643 0.256
0.640 283.01 0.846 0.795 0.294 324.99 1.889 0.422
0.640 283.08 0.847 0.795 0.595 325.00 2423 0.710
0.283 289.91 0.746 0.466 0.733 324.99 2.698 0.809
0.637 289.79 1.030 0.782 0.783 324.99 2.805 0.860
0.282 292.93 0.811 0.457 1.000 324.99 3.279 1.000
0.634 292.92 1.124 0.773 0.000 340.16 1.986 0.000
0.000 294.69 0.596 0.000 0.466 339.87 3.036 0.569
0.275 294.95 0.856 0.448 0.577 339.93 3.315 0.669
0.452 294.99 1.018 0.626 0.763 339.99 3.807 0.820
0.529 295.13 1.091 0.696 1.000 339.98 4.561 1.000

0.584 294.94 1.149 0.748
0.632 294.96 1.187 0.773
0.720 294.94 1271 0.838
1.000 295.48 1.575 1.000

The deviations in figure 2 compare the data to the predictions of the model. There is a
slight composition dependent systematic deviation between the model and the data that appears as
a spread in the deviations at a given temperature. The data taken with this apparatus agree with




Nagel and Bier [5] within 1.0 %, and most of the data of Higashi [6] and of Widiatmo et al. [7]
within 2 % except for a few points. The data of Fujiwara et al. [8] at 273 K are consistently
lower than any of the other data sets.
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Figure 2.  Comparison of Bubble-Point Pressures for the R32/134a System; the baseline is
from the Lemmon-Jacobsen Model in REFPROP 6.0.
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the Lemmon-Jacobsen Model in REFPROP 6.0.

In Figure 3 the v 8or compositions of the data sets are compared. In general, the four
data sets agree within 10.015 mole or mass fraction HFC-32. The data of Fujiwara et al. [8] at

273 K are systematically 0.015 mole fraction HFC-32 lower than the data of Nagel and Bier [5].
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The vapor-composition state-point uncertainty ranges from 30.006 to +0.013 mole fraction
HFC-32 for the R32/134a system at temperatures from 280 to 340 K.

R32/134a is one of the many refrigerant mixtures that have been studied with this
apparatus. Some of the systems included in the study were R32/125, R125/134a, R32/125/134a,
R32/143a R143a/125, R143a/134a, R32/290, R125/290, R134a/290 and R41/744 [9]. The
apparatus is currently being used to study mixtures containing CF3I and hydrocarbon mixtures.
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ABSTRACT

Oil-water pressure driven channel flow is examined as a model for general two-
layer flows where interfacial disturbances are important. The goal is to develop
sufficient understanding of this system so that the utility and limitations of linear
and nonlinear theories can be known a priori. Experiments show that sometimes
linear stabilty is useful at predicting the steady or dominant evolving waves.
However in other situations there is no agreement between the linearly fastest
growing wave and the spectral peak. An interesting preliminary result is that the
bifurcation to interfacial waves is supercritical for all conditions that were studied
for an oil-water channel flow, gas-liquid channel flow and two-liquid Couette flow.
However, three different mechanisms are dominant for each of these three
situations.

INTRODUCTION

All facets of energy production and distribution involve processes that contain multi-fluid
flows. Hydrocarbon production and transportation, energy exchange devices such as condensers
are common examples. Further, there is extensive use of multiphase reactors for chemical
production in which hydrodynamic instabilities can alter the chemical product distribution.

Unfortunately, even for the simplest class of two-fluid flows, stratified, it is not possible to
predict the nature of the instabilities that occur and the eventual downstream behavior. While it is
in principle possible to perform a linear stability analysis of the base flow (the complication being
the possible presence of turbulence), linear theory tells information only about the initial instability.
This is sufficient to predict if any disturbances will grow and their initial nature. If the waves grow
and then saturate at small amplitude without changing wavelength, then only the saturation process
involves nonlinear effects. However, often, the initial waves form subharmonics[1,2], overtones
[1] or even interact with wavelengths much longer than the fundamental [1].

Because of this (for general flows), the next level of theory, nonlinear analysis, cannot be done
without looking at what happens in the experimental system. For example, nonlinear analysis is
often based on the long wave assumptions [3,4]. For falling films the waves often evolve to long
wavelengths, (even if the initial instability is short) so that this approach works. However, for
two-layer systems where gravity is stabilizing, the positive linear growth rate region is often
bounded away from 0 wavenumber [5,6]. Further, waves may remain of moderate wavenumber
even though the linear growth rate is positive down to 0 wavenumber[7]. Thus long wave theory
is not of general applicability for two-layer systems.

Blennerhassett [8] Renardy and Renardy [9] have formulated the interfacial problem as a
weakly nonlinear expansion and derived equations for the amplitude of the one or two dominant
modes. Sangalli et al. [5] showed that for a two-layer Couette flow that experiments agree quite
well with theory. Thus the eigenfunction expansion and center manifold projection approach
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works for this system. However, a single Stuart Landau equation [8,9] will be valid only for
situations when a single short-wave mode is dominant. Formation of subharmonic or other modes
cannot be predicted and this single equation does not tell when a different one is required. (At least
when the bifurcation is supercritical which it is for all interfacial systems that we have done
calculations for.) Thus at the present time the weakly nonlinear problem is not well understood.

A serious need exists for a well defined system to study to sort out as many of this issues as
possible. The gas-liquid channel flow does not conveniently exhibit a useful range of behavior for
two-layer laminar flows. We have found that an oil-water system has several features that make it
appropriate for study. First is a significant range of laminar flow. Second is that there are two
distinct modes that lead to interfacial waves and which travel at different speed. Third, these two
modes can be simultaneously neutrally stable. Further there is another condition where the long
wave region and the short wave region of the same mode can be simultaneously neutrally stable.
Thus we can study conditions where two distinct wave modes can be generated and then interact
and other conditions where the same mode, but at different wavelengths, interact. Therefor we
have an experimental system that allows a broad range of different nonlinear interactions.

In this paper, preliminary results from this study are given. We have found the linear stability
theory predicts the onset well. Further, both waves lead to observable interfacial disturbances.
(which is not the case for gas-liquid flows). Nonlinear theory suggests that even though the
bifurcation seems to always be supercritical, the mechanism responsible for stabilization is
different in different ranges.

EXPERIMENTAL SYSTEM

Figure 1 shows a schematic of the oil-water channel that is used for the experiments. Data are
obtained from visual and video observations and from conductance probes. We are currently
working on an optical technique for measuring the interface tracings to replace the conductance
probes. The fluids are water, with Sodium Silicate added to improve its ability to wet the
Plexiglas® channel and a light hydrocarbon oil with a density of 0.88 g/cm3 and a viscosity of
17.8 cP. More details about the flow system and its construction are included in a thesis by
McKee[10].

THEORY

Theoretical analysis for this system includes (temporal) linear stability analysis for a two-layer
laminar flow that has been completely formulated in papers by Yih[11]Jor Blennerhassett [8]. The
problem is solved numerically with Chebyshev-Tau spectral technique [12] using a scheme devised
by Gardner et al.[13]. It is difficult to get accurate results in the long wave region so the results are
compared to the analytical long wave solution of Blennerhassett [8]. Strictly speaking, the channel
flow geometry is a convective situation and should require a spatial stability formulation.

However, this is much more complicated to program and lengthy to compute and we have found
that satisfactory results can be obtained from the temporal stability problem with a Gaster
transformation if necessary.

Nonlinear analysis for the two-layer problem has been formulated with a multiple scales
technique by Blennerhassett [8] and an eigenfunction, center manifold approach by Renardy and
Renardy [9]. We use the basic approach of Renardy and Renardy [9] except that the individual
contributions to the coefficient B, in the Stuart-Landau equation
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FIGURE 1. OIL-WATER CHANNEL FOR STUDYING INTERFACIAL WAVES

are separated into a quadratic contribution, a cubic self interaction and a cubic interaction with the
mean flow (see [6]) for details. This equation tells the nature (i.e., super or subcritical) of the
initial bifurcation from a steady base state if the neutral wave number occurs away from 0
wavenumber. If the flow is unstable to long waves, then the neutral wavenumber is 0 and this
analysis is not valid. A further difficulty is that even when the initial bifurcation is supercritical, at
sufficient forcing, the region of unstable modes and the growth rates get large enough for other
modes to occur -- even though the amplitude/wavelength ratio of any mode remains small.

RESULTS

The linear stability diagram should predict the initial transition behavior. Figure 2 shows a plot
in Rej; versus Reyaier Of the long wave and short wave stability boundaries. At two points, the
different wave types are simultaneously neutrally stable. Thus there are regions where two distinct
modes are simultaneously linearly unstable and (by change of the inclination angle of the flow) can
have a variable growth rate ratio. It is important to examine the nature of these modes. Figure 3
shows the growth and speed plots for conditions close to the crossing point at low Re,. The three
most unstable modes are plotted. Because an individual mode would be expected to vary smoothly
with wavenumber (particularly on the speed plot) it is clear that the same mode is not most unstable
always. The mode that is unstable at long wavenumber is distinct from the mode that is unstable at
intermediate wavenumbers.

The disturbance eigen function is plotted in figure 4 as a contour plot (for one complete wave)
to show what the different modes look like. It is seen that the low k disturbance has its water part
centered in the water (lower) phase. However, there is a second unconnected (weaker) part that
starts in the oil but is centered at the interface. The high k disturbance has the oil part of the
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disturbance centered at the interface connected with a skewed part in the water phase. As the water
phase travels much faster than the oil, this could be the reason that the high k disturbance has a
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Figure 3a. Plot of growth curves for first three modes, Re, = 1.8, Rey, =770

much higher phase velocity. It should be noted that neither of these disturbances has the "pure"”
form of interfacial and internal modes as described by Yiantsios and Higgins[14]. Experiments
show that both of them lead to interfacial waves. This is in contrast to situations for say, gas-

liquid flows where a gas phase internal mode can be unstable, and perhaps be associated with
turbulence, but not cause interface waves.
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The situation is different at the long-short crossing point at higher Re,. Plots of the

disturbance function would show that both the long and short waves are the same qualitative
shape, (similar to figure 3b) and that the speeds of the long and short waves are comparable.

The importance of developing an better understanding of the nonlinear processes that affect

wave behavior is shown by reference to figure 5. In figure Sa, the linear growth curve has a peak

close to 3 Hz and the wave data have a corresponding spectral peak. Thus the wavelength and

speed of steady waves are close to the linear stability values. However, if the water Reynolds
number is increased the situation is very different. Now the spectrum of figure 5b has no relation
to the peak in the linear growth region but occurs at much smaller frequency. While the low
frequency region is linearly unstable, there is no indication that the low mode will dominate
completely with almost no evidence of short waves. Further, video images of this condition show
no evidence that the short wave instability is reforming even though the growth rate is large enough

that short waves would be expected to reform between the large waves.
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DISCUSSION

While this project is just beginning, there are several issues that have emerged which were not
expected based on numerous previous studies of gas-liquid flows.

First the relative interaction rates of different wavelength modes with different speeds should
be successfully determined by experiments in the vicinity of the two-mode crossing points.
Preliminary indications are that close to the low mode crossing point there is no interaction between
the modes. We are not yet sure about the region around the other crossing point. In either case,
the two-mode weakly nonlinear theory is expected to be adequate to describe the process close to
the neutral point.

An interesting issue emerges when the oil-water channel is compared to two other two-layer
systems that we have studied. Sangalli et al.[6]studied a gas-liquid cocurrent flow close to neutral
stability and found that weakly-nonlinear theory predicted the qualitative behavior of the system
quite well. The results of most interest here are that the bifurcation of the short wave mode was
always supercritical (for all cases calculated) and that the origin of the nonlinear stabilization was
the cubic terms that originate in the boundary conditions except when the speeds of the
fundamental and overtone were close to the same. In this case the system was nearly-resonant and
efficient transfer of energy from the unstable fundamental to the stable overtone stabilized the
system at amplitudes smaller than expected for cubic stabilization. A third mechanism [6] cubic
interaction between the fundamental and the base flow was found to be unimportant. In contrast,
for a two-layer Couette flow [7], we have calculated results for quite a few cases and found that the
bifurcation is again supercritical and the overtone interaction is dominant even if the fundamental
and overtone are not close to resonant. (In most cases the cubic interaction is destabilizing and the
base state interaction is not significant.) Thus it is quite interesting that the oil-water channel flow
should again exhibit a supercritical bifurcation for all tested conditions but, the dominant interaction
is usually the cubic interaction between the fundamental and the mean flow. For the three different
experiments available to us, there are three different mechanisms of stabilization. However, in all
cases, cubic order stabilization is observed and the bifurcation is supercritical.

In light of these calculations a check of the calculation procedure as applied to two-layer flows
is warranted (note that we had already reproduced the single phase subcritical behavior). For a gas
- liquid flow it is possible to get a gas-phase internal mode to be neutrally stable before any
interfacial modes occur by raising the gas Reynolds number above 6000-7000, while keeping the
liquid one low. For Reg = 8000, Rer = 2, up, =5 cP, it was found that the gas mode appeared and
was, as expected, subcritical. Thus the observed supercritical nature for two-layer flows is for the
interfacial mode when the instability is bounded away from O wavenumber.

Of course it is not known if the bifurcation is supercritical of all conditions. It would be
interesting to determine if this is the case. A proof seems impossible given the complexity of the
system although perhaps worth looking for some restricted parameter ranges. Certainly we will
continue to look for subcritical regions. If can find any, experiments will be done in this range to
see what differences in behavior exist. Because this issue is so fascinating and we have not been
able to find a subcritical region for the fundamental, calculations have been done to find how
wavenumbers other than the peak would bifurcate if they were present. Interestingly, for the gas-
liquid systems, most modes at wavenumbers less than the fundamental are subcritical. A way to
simulate the behavior of these modes is to excite waves artificially with a paddle. For one set of
flow conditions, paddling was done over the range of 1-10 Hz. In all cases no amplification of the
paddled modes were observed and sufficiently far downstream the spectrum was identical to cases
where no paddling was done. This result can not be considered conclusive, however the
experiments do not seem consistent with the calculations and further work is needed.
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One last issue that will require more study and probably a new formulation is how to deal with
conditions far above criticality. For the conditions of figure 5b, the initial bifurcation was
supercritical and the wave amplitude are never real large. However, once the growth curve has a
sufficiently wide region of instability, it is clear that one or two amplitude equations will not be
sufficient. Perhaps the weakly-nonlinear formulation of the Navier-Stokes equations can be solved
by integration in time and space to produce results that predict the experiments.

ACKNOWLEDGMENT
This work has been supported by the U. S. Department of Energy, Office of Basic Energy
Sciences
REFERENCES

1. L. A. Jurman, S. E. Deutsch, S. E. and M. J. McCready, "Interfacial mode interactions in
horizontal gas-liquid flows," J. Fluid Mech. 238, 187-219 (1992).

2. Z.Fan,F. Lusseyran, F. and T. J. Hanratty, "Initiation of slugs in horizontal gas-liquid
flows, “AICKE J. 39 1741-53 (1993).

3. B.S. Tilley, S. H. Davis and S. G. Bankoff, “Long-wave nonlinear stability of
superposed fluids in an inclined channel,” Phys. Fluids 6, 3906 (1994).

4. F.Charru and J. Fabre, Phys. Fluids, 6 ,1223 (1994).

5. M. Sangalli, C. T. Gallagher, D. T. Leighton, H. -C. Chang and M.J. McCready,"Finite
amplitude wave evolution at the interface between two viscous fluids", Phys. Rev.

Let. 75, pp 77-80, (1995).

6. M. Sangalli, M. J. McCready and H. -C. Chang, "Stabilization mechanisms of short waves
in gas-liquid flow", Phys. Fluids, 9, pp 919-939, (1997).

7. C.T. Gallagher, M. J. McCready and D. T. Leighton, “Experimental investigation of a
two-layer shearing instability in a cylindrical Couette cell”, Phys. Fluids, 8, pp 2385-2392,
(1996).

8.  P.J. Blennerhassett, “On the Generation of waves by wind,” Proc. R. Soc. Lond. A 298,
451-494 (1980).

9. M. Renardy and Y. Renardy, “Derivation of amplitude equations and analysis of
sideband instabilities in two-layer flows”, Phys. Fluids, A 5, 2738-2762 (1993).

10. William McKee, "An experimental study of interfacial waves in cocurrent oil-water flows"

-- M.S. Thesis, University of Notre Dame, (1995).

11. C.S. Yih, “Instability due to viscosity stratification”, J. Fluid Mech. 27, 337-352 (1967).

12. Y. Y. Su and B. Khomami, B., “Numerical Solution of Eigenvalue Problems Using
Spectral Techniques”, Journal of Computational Physics 100, 297-305, (1992) .

13. D.R. Gardner, S.A. Trogdon, and R.W. Douglass, “A modified tau spectral method that
eliminates spurious eigenvalues”, J. Comp. Phys. 80, 137 (1989).

14. S. G. Yiantsios and B. G. Higgins, “Linear stability of plane Poiseuille flow of two
superposed fluids”, Phys. Fluids 31, 3225-3238 (1988).




SELF LUBRICATION OF BITUMEN FROTH IN PIPELINES
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ABSTRACT

In this paper I will review the main properties of water lubricated pipelines
and explain some new features which have emerged from studies of self-lubrication
of Syncrudes’ bitumen froth. When heavy oils are lubricated with water, the water
and oil are continuously injected into a pipeline and the water is stable when in a
lubricating sheath around the oil core. In the case of bitumen froth obtained from
the Alberta tar sands, the water is dispersed in the bitumen and it is liberated
at the wall under shear; water injection is not necessary because the froth is self-
lubricating.

INTRODUCTION

There is a strong tendency for two immiscible fluids to arrange themselves so that the low-
viscosity constituent is in the region of high shear. We can imagine that it may be possible to
introduce a beneficial effect in any flow of a very viscous liquid by introducing small amounts of a
lubricating fluid. Nature’s gift is evidently such that the lubricating fluid will migrate to the right
places so as to do the desired job. This gives rise to a kind of gift of nature in which the lubricated
flows are stable, and it opens up very interesting possibilities for technological applications in which
one fluid is used to lubricate another.

Water-lubricated transport of heavy viscous oils is a technology based on a gift of nature in
which the water migrates into the region of high shear at the wall of the pipe where it lubricates the
flow. Since the pumping pressures are balanced by wall shear stresses in the water, the lubricated
flows require pressures comparable to pumping water alone at the same throughput, independent of
the viscosity of the oil (if it is large enough). Hence savings of the order of the oil to water viscosity
ratio can be achieved in lubricated flows. Lubricated flow in an oil core is called core annular fow,
CAF for short.

Typically, waves appear on the surface of the oil core and they appear to be necessary for
levitation of the core off the wall when the densities are different and for centering the core when
the densities are matched. We call these flows wavy core annular flow (WCAF). Perfectly centered
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core flows (PCAF) of density matched fluids in horizontal pipes and, generally in veritcal pipes,
are possible but are rarely stable.

The science behind the technology of CAF has given rise to a large literature which has been
reviewed by Oliemans & Ooms [1], by Joseph & Renardy [2], and by Joseph, Bai, Chen and Re-
nardy [3], hereafter called [JBCR]. The story of self-lubrication appears in the open literature first
here; apart from the internal Syncrude study of Neiman [4], there is no prior literature.

INDUSTRIAL EXPERIENCE

_ It is best to start this review with industrial experience since the potential of lubricated lines
for energy efficient transport of heavy oil gives this interesting subject an even greater urgency.
Heavy crudes are very viscous and usually are somewhat lighter than water, though crudes heavier
than water are not unusual. Typical crudes might have a viscosity of 1000 poise and a density of
0.99 g/cm?® at 25°C. Light oils with viscosities less than 5 poise do not give rise to stable lubricated
flows unless they are processed into water/oil emulsions and stiffened.

Oil companies have had an intermittent interest in the technology of water-lubricated transport
of heavy oil since 1904. Isaacs & Speed [5] in U.S. Patent #759374 were the first to discuss water
lubrication of lighter oils which they proposed to stabilize by centripetal acceleration created by
rifling the pipe. For stratified flow, Looman [6] patented a method of conveying oils by passing them
over an array of water traps at the bottom of the pipe. An extended history of patents is presented
in Joseph & Renardy [2]. The patent history of the subject as it is presently understood starts with
the application of Clark & Shapiro [7] of Socony Vacuum Oil company who used additives to reduce
the density differences between the oil and water and anionic surfactants to reduce emulsification of
water into oil. Clifton & Handley [8] of Shell development proposed to prevent the emulsification of
oil at pumps by removing the water before and inserting the oil after the pumps. In fact, water-in-
0il emulsions an be pumped in a sheath of water despite the fact that the viscosity of the emulsion
can be orders of magnitude larger than the oil alone. In general, lubricated flows are more effective
when the oil is more viscous; the water/oil emulsion is an “effective” thickened oil whose density
is closer to water. Kiel [9] of Exxon patented a CAF process for pumping heavy oils and water
in oil emulsions, surrounded by water, for fracturing subterranean formations to increase oil and
gas production. Ho & Li [10] of Exxon produced a concentrated water in oil emulsion with 7 to 11
times more water than oil, which they successfully transported in CAF.

Lubricated transport of concentrated oil-in-water emulsions is also an issue. The viscosity
of such emulsions can be much smaller than the viscosity of the o0il and may be independent of
the oil viscosity for large viscosities. This has motivated the consideration of pumping heavy
crudes through pipelines as concentrated oil-in-water emulsions. Lamb & Simpson [11] reports a
commercial line in Indonsia which carries 40,000 barrels/day of 70% oil/water emulsion in a 20-
inch diameter line, 238 kilometers long. Another commerical lubricated transport of Orimulsion®,
a coal substitute fuel of 70% oil-in-water produced in Venezuela and marketed by Bitor, can be
accomplished naturally since the water for lubrication is already there and will stick to the wall
if the surfactant used to stabilize the emulsion and the material of wall construction is suitable
(Nufez et al [12]).

Probably the most important industrial pipeline to date was the 6-inch (15.2 cm) diameter, 24-
mile (38.6 km) long Shell line from the North Midway Sunset Reservoir near Bakersfield, California,
to the central facilities at Ten Section. The line was run under the supervision of Veet Kruka for
12 years from 1970 until the Ten Section facility was closed. When lubricated by water at a volume
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flow rate of 30% of the total, the pressure drop varied between 900 psi and 1,100 psi at a flow rate
of 24,000 barrels per day with the larger pressure at a threshold of unacceptability which called for
pigging. In the sixth year of operation the fresh water was replaced with water produced at the
well site which contained various natural chemicals leached from the reservoir, including sodium
metasilicate in minute 0.6 wt.% amounts. After that the pressure drop never varied much from
the acceptable 900 psi value; the CAF was stable as long as the flow velocity was at least 3 ft/s.
Industrial experience suggests that inertia is necessary for successful CAF.

Syncrude Canada Ltd. has undertaken studies of lubricated transport of a bitumen froth which
is obtained from processing of oilsands of Alberta for upgrading to synthetic crude. The oil (bitu-
men) is extracted from mined oilsands rather than pumped directly from the reservoir. A hot-water
extraction process is used to separate bitumen as froth from sand and the average composition of
the froth is 60, 30 and 10 weight % bitumen, water and solids, respectively. Internal studies led
by Neiman et al [4] and recent studies at the University of Minnesota showed that the produced
bitumen froth will self lubricate in a pipe flow. The Minnesota studies showed also that once
established, lubricating flows were stable and ran continuously for 4 days and nights without any
pressure drop buildup or loss of mass flow. Further testing of self-lubrication in 24" by 1 km pilot
pipeline near Fort McMurray confirmed the Minnesota results at a commercial scale. Encouraged
by these results, Syncrudes’ management has decided to build a 35km line from the new Aurora
mine to the upgrading plant at Mildred Lake. Further research impacting on the design of this
self-lubricated pipeline of bitumen froth is being done by Syncrude and the University of Minnesota.

LUBRICATED PIPELINES (WITH WATER INJECTION)F

Even though lubricated flows are hydrodynamically stable, oil can foul the wall. This is an
adhesion rather than a hydrodynamic effect and is not taken into account in the equations used to
study stability. The hydrodynamic stability of lubricated flow is very robust even when oil wets
the wall. A water annulus can lubricate an oil core even in a pipe whose walls are spotted with
oil. Sometimes, however, the fouling builds up, leading to rapidly increasing pressure drops even
blocking the flow. Oil fouls some places more than others, near pumping stations where the pressure
is highest and the holdup and core wave structure are developing and around line irregularities such
as unions, bends, flanges and curves. Another major problem is an unexpected shut-down in the
line; the oil and water stratify, causing the oil to stick to the pipe wall, making it harder to restart
the line.

It is desirable to lubricate the oil core with as little water as possible because a small water
input alleviates the problem of dewatering. On the other hand, oil is more likely to foul the pipe
wall when a small amount of water is used, so it is desirable to suppress fouling for this as well as
other reasons.

Remedial strategies to prevent fouling naturally alter the adhesive properties of the wall which
depend on the solid surface and the oil used. The different strategies that have been employed are
discussed in [JBCR]. Clean-up procedures for fouled pipes are important for a viable lubricated
pipelines technology.

Obviously, the restart of a fouled pipe will be easier if the oil does not strongly stick to the pipe
wall. The restart is also easier if there is an open channel through which water may flow. Such
a channel can be opened by stratification under gravity in a large diameter horizontal line. The
flowing water will produce a propagating solitary wave near the pump, which tends to partially
block the flow of water in such a way that the high local pressure fingers water bewteen the oil and
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pipe wall in an unzipping motion which restores core flow as the wave moves forward. The open
channel may be closed at places where the pipe goes over a hill since the lighter oil will fill the pipe
at high places and make restart more difficult. In small pipes, in which capillarity may dominate
gravity, the oil will stratify in slugs separted by water lenses in which water is trapped.

Two-phase flows, liquid-liquid, gas-liquid and liquid-solid flows, can be arranged by dynamics
into different configurations called flow types. Various properties of the solutions, like the pressure
gradient needed to drive the flow, the area averaged velocity of each phase and the holdup ratio
depend on the flow type. The holdup ratio of oil to water is the ratio:

/ST

Ay/ Ay Uy
of the area averaged oil velocity Ug = Qo/Ap and water velocity Uy, = Q,, /A, where Q is a volume
flow rate. In the case of an emulsion of small water droplets uniformly dispersed in oil, we could
assume that the water moves with the oil so that U, = Uy, hence h = 1. This does not mean
that the flow rates or superficial velocities are equal because, say, only a relatively small amount of

water could disperse into small drops. In the case of PCAF, with only a very small water input so
that the layer of water outside is thin and a uniform velocity for very viscous oil inside, we get

_ 1.
Uy = 500, (1)

hence h = 2. In vertical flow with a pressure gradient producing flow of water down against a
stationary bouyant slug of oil held in place by gravity, we have i = 0 because QJo = 0 even though
the oil fills nearly all of the pipe.

Bai et al [19] found some remarkable holdup results for vertical core flows. For bamboo waves
in up-flow, h =~ 1.39 independent of the flow rates. Though h varies between 0.8 and 1.4 with flow
rates of oil and water, h — 1.4 for fast flows Uy /U,, > 5. Thus, h = 1.4 is a good value for up-
flow and fast down-flows in which buoyancy is not important. In the absence of better knowledge,
reasers may assume h = 1.4.

The lubricated arrangements of oil in water flow are PCAF, WCAF, slugs of oil in water and
drops of oil in water. Well-dispersed drops of oil in water are sometimes called oil-in-water (o/w)
emulsions. Very concentrated o/w emulsions can be stabilized by surfactants.

Water-in-oil (w/o0) emulsions are an oil continuous phase of an “effective” oil which can be
lubricated with water. Effective oils of high viscosity can be formed from water in low viscosity oil
emulsions (see Ho & Li [10]). When the water content of such w/o emulsions is high, the density
of the effective oil will be close to water. It is desirable to transport as much oil as possible at a
fixed pressure gradient or to minimize the pressure gradients for fixed oil flow. Minimum pressure
gradients are found for flow types near to PCAF; wavy flows are energy efficient and the input ratio
can be controlled to give maximum efficiency [JBCR].

Arney et al [14] plotted the friction factor A vs. Reynolds number IR data for core flows from 12
authors using special definitions which depend on the holup ratio [JBCR]. Most of the data points
are in the region of turbulent flow where the Blasius formula A = 0.316 /]Rl/ 4 applies. There is
a considerable scatter of the data which may be due to fouling. Huang et al [15] did turbulence
modeling using a K-E model assuming that there were no waves on the core and the core moves
forward as a rigid body. The agreement between model predictions, which have not adjustable
parameters, and experimental and field data from all sources, was excellent. This result suggests
that the major source of drag is turbulence in the water.

Lubrication may fail to fouling, to stratification under gravity when the density difference is
large (and core speeds too low to levitate the core off the wall) and to inversion to w/o emulsions
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(which can be relubricated as “effective” oils). Failure to stratification at low speeds is charac-
teristic in large diameter pipes in which capillarity is not important. In small pipes, slugs of oil
separated by water will stratify in the pipe.

STEEP WAVES & LEVITATION OF CORE FLOWS

A surprising property of core flow is that the flow in a horizontal line will lubricate with the
core levitated off the wall even if the core is lighter or heavier than the lubricating water. This
levitation could not take place without a hydrodynamic lifting action due to waves sculpted on the
core surface. In the case of very viscous liquids, the waves are basically standing waves which are
convected with the core as it moves downstream. This picture suggests a lubrication mechanism
for the levitation of the core analogous to mechanisms which levitate loaded slider bearings at low
Reynolds numbers. Ooms et al [16] and Oliemans and Ooms [1] gave a semi-empirical model of this
type and showed that it generated buoyant forces proportional to the first power of the velocity to
balance gravity. In this theory, the shape of the wave must be given as empirical input.

Consider water-lubricated pipelining of crude oil. The oil rises up against the pipe wall because
it is lighter than the water. It continues to flow because it it lubricated by waves. However, the
conventional mechanisms of lubrication cannot work. The saw tooth waves shown in Figure 1 are
like an array of slipper bearings and the stationary oil core is pushed off the top wall by lubrication
forces. If ¢ were reversed, the core would be sucked into the wall, so the slipper bearing picture is
obligatory if you want levitation.

CORE ANNULUS  PIPE WALL
! ]
|

¥ Y -
MW
\ et ] —iRz

Figure 1: The core is at rest and the pipe wall moves to the left.

Obviously the saw tooth waves are unstable since the pressure is highest just where the gap
is smallest, so the wave must steepen where it was gentle, and smooth where it was sharp. This
leads us to the cartoon in Figure 2. To get a lift from this kind of wave it appears that we need
inertia, as in flying. Liu’s [17] formula for capsule lift-off in a pipeline in which the critical lift-off
velocity is proportional to the square root of gravity times the density difference is an inertial
criterion. Industrial experience also suggests an inertial criterion, since CAF in the Shell line could
be maintained only when the velocity was greater than 3 ft/s; at lower velocities the drag was much
greater.

Bai et al [19] did a direct simulation of steady axissymetric, axially periodic CAF, assuming that
the core viscosity was so large that secondary motions could be neglected in the core. They found
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Figure 2: (After Feng et al 1995) (top) The interface resembles a slipper bearing with
the gentle slope propagating into the water; the shape of these waves is unstable.
(middle) The high pressure at the front of the wave crest steepens the interface and
the low pressure at the back makes the interface less steep. (bottom) The pressure
distribution in the trough drives one eddy in each trough.

that wave shapes with steep fronts like those shown in Figure 2 always rise from the simulation.
The wave front steepens as the speed increases.

A new and important feature revealed by the simulation is that long waves do not arise when
the gap size tends to zero as is usually assumed in long wave theories. As the gap size decreases,
n — 1, the wavelength L(n) decreases linearly with . This means that the wave shape hardly
changes and a steep wave will stay steep in this limit. The aforementioned properties of waves are
in excellent agreement with the observed shape of waves in experiments [JBCR].

SELF LUBRICATION OF BITUMEN FROTH

The first studies of self-lubrication of bitumen froth were carried out in 1985 in unpublished
studies by O. Neiman [4] for Syncrude Canada. Tests were conducted on the pipelining character-
istics of froth using a research 50mm hydraulic test facility with froth produced on the External
Extraction Circuit. They found that

“The pipeline flow of froth was found to be governed by a special type of multi-phase
behavior involving separated water. A concentration of water was observed to occur
near the pipe wall, which effectively formed a lubricating water layer around the central

plug of froth... Pipelining of froth in the syncrude expansion case may be considered
technically and economically feasible.”

Syncrude’s business is to upgrade the bitumen found in the tar sands into high quality synthetic
crude for which there is an active world market. After 25 years of operation, they ran into the




problem that untapped oilsands are located at increasing distances from the upgrading facilities
at Mildred Lake. The next ore body they want to mine is at the Aurora mine, 35km north of the
upgrading facility, hence the requirements for a bitumen froth pipeline.

The froth is very viscous; to pipeline froth you would have to heat and dilute it, or to use a
core flow technology. Neiman’s study, industrial experience and the literature on core flow favor
the core flow approach but froth is a special material; Neiman did not do tests of long duration, the
effects of water addition, pipeline fouling and restart after stopping were not considered. Syncrude
identified the DOE supported lubricated pipeline research at the Unijversity of Minnesota as most
relevant to their needs and they gave us a contract to look at the pipelining of bitumen froth. Our
objective was to investigate restart and fouling and to establish an operating envelope and the
mechanism for core flow to derive scaling parameters.

The Minnesota studies, in results to be published, established that

e Froth could be pumped in a core flow mode for up to 100 hours.
e External water addition was not required.
e There was no indication of a pressure drop increase even after four days of continuous running.

' e An operating envelope from 0.7 m/sec to 2.5 m/sec was established. Core flow was lost below
0.7 m/sec but 2.5 m/sec was an equipment limited value. Possibly unlimited velocities in core
flow are possible.

e Shutdowns less than three minutes were re-started without water injection at peak pressure
less than 3 times operating pressure.

e Longer shutdown required water addition equivalent 20 wt% lubricating water.

Core annular flow has always referred to a pipelining process requiring a dedicated water addi-
tion to form the annulus. One of the insights gained in Minnesota is that froth is self-lubricating,
shear liberates some of the water tied up in the froth emulsion. Free water migrates to the point
of highest shear— at the pipe wall. Therefore, self-lubricating flow or natural froth lubricity, is
probably a better description of the technology.

Second, fouling appears to be inhibited by the liberated water. Bench scale tests show that
even carbon steel fouled by the Venezuelans’ Zuata crude can be cleaned by liberated water from
Syncrude froth.

Third a minimum velocity of 0.7 m/s is required. Below this velocity, the froth core would begin
to separate into slugs of lubricated froth between sections of water. This core separation would
continue slowly over time until enough water left the annulus that a plug of froth would become
unlubricated. At this point pipeline pressures would increase dramatically.

PROPOSED MECHANISM OF SELF-LUBRICATION OF BITUMEN FROTH

We know that froth is highly viscous and offers resistance to low rates of shearing. Our proposed
mechanism for self lubrication depends on the fact that froth is unstable to higher shearing rotes,
resulting in the coalescence of water droplets to form a lubricating layer of free water. The unique
property of bitumen froth that promotes the coalescence of water droplets arises from the dispersion
of clay particles in the water.
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The clay present in the water inhibits the coalescence of bitumen droplets and promotes the
coalescence of the water droplets through a mechanism we refer to as “powdering the dough”.
Anyone who has baked bread will appreciate this analogy.

Bread dough is sticky, but when a layer of flour is sprinkled on top, the dough will no longer
stick to itself or other surfaces. The fine solids surrounding a droplet tend to act as a barrier
protecting the oil droplets from coalescing with one another.

Given the encouraging results at Minnesota, Syncrude decided to continue with self lubricating
flow as a base case for further development.

The intent for the commercial test was to run the equivalent of 110 000 BPD of bitumen as froth
through a 24" by 1 km pipeline to duplicate the commercial conditions at full scale with respect to
line diameter. They were less concerned about line length.

. Their first objective for the commercial program was to understand whether or not they could
establish self lubricating flow given the shear regime that would exist in a large diameter pipe.
It wasn’t obvious how to scale-up the re-start results from a 1 inch line diameter to a 24" line
diameter. They also wanted to gain some confidence that the technology would work by seeing it
at full scale.

A hurdle to overcome for commercial tests was to understand whether or not they could use a
centrifugal pump. Centrifugal pumps are inexpensive and have high capacity but will not operate
with fluid viscosity’s higher than about 3000 cP. (The viscosity of froth at 50 C is closer to 10000
cP). Positive displacement pumps can operate at much higher viscosities, but require three pumps
operating in parallel for the commercial tests, and each pump would have to be among the largest
in the world.

However, if our insights about self lubrication were correct then a centrifugal pump could also
work in this service. Some quick tests at Minnesota with a centrifugal pump verified that it could
indeed work.

Results from the 24" x 1km pilot pipeline showed that

e Lubricated froth can be established in large diameter pipelines and a centrifugal can be used
" to drive the flow

e Pipeline shutdowns from 1 minute to 6 hours were tested and restarted without high pressure
water injection.

The present decision of management at Syncrude is to build a 35 km lubricated froth pipeline.
This pipeline would possibly cost 200 million dollars. The design if this pipeline is presently being
worked out. B

The scientific details of the lubricated froth studies of Joseph, Bai, Sury, Grant & Mata will be
reported in an Archival journal in a future publication.
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ABSTRACT

Some fundamental questions about the mathematical description of transport phenomena in
heterogencous media are addressed to highlight the importance of the smallest scale, of using thc
correct equations and of choosing a consistent set of scaling parameters. Micro-pore flow is treated
using a viscosity correlation that properly treats the near wall region in a capillary. Equations resulting
from use of volume averaging theory (VAT) are compared with exact solutions and it shown that
certain terms normally ignored must be retained. A consistent set of scaling parameters are derived and
shown to yield consistent results over a wide range of different media morphologies.

1. INTRODUCTION

There are many disagreements about the applicability of models based on conventional diffusivity typc
models of transport phenomena in porous media to problems with the following features: multi-scaled media,
media with non-linear physical characteristics, polydisperse morphologies, materials with phase anisotropy,
media with non-constant or field dependent phase properties, transient problems, and many others. The most
practical way has been to seck a solution by doing numerical experiments over the more or less the exact
morphology of interest. This leads to heavy use of large computers to solve large algebraic statements. As in
each experiment, the treatment and analysis of the results of such “Direct Numerical Modeling” (DNM) is an
unappealing and difficult problem. '

Mathematical simulation of physical processes in a highly non-homogeneous media, in general, calls for
obtaining averaged characteristics of the medium and, consequently, the averaged equations. The averaging
of processes in a randomly organized media can be performed in many different ways. If a physical model
has several interdependent structurally organized levels of processes underway, it is expedient to employ onc
of the hierarchical methods of simulation (see, for example, Kheifets and Neimark [1], Gushman [2] among
others). The hierarchical principle of simulation consists of successively studying the processes at a number
of structural levels.




One first deals with the smallest scale element, for example a small smooth capillary or globular media.
Next, various types of capillary wall morphology are incorporated. This is followed by studies of a range of
diameters, first smooth then rough, and then networking. Regular variations of the parameters are treated first,
followed by random. This is done at each level. This approach is underway for capillary morphologies as well
as granular morphologies. The process leads one to find ways to deal with the large number of closurc
expressions that result from the averaging used to obtain the original set of equations. Although of a common
form, the resulting usable form depends on the media morphology and the local boundary conditions at the
each level of the hierarchy. A particular closure expression will be different for energy, mass or momentum
transfer between the fluid and the solid matrix.

Three separate topics have been chosen to demonstrate the need for care at every level of the model
development process. First, flow in capillaries is treated and it is found that the viscosity is different near the
wall than in the bulk fluid. One can postulate why but here we will rely on data and show that there is an
impact. It is not large when considering ground water flow, but may well be important in the field of MEMS.
The second topic deals with the equations resulting from the use of volume averaging theory (VAT). The
equations have strange additional terms that are not usually seen. One needs to ask whether or not these new
terms are small enough to ignore. In what follows, it will be shown that they are not. In fact, they are of the
same order of magnitude as the one term that is normally kept. The third topic is scaling. There are many
analysis and experimental results in the literature. Many use different parameters to scale their data for
analysis or in developing an empirical correlation. Many different equations appear in the literature. Based on
a simplified VAT model, a consistent set of scaling parameters is developed.

2. FINE PORE NONLINEAR RESISTANCE

The Darcy flow assumption breaks down when the very fine passages found in a porous medium at the
smallest scale must be dealt with. Physical phenomena at this scale, less than a micrometer, are often
neglected when the scale of the problem is meters or tens of meters. It should be emphasized that in finc
pores, the structure of liquids is different from that of the bulk liquid. Indeed, it has been shown by the many
convincing experiments of Churaev et al. [3], Derijagin et al. [4], Bondarenko [5,6], and Low [7] that polar
liquid (for example, water) boundary layers are characterized by elevated viscosity near boundaries. The
modified structure of the liquid affects the filtration process and leads to inapplicability of the Darcy law even
at very low Reynolds numbers. Calculations of the flow rates must take into account the dependence of
viscosity on distance from the pore wall.

To amplify, we start with the following equation governing the stationary flow of a viscous fluid in a
pipe, ‘

1d dV)
rdr (r,u (r) dr VP,
with (r) being the local viscosity near the wall given by Low [7] for a water in the form

=W,/ (1 -aexp [-bR-1)])
where |j, is the bulk viscosity of the fluid far from a wall and the parameters a and b characterize the viscosity
on the wall and the corresponding effective thickness of the boundary layer. Low used data from his
measurements of water flow velocity in capillaries with radii ranging from 4.5.10° to 10 cm to determine the
Newton viscosity of water close to a solid hydrophobic surface. The water data yielded a = 0.47 and b =
6.35x10° [em™]. Using these results, the mean capillary velocity is found to be

V/V, =1 -8a[1/2bR - 3/2(bR) > + 3/(R)’ - 3(1-"™)/(bR)"] ,

where V, = R?|VP|/8y, is the mean velocity in a capillary when [ = [, = const. Results for water, using the
and b found by Low are shown on Fig. 1 along with the step-like layered viscosity function near the pore wall.
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Overall pressure loss models in porous media with the presence of very fine pores need to take into account
this phenomenon when polar liquids transport considered. That means that at least two scales of description
have to be combined in the model. That VAT based hierarchical modeling naturally treats such problems was

demonstrated by Travkin et al. [8], Travkin and Catton [9].

iy,

' 3. THEORETICAL VERIFICATION OF VAT
BASED MODEL EQUATIONS
0.9

08 Many forms of the energy equation are used in the
\ analysis of transport phenomena in porous media. The
o7 0 primary difference between such equations and thosc
1MH resulting from a more rigorous development based on
o6 o VAT are certain additional terms. The best way to

o 10 20 30 4 350 60 70 s oo cvaluate the need for these additional more complex

1/10° R [om]) terms is to obtain an exact mathematical solution and
compare the results with calculations using the VAT
Figure 1. Nondimensional Velocity Against equations. This will clearly display the need for using

Inverse Radius of Pore for Exponential (1) and the more complex VAT mathematical statements.
Discrete (2) Distribution of Viscosity Consider a two-phase heterogencous medium
consisting of an isotropic continuous (solid or fluid)
matrix and an isotropic discontinuous phase (spherical particles or pores). The volume fraction of matrix, or
f-phase, is m, = AQ ./ AQ, the volume fraction of filler, or s-phase, is m, =1-m, = AQ, / AQ, wherc

AQ=AQ,+AQ, is the volume of representative elementary volume (REV). The constant properties
(phase conductivities, A, and A,), stationary (time-independent) heat conduction differential equations
for7, and 7, the local phase temperatures,

V.q,=4, VT, =0 and -V-q,=1,V'7,=0,
with the interfacial conditions representing perfect thermal contact
I,=T; and ds,-q,=ds,-q, ons,,

describe the problem of interest. Here q, =—A4,VT, and q, = -4,V are the local heat flux vectors,

S, is the interfacial surface and ds; is the unit vector outward to the s-phase. No internal heat sources arc

present inside the composite sample so that the temperature field is determined by the boundary conditions at
the external surface of the sample. After correct formulation of these conditions, the problem is completely
stated and has a unique solution.

Two ways to realize a solution to this problem are compared below (Travkin and Kushch [10] ). The first
is the conventional way to replace the actual composite by an equivalent homogeneous medium with an
effective thermal conductivity coefficient, 4 = 4,5(m,,A,,4,), assuming you know what it is. To obtain

the exact effective thermal coefficient was determined using DNM based on the mathematical theory of
globular morphology multiphase fields developed by Kushch [11,12,13]. Averaging the heat flux {(q) and

temperature (7) over the REV yields (q) = /IeﬁV(T } , and for the stationary case there results
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v-(4, V()= 0, W

The boundary conditions for this equation are formulated in the same manner as for a homogeneous
medium. The second way is to solve the problem using the VAT two equation, three term integro-differential
equations (sce, for example, Travkin and Catton [8, 9]). The solid phase equation to be solved is

o l g1 1 \ = 1 aly -

E(mSZ{TS}s)+E|:‘A'5d£wTsdsl}+l}AE$[wzdsl:|=0, (2)
where {T}, is the intrinsic phase temperature averaged over particles, and the second and third terms on the
right hand side are the so called morpho-diffusive terms, MD; and MD; respectively. There is a corresponding
equation for the “fluid” (matrix) phase. To evaluate and compare solutions to these equations with the DNM
results one needs to know the local solution characteristics, the averaged characteristics over the both phases

in each cell and in this case, the additional morpho-diffusive terms.
An infinite homogeneous isotropic medium containing a three-dimensional (3D) array of spherical
particles is chosen for analysis. The particles are arranged so that their centers lie at the nodes of a simpic
cubic lattice with period a. The temperature field in this heterogeneous medium is caused by a constant heat

flux Q, prescribed at the sample boundaries, which, due to the absence of heat sources, leads to <q> =Q,.

When all the particles have the same radii, the result is the triple periodic structure used widely, beginning
from Rayleigh's [14] work, to evaluate the effective conductivity of particle reinforced composites (Fig. 2).
(T-1)/(1-1,)

1
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0.0 0 2 0 4 0.6 0.8 .0
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Figure 2. Model of Two-Phase Medium Figure 3. Comparison of VAT Three Term Equation
With Variable Volume Fraction of Disperse Particle Temperature, Symbols, With the Exact Analytical
Phase. Based on the Effective Conductance Coefficient Obtained
by Exact DNM, Solid Lines.
The model composite medium consists of the three regions shown in Fig. 2. The half-space lylng above the
A-A plane has a volume content of the disperse phase mg =m , and for half-space below the B-B planc

mg = mg. To define the problem, let m 4 > mp . The third part is the composite layer between the planc

boundaries A-A and B-B containing N double periodic lattices of spheres (screens). For the one-dimensional
case, equation (1) becomes
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a(ﬁw—a—T) 0, (z,s252,), m=m(z), @

where A ;(m,) is the effective conductivity coefficient calculated for the perfect lattice structure compositc

with Vm =0.
The normalized solution of the both models (VAT and DNM) for the case of linearly changing porosity
m, = m® +z(m> —m"), where m,(z,)=m", m(z,)=m®, z,=0, z, =1 are presented in Fig. 3.
Lines 1-5 represent solutions of the one-term equation with effective conductivity coefficients of 4, =0,

0.2, 1, 10, and 10000, respectively whereas the points (circles, triangles, etc.) represent the solutions of the
VAT equations with accurate DNM closure of the micro model VAT integro-differential terms MD, and
MD:; for the composite with varying volume content of disperse phase. Here the number of screens is 9
corresponding to relatively small particle phase concentration gradient. The coincidence of the results of the
exact calculation of two equation three term energy transport VAT model with the exact DNM of the one-
temperature effective coefficient model for heterogeneous media with non-constant spatial morphology clearly
demonstrates the need for using all the terms in the VAT equations. The need for the morpho-diffusive terms
in the energy equation are further demonstrated by noting that their magnitudes are all of the same order.

4., SCALING IN EXPERIMENTS AND DATA ANALYSIS

Ergun [15] suggested two types of friction factors. One of them, the so-called kinetic energy friction factor, fi.;,
is similar to the Fanning friction factor, f; . When written with the same assumptions,

where dj, is the hydraulic diameter and 7 the intrinsic averaged velocity. The problem is what to choose for the
hydraulic diameter for a given porous media that properly represents its morphology. Bird et al. [16] used the ratio of
the "volume available for flow” to the "cross section available for flow” in their derivation of a hydraulic radius 7.
This led them to
o (m)dy
" 6(1— (m))’
where {m) is the porosity. A basis for a consistant hydraulic diameter for any systems is
dr = 4{m;} _ 4 (m) _ 2 {m})
TS T el (m))  3(I—( ))
where a, is the ”particle specific surface area” which is equal to the total particle surface area divided by the volumc
of the particles and specific surface S,, = a,(1 — {m)). This expression is justified when an equal or mean particlc
diameter is d, = 6/a,, which is exact for spherical particles and often used as substitute for granular media particles.
The value of hydraulic radius given by Bird et al. [16] r»; was chosen by Chhabra [17] and used in his determination
of a specific friction factor for capillary models. The expression for friction factor given by Chhabra is
dp Ap
fo=—"—5+ 7
(m)? o; %
This friction factor, the friction factor, f5, given by Bird et al. [16] for a packed bed, see equation (6.4-1), the Fanning
friction factor, f;, and to Ergun’s kinetic energy friction factor, fx, , related by the following

fo=2fp= (I;n()'r;z)) Srer = 3 (1(:n§?)) Ir-

These models all use different length scales. It is not clear from evaluation of experimental data which is the
most appropriate. To address this, the momentum equation for turbulent flow of an incompressible fluid in a porous
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media based on a K-theory (Primak et al. [18], Travkin and Catton [19]) will be used toi develop a consistant set of
morphological properties and a characteristic length.
The one dimensional form of the momentum equation is
~2

~ ~2
& Sup) (Sw\ 1% _ [ Su)pr
dx“(cf““”sw)((m)) 2~ \my) 2

where c; is the friction factor and cg, the form drag, S,,, the cross flow form specific surface. The drag terms arc
combined into a single total drag coefficient

Sup
Cq = cf+cdp—§— s
w

to model the bulk flow resistence terms in the general simplifed VAT momentum equation. The drag resistance can

be evaluated for a homogeneous porous media from measurements of pressure drop,
~2

d% - Sw pra
=71 (o) 22
It was shown by Travkin and Catton {8, 19] that a good approximation for such media is

Cq = f FE)
where a bulk value of pressure loss coefficient f; can be obtained from experimental correlations. There are few rea-
sons that these quantities are not identical. One of them results because the media inflow and outflow pressure losses
are usually incorporated into the correlations for f; . A second reason is the loss of geometric characteristics repre-
sented by the ratio of S,/ S,,. Some details of a media made up of regular globular morphologies can be described
in terms of Sy, (m), dp. For a spherical particle medium

_6Q-(my) . 2 (m
=g =Ry
This leads to a relationship for dj, that takes the form
d 4{m)
h —_

S

This form is consistant with two major morphologies, both capillary and globular, and incorporates two properties
of the media, both void fraction and specific surface area. It has a solid theoretical basis for at least for two types
of canonical porous media morphology (straight capillary parallel pore morphology - SPPM and one diameter spherc
globular morphology) and was arrived at with different theoretical reasonings by others in previous years like Kays and
London [20]. There are a number of analysis and experimental studies of different porous media morphology leading
to the use of a porous media Reynolds number with this scale. Although various porous media pressure resistance
models are described by others (see, Bird et al. [16], Fand et al. [21], and Chhabra [17]), the above description for
dy, allows the transformation and comparison of correlation equations and experimental results obtained for diverse
morphology media and the use of various scaling. Also it allows experimentally determined characteristics of thc
media to be related to the closure relationship derived from the VAT analysis. It was shown by Travkin and Catton
[8, 19] that a straight equal diameter tube morphology model yields the morphology functions S,,/ < m > and
dy, is obtained from the above experession. A ¢4 for this morphology was found from its corresponding skin friction
coefficient expressed by the Darcy pressure loss coefficient by Travkin and Catton [19] ¢ =€, = fp/4.

With this, any experimental correlation can be reformulated for use in the simplified VAT bulk 1D momentumt
equation,
~2

Apsz(sw)pfﬁ.

L (m) 2
where f; is an experimentally determined function of Rep,r = Udp, /v. With this expression, Fanning friction factor
correlations can be easily compared and analyzed after reformulating corresponding expressions in terms of Hepor as
shown in Fig. 4. The correlations presented in Fig. 4 are for experiments carried out by Gortyshov et al. [22, 23].
and Beavers and Sparrow [24] among others. Gortyshov et al. used the Reynolds-Forchheimer momentum equation
and a Darcy friction factor. Beavers and Sparrow used a friction factor approach but based their length scale on the
measured permeability.
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Figure 4. Comparison of Porous Media Pressure Loss Models Using Fanning Friction Factor f ¢

5. CONCLUSIONS

Several conclusions are reached as a result of this work. First, one cannot neglect the small scale when
dealing with a large problem. When the media includes fine pores, a hierarchical approach is needed that
includes at least two levels. Calculations of the flow rates in porous media with a large diversity of
morphological elements, e.g. capillaries, must take into account the dependence of viscosity on distance from
the pore wall. Care must be taken when the problem statement is formulated that the equations contain all the
necessary closure terms resulting from the averaging process. It was shown by comparison of a DNM solution
with a VAT based solution that several terms usually ignored are of the same order as those usually kept.
There are many terms that appear as a result of flow that are ignored and what their importance is yet to be
determined. Analysis of many different experimental and analytical results combined with use of the VAT
equations led to the conclusion that pore Reynolds number based on a hydraunlic diameter that is a function of
void fraction and media specific surface area make up a consistent, although not necessarily complete, set of
parameters for correlation of friction factors.
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ABSTRACT

The internal flow structure of air-water plug/slug flow in a 50.3 mm dia transparent pipeline
has been experimentally investigated by using a four-sensor resistivity probe. Liquid and gas
volumetric superficial velocities ranged from 0.55 to 2.20 m/s and 0.27 to 2.20 m/s, respectively,

and area-averaged void fractions ranged from about 10 to 70%. The local distributions of void
fractions, interfacial area concentration and interface velocity were measured. Contributions from
small spherical bubbles and large elongated slug bubbles toward the total void fraction and
interfacial area concentration were differentiated. It was observed that the small bubble void
-contribution to the overall void fraction was small indicating that the large slug bubble void
fraction was a dominant factor in determining the total void fraction. However, the small bubble
interfacial area contribution was significant in the lower and upper portions of the pipe cross
sections.

1. INTRODUCTION

The intermittent plug/slug two-phase flow-pattern exists over a wide range of gas and liquid flow rates
in a horizontal two-phase flow configuration. This flow-pattern is described as a gas slug in the form of a large
elongated gas bubble in the upper part of the pipe followed by a liquid slug occupying the entire cross section.
Depending on the flow rates of the gas and liquid, small bubbles may break off the large gas slug bubbles and
either reside in the liquid slug and/or in the liquid underneath the gas slug or coalesce with front of the
oncoming gas slugs. In order to advance the study of such a two-phase flow structure, it is essential to
experimentally obtain detailed local values of fundamental parameters characterizing the internal structure of
this flow-pattern.

The void fraction and interfacial area are two fundamental geometric parameters characterizing the
internal structure of two-phase flow. The void fraction represents the volumetric fraction of gas phase or the
probability density of the gas to exist at a given time and point and is a required parameter for hydrodynamic
and thermal calculations in various industrial processes. On the other hand, the interfacial area describes the




available interfacial area for the interfacial transport of mass, momentum and energy in steady and transient
two-phase flows and is a required parameter for two-fluid formulation of a two-phase flow field. However,
little information is currently available on these parameters, and it is limited to vertical two-phase flow
configurations. Particularly, there exists very little knowledge on the local interfacial area concentration in
spite of its importance in multi-dimensional two-fluid model analysis, Boure [1] and Ishii and
Kocamustafaogullari [2]. Accurate information about these parameters describing the internal structure of the
plug/slug flow-pattern and generalized relationships among them are necessary to understand transport
phenomena associated with this flow-pattern.

At present, several methods are available to measure interfacial area concentration in gas-liquid two-phase
flows. Measurement techniques can be broadly classified into two categories: (a) chemical absorption methods,
and (b) physical methods. Chemical absorption methods provide a global measurements of interfacial area
concentration, and thus, do not provide the local information of interest in closure models. Briefly, this method
involves measurement of a liquid film controlled gas absorption accompanied by rapid depletion of the solute
through reaction in the liquid film. The physical methods involves techniques such as photography, light
attenuation, ultrasonic attenuation and various intrusive probe techniques, i.e., resistivity or impedance probes,
and fiber-optic probes, etc. Detailed review of all these methods have been provided by Landau et al. [3],
Veteau [4], Ishii and Mishima [5], Chang et al. [6,7] and Wang and Kocamustafaogullari [8]. However, all
these methods are limited to dispersed two-phase flow patterns, i.e., bubbly and droplet two-phase flows, and
with the exception of Revankar and Ishii [9], no established local measurements of the interfacial area
concentration exists for flow patterns other than bubbly and droplet flows. Recently, Revankar and Ishu [9]
reported a theoretical formulation for the local measurements of interfacial area concentration in cap bubbly
flow configuration by using four-sensor resistivity probe. According to the authors knowledge there have been
no experimental data or fundamental studies available on the local distribution of interfacial area concentration
in horizontal plug/slug two-phase flow-pattern.

In view of this brief discussion, it is evident that much experimental work is still necessary to attain a
thorough physical understanding of the internal structure of an intermittent horizontal two-phase slug flow-
pattern. In this context, an experimental investigation has been underway at the University of
Wisconsin-Milwaukee to investigate the internal structure of this flow-pattern. In these experiments

. the double-sensor resistivity probe method was developed to measure local void fractions,
interfacial area concentration, interfacial velocity, local bubble chord-length, size and frequency
distributions of bubbles in a horizontal bubbly two-phase flow [10, 11].

. the four-sensor resistivity probe method was developed to measure the local void fraction and
interfacial area concentration in a horizontal slug flow [12], and
. the hot-film anemometry technique was used to measure the time-averaged local void fractions due

to small and large slug bubbles, as well as, the local axial velocity and turbulence in the liquid
phase of an air-water intermittent flow in a horizontal channel [13, 14, 15].

In the present work, the local void fraction and interfacial area concentration in a horizontal plug/slug two-
phase flow were studied experimentally by using four-sensor resistivity probe method. Local void fraction,
interfacial area concentration, interface velocity have been measured, and the results are documented and
discussed here. Furthermore, the dependence of these local parameters on the other flow variables are also
presented. Besides the four-sensor resistivity probe method, the hot-film anemometer technique for liquid
velocity measurements and two-sensor resistivity method for small bubble interfacial area concentration
measurements were also used to supplement the results.
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2. FOUR-SENSOR RESISTIVITY PROBE METHOD

2.1 Theoretical Foundation

The theoretical foundation for the local measurement of interfacial area concentration in bubbly and cap
bubbly flow using four-sensor electrical resistivity probe was recently provided by Revankar and Ishii [9]. By
starting the defining equation of the time-averaged local interfacial area concentration a; at (X, y,, Z,, t)as

1 of.
a (x,y, = = VE|/| =2 1)
Yo 2) Q;[l J||at|] 0

they showed that the local time-averaged interfacial area concentration can be measured by three interfacial
velocity components and the known geometric configuration of the four sensor probe. When the front and three
rear sensors of the four-sensor probe are arranged such that they make an orthogonal system with the front
sensor located at the apex and the three rear sensors at the rear plane perpendicular to the flow direction, the
above relation is simplified to

11
al.——-z —_— + ] —— +
Q 5 Vsij Vaj Vs3;

In these equations, f; (x, y, z, t) function represents jth interface in three-dimensional space, Q is the total
sampling time, the subscript j identifies the jth interface and vg; (k = 1,2,3) is the passing velocity components
in the three orthogonal directions with respect to rear sensor k.

Schematic of the four-sensor probe arrangement is shown on Figure 1. By considering the jth interface
passing the front and any rear sensor k, with the time interval, At,; , the passing velocity component in the k’th
direction, vy, is given by

Vaj = Ask}./Atkj, k=1,2,3 3)

where As,; is the spacing between the front and the k’th rear sensor tips. Referring to Figure 1, it is evident
that combination of each rear sensor and front sensor constitutes a double-sensor to measure the interfacial
velocity component in the respective orthogonal direction. The front sensor is designed to be the common
sensor. Thus there are three double-sensor probes enabling the measurement of interfacial velocity components
in three orthogonal directions. According to Eq. (2), measurement of the three velocity components vy, , vy,
and vg; will be sufficient for determining the local time-averaged interfacial area concentration.

The time-averaged local void fraction, &, at any location, r can be obtained by either front or one of the
rear sensors. Due to the finite size of the probe, only the front sensor was used for the void fraction
measurements. The time-averaged void fraction at any location r is then determined as follows:

Ny, Ng
a(r) = 'g'lz‘ JZ=1: (tofj - to:j) + IZ:; (tOﬁ - tOri) “@

where the subscript 0 identifies the front sensor, whereas j and 1 identify large elongated bubbles, and smali
spherical bubbles respectively. t; is the time the front sensor tip enters into the large j’th bubble, and t.; is the
time the front sensor enters in to the liquid phase. t,; and t; denote corresponding times for the small spherical
bubbles. Nj,, and N, respectively, are the number of large and small bubbles passing the front sensor tip in




the total sampling time of Q. The first term appearing in Eq. (4) gives the large bubble void fraction, whereas
the second term denotes the small bubble void fraction contribution to the overall void fraction in a slug flow.

2.2 Measurement Principle

In principle, the electrical resistivity probe consists of the instantaneous measurement of local electrical
resistivity in the two-phase mixture by means of a sensor electrode. In an air-water flow the air can be
considered as electrically insulating, whereas water is electrically conducting. When the sensor is in contact
with the liquid, the circuit is closed. On the other hand, when it is in contact with a bubble, the circuit is open.
Since the circuit is open or closed depending on whether the sensor is in contact with gas or liquid, the voltage
drop across a sensor fluctuates between a Vy,;,, and V..

In the case of four-sensor probe method, each sensor and the return electrodes are connected to their own
measuring circuits and, therefore, each sensor is used independently as a phase identifying device.
Furthermore, from the timing of the shift in the voltage between V,;, and V., the time when the gas-liquid
interface passes the sensor can be recorded. Therefore, two pieces of parallel and independent information
related to the phase identification and the transit time of the gas-liquid interface is obtained.

A schematic diagram indicating a typical time history record of signals from a four-sensor electrical
resistivity probe in a slug flow is illustrated in Figure 2. As seen from the figure, the signals, even for the large
slug bubbles, deviate from the ideal two-state square-wave signals. This deviation is largely due to the finite
size of the sensor causing flow disruption and the possible deformation of the interface before the sensor enters
from one phase to the other. The trailing edges are generally steeper than the leading edges. This difference
is probably due to the wetting of the sensor by the residual liquid when the sensor enters into the gas phase.
When the sensor tips encounter small gas bubbles in the liquid, the residence time in a small bubble is too small
for the probe to react to changes fast enough because of drying period of wet sensor tips. As a result, signals
for small bubbles do not vary between V_;, and V,,, as observed in the case of large bubbles.
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Figure 1. Schematic of four-sensor probe arrangement. Figure 2. Typical output of four-sensor probe in a
slug flow (j=2.20 m/s, j,=1.1 m/s).
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2.3 Four-Sensor Probe Design and Signal Processing

A typical four-sensor resistivity probe is shown in Figure 3. It consists of four identical platinum / 13%
rhodium or chrome alloy wire sensors of 0.127 mm in diameter. They are completely insulated from the
environment except at their exposed tips. The three rear sensor locations are positioned such that the tip of
these sensors were on one plane and they were placed axisymetrically with respect to the central front sensor.
Typical vertical distance between the front and rear sensor was 2 to 2.5 mm. The locations of the four sensors
were arranged such that the tips of the sensors make an orthogonal coordinate system with the front sensor in
the apex and the three rear sensors at the rear plane perpendicular to the flow direction. The complete
assembly fits into a probe holder from which wires run to the electronic circuit. The electronic circuit uses a
5 V d.c. power supply. Variable resistors were used to enable adjustment of the maximum and minimum
voltage signals.

It was found that the proper distance between the front and rear sensors was critical for analyzing the
experimental data. Preliminary experiments were conducted to determine a proper distance between the front
and rear sensor tips. The distance was dictated by possible bubble size and bubble interface velocity. It was
found that 2 - 2.5 mm in lateral direction and 3 - 4 mm in longitudinal direction were the appropriate separation
distance for the experimental conditions that were selected. It is to be noted that a very small distance results
in inaccuracies in time duration measurements, since it requires very high sampling frequencies or very small
bubble velocities. On the other hand, if the distance is too large, there is a strong possibility of
misinterpretation of signals since multibubble contact occur between two signals originating from the same
bubble.

For the case of the bubble velocity and void fraction measurements the right selection of two closely
corresponding signals from each probe is important. This is so, because two sequential signals detected by the
front and rear sensors do not always correspond to the same interface, and the residence time intervals of the
gas or liquid phase at the sensors are not exactly the same. The signal validation was made by judging whether
the following conditions were satisfied:

(1) By assuming the forward motion of the bubbles, the front sensor signal rises or falls before the rear
sensor signals do. Therefore, referring to Figure 2, the following conditions should be satisfied

b~ bp j=1,...N, k=0,1,2,3 and to < by tog > by j=1, ..N, k=234 5)

where the second indices fand r, respectively denote the times of the fall and rise in each sensor, N is the
number of bubbles passing through a given sensor in the total sampling time Q.

(2) The residence time of a bubble for the front and rear sensors should be comparable to ensure that both
the front and rear sensors detect the same bubble. Hence, the following condition should be also satisfied:

g = tog = g " L i=1,.N, k =1,2,3 (6)

(3) A passing interface should be properly identified. When there are different sized bubbles as in the
slug flow the large slug bubbles and small bubbles should be identified separately. For this the bubble
residence time on the front sensor was used to distinguish the elongated, large slug bubbles from the small
spherical bubbles. The following condition on the bubble residence time was used to discriminate large and
small bubbles: '
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where ¢, and ¢, are time constants determined by the calibration process where the slug bubble size is estimated
with flow visualization.

3. EXPERIMENTAL SETUP AND PROCEDURE

The experimental flow loop consists of a horizontal line of 50.3 mm ID Pyrex glass tubings with pressure
tabs installed between them. The entire flow loop is about 15.4 m in length and is entirely transparent to
facilitate flow visualization, high-speed photography and cinematography. Details of the flow loop are given
elsewhere [10,11].

The air and distilled water are used as coupling fluids. The air to the test section is supplied from the
university central air system. It is regulated through 0.95 m? capacity high-pressure storage tank, and metered
by a series of turbine flowmeters. The water is pumped from 1.9 m® capacity storage tank by a stainless steel
centrifugal pump end regulated by a transistor inverter. The flow rate is measured by a series of paddlewheel
flow meters assembled in a parallel configuration. The air enters the mixing chamber from a vertical leg and
is injected into the water flow through a cylindrical porous media of 100 um porosity to achieve a uniform
mixing. The two-phase mixture from the test section is directed to an air-water separator, where the air is
vented to the atmosphere, and the water is returned to the water storage tank.

A Vemier, with graduations to an accuracy of 0.01 mm was used to traverse the probe in a direction
perpendicular to the axis of the tube. The probe was traced through the vertical axis of the pipe, stopping at
17 positions to take measurements. The local, instantaneous interface velocity, void fraction and interfacial
area concentration were measured at each location. When the experimental studies were intended to investigate
the flow development and local interfacial parameters over the cross sectional plane of the pipe, the test section
was affixed to the flow channel by rotary seals. The seal provided a water tight joint, yet allowed the test
section to rotate freely.

The data from the probe was collected by the data acquisition system and stored in a PC. Due to the
limitations of the computer, the sampling rate was set up to a maximum value of 10 kHz which allowed a
statistically meaningful sampling time. At this sampling rate the measurement error of the velocity would be
less than 5% for the sensor separation distance of 2 mm. Once the data were taken and stored in the memory
of the computer, a FORTRAN program was used to process the data, separating the phases and calculating
the interfacial velocity components.

4. EXPERIMENTAL RESULTS AND DISCUSSION
4.1 Local Void Fraction

Experimental studies were performed on plug/slug flow patterns, and data were acquired at the axial
location of L/D=233 from the mixing chamber which represents a region of semi-fully developed two-phase
flow. Four different liquid flow rates in combination with five different gas injection rates were studied. The
gas volumetric fluxes were j,=0.27, 0.55, 1.10, 1.65, and 2.20 m/s.

Equation (4) is used to calculate the local time-averaged void fraction. Typical slug bubble and total void
fraction distributions are illustrated on Figure 4, where the total void fraction includes the small and slug
bubble contributions. It is interesting to note that the shape of the total void fraction profile is similar to that
of the slug bubble void fraction profile, and that the contribution from the slug bubble to the total void fraction
is much larger than the small bubble contribution. It is also interesting to note that same findings were
observed by Revankar and Ishii [9] for the case of vertical two-phase cap bubble flow. It is also evident from
Figure 4 that the relative effect of the small bubbles on the total void distribution is much larger at the lower
side of the pipe. This may be attributed to the generation of small bubbles from unstable lower surface of slug
bubbles and to the vortex motion generated in front of liquid slugs where the liquid flow field is accelerated to
fill the vacuum generated by the faster moving gas slugs. Toward the top of the pipe the small bubble void
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fraction contribution stays almost constant although there is a slight increase toward the top of the pipe. This
region is characterized by the liquid slug where the small bubbles are homogeneously distributed. However,
the small bubbles tend to migrate toward the upper wall under the dominating influence of buoyancy force.
Thus, the small bubble void fraction shows a slight increase near the top wall.
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Figure 3. Four-sensor resistivity probe design. Figure 4. Local void fracation distributions obtained
from the front sensor.

The effect of increasing gas flow rate on the total void fractions are, illustrated in Figure 5. It is evident
from this figure that the radial profiles of the void fraction are all similar, and, the total void fractions increase
with increasing gas flow rate. Comparisons of the void fraction measurement data of the resistivity probe
against the hot-film anemometer measurements of References [13, 14] are shown on Figure 6. The agreement
between these two data sets are reasonably good, confirming the fact that the four-sensor probe measurements
can be performed with a high degree of confidence.
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4.2 Local Interfacial Area Concentration

The interfacial area concentration is calculated from Egs. (2) and (3). Figure 7 illustrates a typical
interfacial area concentration profile. It is evident from this figure that the contribution from small bubbles
is significant. In fact it becomes a dominating factor underneath slug bubbles and toward the top of liquid
slugs. These observations are not surprising since the major generation of small bubbles occurs on the lower
surface of a slug bubble where the interfacial instabilities exist. On the other hand, gravitational migration of
small bubbles within the liquid slug causes an increase in bubble-population, and hence, an increase in the
interfacial area concentration toward the top of liquid slugs. It is also interesting to note that interfacial area
concentration for large slug bubbles goes through a maximum toward the bottom of slug bubbles. This may
be attributed to the curvature effects and interfacial waviness around this location. It has been reported by
Tomida et al. [16] that in the slug flow-pattem the waviness of the liquid film surrounding the long slug bubble
drastically increases, suggesting an increase in interfacial area concentration.

Figure 8, demonstrate the effect of gas flow on the total interfacial area concentrations. As expected the
gas flow has a significant effect on interfacial area concentrations. However, the effect of gas flow on the slug
flow area contribution is confined to the bottom portion of slug bubbles. It is to be noted that interfacial area
of slug bubbles toward top of the pipe cannot be measured due to finite size of the probe.
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4.3 Local Interfacial Velocity

The interfacial velocity components in three directions were calculated using Eq. (3). Then the axial
velocity component was calculated from the resultant interface velocity, and the results are illustrated inFigure
9. The hot-film anemometer measurements of local liquid velocity [19] are also shown for the purpose of
comparisons.

For the gas superficial velocity of 0.55 m/s, the interface velocity profiles were relatively flat over the
whole range of investigated liquid superficial velocities. This is not surprising since j,~ 0.55 m/s actually falls
into the transition from plug to slug flow patterns. It was observed that plugs were moving smoothly with
slightly higher velocity as compared to the flow of liquid slugs. As it is shown on the figure there exists a

consistent peak at about r/R = 0.0~ 0.2. This was the typical case for all the flow conditions that were
considered in the present study.
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5. SUMMARY AND CONCLUSIONS

The internal phase distribution of air-water flow in a 50.3 mm diameter transparent pipeline has been
investigated by using four-sensor resistivity probe technique. The local values of void fraction, interfacial area
concentration and interface velocity distributions were measured.

The shapes of the total void fraction and void fraction due to slug bubble profiles for different gas flow
rates were all similar, and higher void fractions were recorded with an increase in the gas flow rate. The local
measurements obtained from the four-sensor probe compared very well with the hot-film anemometer
measurements. In the region of transition from plug to slug flow patterns, with increasing gas flow rate
contribution of small bubbles significantly increased.

The interfacial area concentration profiles for slugs clearly show a higher interfacial area along the bottom
surface where increased interfacial waviness was reported. Experiments indicated that contribution from the
increased number of small bubbles to the overall interfacial area concentration was substantial in the lower part
of slug bubbles and in the upper part of liquid slugs.
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ABSTRACT

The instrument function is a function of position and angle, the
knowledge of which allows one to compute the response of a
radiometer to an incident wave field in any state of coherence. The
instrument function of a given radiometer need not be calculated;
instead, it may be measured by calibration with incident plane
waves. ‘

INTRODUCTION

Since the pioneering work of Walther [1], it has been widely understood that
the state of an optical field, including its coherence properties, can be described
by a single function (the generalized radiance) which depends on position ( x )
and angle (or, equivalently, transverse wave number k). The generalized
radiance contains all the information available in the various second order
correlation functions. The subject of radiometry and coherence has been
developed and reviewed by Wolf and coworkers [2]. However, the generalized
radiance presents some conceptual difficulties because it can take on negative
values in certain regions of the ( x,k ) phase space, in spite of the fact that the
results of all physical radiometric measurements are nonnegative.

In a recent paper [3], we showed how the result of a physical measurement
can be represented as the phase-space overlap or scalar product of the
generalized radiance with a function which characterizes the instrument. We
call the latter function the "instrument function"; like the generalized radiance,
it is a function of ( x , k). Explicitly, we have

Q= 127 | dx dk W(x.k) M(x,k) (1




where Q is the result of the measurement, W ( x ,k ) is the generalized
radiance (according to Walther [1]) and M( x ,k) is the instrument function.
Our use of the instrument function is similar to an approach taken earlier by
Gase, Ponath and Schubert [4]. As in Ref.3, we keep to a one-dimensional
model to bring out the physical ideas without complicating the mathematics.

Thus, the result of a physical measurement is expressed in terms of two
functions, one of which (W) characterizes the radiation field, and the other of
which (M) characterizes the instrument. Furthermore, the mathematical
theory of the Wigner function [5] makes it manifest that the physical result is
nonnegative-definite.

In the same paper [3] we calculated the instrument function for a simple
radiometer. However, the calculation does not apply universally to all
radiometers; in particular not to nonimaging concentrators whose uniform
phase-space acceptance properties are attractive for radiometric measurements
[6]. Rather than leave the impression that each radiometer design requires a
potentially tedious calculation, we show in this paper how the instrument may
be calibrated. Calibration is, after all, the common practice and preferred
means of using radiometers in the first place.

In this paper we will not discuss any specific radiometer design, since it is
our purpose to treat the radiometer as a black box, which merely transforms
the incident wave field into a nonnegative definite output signal. Nor is there
any assumption that geometrical optics is valid in the inner workings of the
instrument; the effects of diffraction, interference, and partial coherence are
fully incorporated. All of this is made evident by the theory of the instrument
function which was presented in Ref. 3.

SINGLE PLANE WAVE METHOD

Calibration with a single plane wave does not suffice to measure the
instrument function of a radiometer for all values of ( X , k), because the
generalized radiance of a plane wave is uniform over the aperture of the
radiometer. However, the information so obtained is sufficient to determine
the response of the radiometer in all other circumstances in which the
generalized radiance is essentially uniform across the radiometer, including
many cases of incoherent, distant sources. We note that whenever the 2-point
correlation function of the field, I (x,x") , factors into a slow function of x+x'
times a rapid function of x-x', the generalized radiance will itself be a slow
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function of x , perhaps sufficiently slow to be sensibly constant over the
aperture of the instrument. The condition in question is the same as that which
appears in Carter's and Wolf's [7] definition of "quasihomogeneity”, except
that as far as we can see those authors are thinking of the state of the radiation
field at a source, whereas we are referring to the state of the field at the
entrance aperture of the instrument.

Varying the incident direction sweeps out the beam-pattern response of the
instrument. Let the plane wave in the x,z plane be
W(x,z) = Aexp [itkt x + k1 z)] , where k¢ and k] are respectively the

transverse and longitudinal wave numbers. The generalized radiance W is
determined from the transverse part of the wave field y(x) according to

W(x.k) = [ ds e-1ks (y(x+s/2) y*(x-5/2)), ()

where the angle brackets represent the statistical average. In the present case,

Y(x) = Aexp(iktx) , so
W(x,k) = 2mlAI28(k-k¢). ?3)

The statistical average is unnecessary in this case because the light is coherent.
Then according to Eq. (1), the result of the measurement is

Q =1A12 | dx M(xky), 4)

where 2 a is the aperture of the radiometer. This shows that the spatial
integral of the instrument function M can be determined by calibrating with a
single plane wave.

DOUBLE PLANE WAVE METHOD

There are important circumstances in which the generalized radiance is not
constant over the aperture of the instrument. For example, often coherent
wave fields will generate interference patterns on a scale comparable to or
smaller than the aperture. For another example, consider an edge back-
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illuminated by an incoherent source, or, equivalently, an incoherent source
with a sharp edge. In this case, the best compromise between spatial and
angular resolution is obtained by setting a =V Az and 6 =V Az,

i.e., making the size of the aperture comparable to the blurring of the edge
from Fresnel diffraction, and making the instrument accept a single cell in
phase space. Yet another counter-example is any nearby source. For such
applications, we need more detailed information concerning the instrument
function.

Therefore we now consider calibrating with a pair of mutually coherent
plane waves, which produce the transverse wave field

y(x) = Aexp(ik1x) + Aexp(ikzx) , (5)

where k, and k,, are the transverse wave numbers. Such a pair of plane

waves might, for example, be prepared by a single plane wave incident on a
beam-splitter. Then according to Eq. (2) we find

W(xk) = 27 { 1A12 8(k - kp) + A2 8k - ko) + 6)
[A1Az*exp i(k; - ko) + c.c.] 8[k - (k1 + k2)/2]}

The first two terms are the generalized radiance functions of the two incident
plane waves taken one at a time, while the third term contains the interference
effects. By subtracting the results of two single plane wave calibrations as
described above, we can measure the quantity

Qreduced = J dx M(x,k+)[A1A2%exp i(k. x) + c.c.] (7
where
ki = (k1 + k2)/2 , k- = (k1 - k2) (8)

First consider the case that A1 and A2 are in phase, say, Al =1 A1l exp i
and A2 =1 A2l exp ia . Then by holding k+ fixed and varying k_, we obtain

Qc = 2IA111A3! [ dx M(x,ky) cos(k-x) , (9)
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which is the cosine transform of M in x for a fixed value of k. On the other
hand, if A1 and A2 are /2 out of phase, say, A1 =1 A1l exp i
and A2 =1 A2l exp io+in/2 , then we obtain

Qs = 2IA 111A5! | dx M(x.k4) sin(k. x) (10)

which is the sine transform. Then the quantity Q¢ + i Qg 1is proportional to the
Fourier transform of M in x , which may be inverted to find M itself as a
function of x and k. As was discussed in Ref. 3, the instrument function is
appreciable in the acceptance region of the radiometer in phase space, as
determined by geometrical optics; but it also has nonzero values outside this
region, due to diffraction effects. On the other hand, M does fall off as one
moves away from the geometrical acceptance region so the range of k values
which must be examined in the calibration we propose is limited.

CONCLUSIONS

In classical radiometry, the instrument is routinely calibrated by
measuring the beam-pattern angular acceptance of a distant (plane-
wave) source. In the context of generalized raidometry we find that a
complete specification requires measurement of a two-point angular
correlation. Two-point angular correlation measurements are important
in astrophysics in, for example, measurement of inhomogeneities in the
cosmic three degree background radiation. It would be interesting to
consider whether the interpretation of such measurements would
require the kind of detailed information suggested in this paper.
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Applications of Nonimaging Optics
for Very High Solar Concentrations

J. O'Gallagher and R. Winston
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Abstract

Using the principles and techniques of nonimaging optics, solar concentrations
that approach the theoretical maximum can be achieved. This has applications in solar
energy collection wherever concentration is desired. In this paper, we survey recent
progress in attaining and using high and ultrahigh solar fluxes. We review a number of
potential applications for highly concentrated solar energy and the current status of the
associated technology. By making possible new and unique applications for intense
solar flux, these techniques have opened a whole new frontier for research and
development of potentially economic uses of solar energy .

INTRODUCTION

In 1991, the solar energy research group at the University of Chicago measured solar flux levels
exceeding those at the surface of the sun itself [1]. This remarkable achievement brought solar
concentrator research into a new domain and served as a dramatic demonstration of the power of
the techniques of nonimaging optics which allows the design of optical devices that approach the
thermodynamic (ideal) limit, that is, the maximum possible concentration achievable for a given
angular field of view. There are a whole family of single element nonimaging concentrators
designed for relatively large acceptance angles, most notably the so called Compound Parabolic
Concentrator or CPC. These are useful for achieving effective collection and concentration of
sunlight at moderate to intermediate levels without tracking. The principles and applications of
these designs are now well known and will not be discussed here. However for small angular
acceptances and corresponding large concentration ratios, these single stage devices become
extremely long and narrow and as such are not practical for attaining very high concentration, so
that two-stage systems must be employed. In this report, we survey recent applications of a
variety of two-stage designs using nonimaging secondaries which make possible the generation
of high and ultra high solar fluxes .

THE THERMODYNAMIC LIMIT AND
THE CONCENTRATION SOLAR THERMAL ENERGY

The limit to which a beam of light can be concentrated (or deconcentrated) is fundamentally

connected to its angular divergence, 0 by the well known sine law of concentration [2].
This is

(D)




where N is the index of refraction at the target surface. Here 9 is the total angular subtense of

the source including all optical and pointing errors. For the case n = 1 and 6] = 6 = 4.7
milliradians, the half angular subtense of the sun, Eqn. (1) yields the well known limit of 46,000
on the concentration of terrestrial sunlight . This allows for no optical or tracking errors.

T~ - nonimaging
T [ - _ reconan” From Sun
~ - -
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\ T\' - of primary
l -—_ _ _ _ _ Rmangeo _ _ _ _ __

Figure 1. Schematic summary of configuration for a two-stage nonimaging concentrator.

THE LIMITATIONS OF CONVENTIONAL FOCUSING CONCENTRATORS

An early impetus to the development of nonimaging optics was the realization that conventional
imaging optics falls far short of the sine law limit. For example, a parabolic reflector achieves, at
best, one quarter of the sine law limit. It is easily shown [2] that the concentration of a single
stage paraboloid or any other conventional reflecting focussing primary falls well short of the
limits of Equation 2. In particular, a primary with a convergence angle half-angle (or rim angle )

0, as schematically illustrated in Figure 2, can attain a geometrical concentration ratio of at most

Cl,max= . . )

and thus falls short of the maximum limit by a factor of The maximum value of

cos2¢sin2¢'
Equation 2 occurs at ¢ = 45°, and thus, even for this best single stage concentrator, the

shortfall with respect to the limit of Equation 1 is at least a factor of 4 n2. However by a
suitable choice of a secondary concentrator deployed in the focal zone of the primary or "first
stage" one can recover much of this loss in concentration.
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Advantages and Features of Two-Stage Concentrating Systems The most effective designs
(currently in use) for attaining very high concentrations and approaching the thermodynamic limit
with a practical system are the so-called two-stage configurations [3,4] comprised of a focusing
first stage (or primary) and a nonimaging second stage (or secondary) deployed in the focal zone
of the primary as indicated schematically in Figure 1. From Eqn. (1), we know that a
nonimaging secondary can achieve a geometrical concentration factor of

3

where ¢ is the rim angle of the primary. Combining this with the concentration of a single stage

focusing primary ( Eqn. 3) we find that the practical geometric limit (with a fixed acceptance
secondary) is

2c0s2
n4cos<¢
Co-stage, max = €1°C2 = sin2 0 4

It should be recognized that the single stage limit of Equation 3 applies not only to paraboloids,
but to any concave focusing primary (Welford and Winston, 1980). The two stage limit of
Equation 5 comes close to the ideal limit of Equation (1) for small ¢, i.e., for large focal length to
diameter (F/D) ratios. The rim angle ¢ is related to the focal ratio f = F/D by
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Figure 2. Comparison of the maximum geometric concentration attainable by one and two stage
systems with the ideal limit.




Design Considerations for Nonimaging Secondary Concentrators. There are three different
regimes for applications. These are 1) ultra-high flux applications in air, 2) ultra-high flux
applications in a refractive medium, and 3) conventional dish-thermal retrofit applications.
Corresponding secondaries of choice in each of these regimes respectively are 1) Reflecting
CPCs ( or CECs) [3], 2) Refracting Hi-Index Nonimaging concentrators; either dielectric filled
CPCs (DCPCs) or Dielectric Totally Internally Reflecting Concentrators (DTIRCs) [S], and 3)
flow-line or "trumpet” concentrators (Winston and Welford, 1979). Each of these types of
secondaries has advantages and disadvantages and particular features that must be borne in mind
in optimizing its design.

Demonstration and Measurement of Ultrahigh Solar Fluxes. Following through with a long-
standing desire to explore the development of these techniques for larger scale, higher power

applications, the National Renewable Energy Laboratory (NREL), formerly the Solar Energy .
Research Institute (SERI) designed and constructed a scaled-up solar concentrating furnace
facility specifically intended to make use of nonimaging optics [6]. This High Flux Solar
Furnace (HFSR) concept uses a modified long focal length design and is capable of delivering up-
to 10 Kilowatts to the focal zone and in particular to the entrance aperture of a secondary
concentrator.

The measurement of ultrahigh fluxes may seem straightforward in principle, but it is difficult to.
implement in practice. For this reason, most of the high flux measurements based on these

techniques rely on fluid based calorimetric measurements. Because of difficulties in measuring
high fluxes in large scale high-index mediums, new techniques were developed [7,8,9] to

extract light from higher index materials into a lower index ones. A new way to measure the flux

passing through a large dielectric aperture developed from research at the Weizmann Institute of
Science (WIS) in Israel and at the University of Chicago. These investigations studied the use of

long extensions attached to the exit apertures of secondary nonimaging concentrators to extract

light into air. A relatively simple device was developed that extracts light into air from a

borosilicate medium (n=1.46) with an efficiency greater than 99%. New DTIRC secondaries

were fabricated with such "extractor tips" . These secondaries were then combined with the cold

water calorimeter developed for the air measurements and a successful measurement of the power

delivered through a small aperture surrounding the "waist" of the extractor tip was carried out.

APPLICATIONS USING HIGHLY CONCENTRATED SUNLIGHT

Recent experiments and others performed at the National Renewable Energy Laboratory's’
(NREL) High Flux Solar Furnace (HFSF) have demonstrated the effectiveness of using
concentrated sunlight and advanced nonimaging secondaries to pump lasers and produce
fullerenes (potentially useful new forms of molecular carbon). The recently developed
techniques that allow more flexibility in design [10] have been used to develop two new
configurations, each of which couples the high solar flux available at the HFSF to unusually
shaped targets which impose unusual constraints.

Solar-Pumped Lasers There are two methods for pumping lasers using sunlight, a) end-
pumping and b) side-pumping. . There are advantages and disadvantages for each. The end-
pumping scheme can be used on very small scales, but the pump light enters the laser crystal
entirely from one end. Previous high-flux measurements show that this system can not be scaled
up indefinitely as the optical coupling between dielectric surfaces degrades when exposed to
ultrahigh solar fluxes at the kW power scale. An end-pumping scheme has a maximum output
power to about 5 W. The side-pumping scheme doesn’t face this limitation, because the lasing
medium is excited sunlight entering over a much larger aperture (the side walls of the laser
crystal). Current research suggests that space-based applications hold the most promise for solar
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lasers. In space, the solar insolation level, the input pump source, is more intense and much
more stable. This in turn allows more stable lasing configurations that increase laser output
efficiency and brightness (and building an electrically-pumped laser is difficult).

Fullerene Production. Researchers at Rice University announced the first creation and isolation
of macroscopic quantities of Cg() and C7Q molecules and other less-common fullerenes by
placing a carbon arc inside a partially evacuated inert atmosphere (Helium gas at around 1/6 of an
atmosphere) and supplying a high voltage. However, there turned out to be a problem with using
arc lamps to produce fullerenes in that, as the size of the arcs increased, the yield relative to total
soot vaporization decreased. This led to the consideration of using highly concentrated sunlight.
Sunlight on earth has a relatively low UV content and mirrors can be made less reflective at lower
wavelengths, making it a promising source to produce fullerenes. Using solar flux to produce
small amounts of fullerenes was demonstrated simultaneously by both researchers at Rice
University and researchers at NREL. The method at NREL used a nonimaging secondary CPC
in conjunction with the High Flux Solar Furnace. More recent work is underway to develop
mass-production techniques. The scalability of solar as opposed to small scale arc lamp systems
may make this the preferred method of fullerene production.

Solar Processing of Materials. Ideally, concentrated sunlight can cause materials to reach
equilibrium temperatures approaching those found on the sun’s surface (5,800 K). This allows
solar to cover a wide range of applications at all temperatures below this level. The high fluxes
also lead to extremely high heating rates in non-equilibrium setups because the heating rate is
proportional to the incident flux minus the reradiation losses, which are small for low .
temperatures. Surfaces of materials can be superheated to induce chemical reactions that modify
the properties and composition on a material’s surface while leaving the bulk material unchanged. .

Dish-thermal Applications (Reflecting Trumpet Secondary) A project is being carried out by he

University of Chicago to design a practical trumpet secondary concentrator to be use in
combination with a faceted membrane primary concentrator for dish-stirling applications. This is
a retrofit design for a dish which was originally designed as a single stage and so it cannot attain
the full power of a fully optimized two stage concentrator. Nevertheless, preliminary ray trace
studies show that the addition of a small trumpet to the receiver aperture will allow a reduced

aperture size and corresponding lower thermal losses at the operating temperature of 675° C.

Solar thermal Applications of High-Index Secondaries. There is interesting research at the
Weizmann Institute of Science (WIS) in Israel, studying the use of large-scale dielectric secondary
concentrators and an efficient extractor tip to create high-temperature gas turbine engines. A
summary of their system is given in Ref. [9], but has relatively little on their extractor design.
More information on the extractor tip operation can be found in Ref. [8]. The use of high-index
concentrators with TIR reflection conditions (no losses from reflection that occur on metal

surfaces) minimize optical losses in the system and increases the concentration limit by n2. In
general, the use of a higher-index material to form the aperture of a gas turbine will not give
higher operating temperatures. This is because the reradiation is proportional to n2 times the area
of the secondary exit aperture, which normally cancels the n2 gain in concentration obtained by
using higher-index materials. All gas turbines operate at temperatures much less than the sun’s
(6000 K) and therefore. the spectrum of reradiation is considerably red-shifted into the infrared
(IR) region. By applying selective coatings onto the dielectric concentrator and extractor optics,
one may prevent IR radiation from reradiating and it may be possible to reduce heat losses inside
high-temperature electrical generation systems. Research is in progress at the Weizmann Institute
of Science in Israel [9]to study the coupling of dielectric secondaries with gas turbines. They use a
6-sided extractor tip to let light out of the high-index secondary and into the high-temperature gas
environment of the turbine (n=1).This is another possible use of high-index secondaries other
than end-pumping solid-state laser crystals.
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Using Highly Concentrated Sunlight in Space The techniques of nonimaging optics are
particularly valuable in space or lunar environments where the use of solar thermal energy has

obvious advantages. Earlier preliminary studies have explored this concept for the production of
cement from lunar regolith and for solar thermal propulsion in space. For example, extremely

high temperatures, in the range 1700 to 19000C, are necessary for the production of cement
from lunar minerals. Such temperatures, will in turn require very high levels of solar flux
concentration. Energy budgets for the support of permanent manned operations on the lunar

surface are expected to be limited. For high temperature thermal (i.e. >3000 C) end uses, direct
solar energy has obvious advantages over most other practical power sources. Conventional
combustion processes are clearly impractical and conversion of electricity (either solar or nuclear
generated) to high temperature heat represents a very wasteful use of high quality energy. On the
other hand solar radiation is abundant and non-depletable. Most importantly, it is readily
converted to heat with high efficiency, although at high temperatures this requires high
concentration as will be discussed below.

Earlier work illustrated the feasibility of some particular two-stage configurations and indicated
that the corresponding solar thermal conversion efficiency can be about 2.5 times that of the
corresponding conventional design at 15000C. A preliminary design configuration for such a high
flux nonimaging solar concentrating furnace for lunar applications was proposed . It employs a
tracking heliostat, a fixed, off-axis, two-stage concentrator with a long focal length utilizing a
nonimaging trumpet or CPC type secondary deployed in the focal zone of the primary. An
analysis of the benefits associated with this configuration employed as a solar furnace in the lunar
environment shows that the thermal conversion efficiency can be about 3 to 5 times that of the
corresponding conventional design at 2000°C. Furthermore this configuration allows several
other advantageous practical design options in addition to high performance. For instance, the
furnace 1tself and associated support structure and equipment need not shade the prlmary
collecting aperture and spherical or faceted primaries may be able to be used.

Solar thermal propulsion systems in space will require very high temperatures to generate
necessary levels of thrust by the direct solar heating and resulting expansion and expulsion of the

propellent material. The generation of such temperatures, in the range 1400°C to 2200°C, will
in turn require very high levels of solar flux concentration. In practice, to attain such levels it
may be useful and perhaps even necessary to incorporate some form of ideal or near ideal
nonimaging concentrator.

DISCUSSION

Applications of the techniques of nonimaging optics in the design of solar thermal
concentrators has resulted in significant performance improvements in conventional short focal
length dish concentrators, dramatic changes in the approach to solar furnace design, and the
establishment of new solar flux concentration records in air and in refractive media. These
accomplishments in just over ten years of active experimental development are indications of
what can be achieved with these powerful methods. The wide variety and range of applications
make this a very exciting field. It extends the bounds of solar energy research into solar
manufacturing and even moves us in and into outer space.

ACKNOWLEDGMENTS: This work was supported in part by the U.S. DOE under Grant
DEFGO02-87ER-13726, under NREL subcontract Nos. XK-4-04070-03 and XX-6-06019-02
and by Sandia National Laboratories.

List of References
1) Cooke, D., Gleckman, P., Krebs, H., O'Gallagher, J., Sagie, D., and R. Winston, 'Brighter
than the Sun", Nature 346, 802, 1990.

77




2) Welford, W. and R. Winston (1989), High Collection Nonimaging Optics, Academic Press,
New York.

3) Welford, W. and R. Winston (1980), "Design of Nonimaging Concentrators as Second
Stages in Tandem with Image Forming First-Stage Concentrators," Appl. Opt. 19(3), 347-351.

4) O'Gallagher, J., Winston, R., and A. Lewandowski (1993), "The Development of Two-stage
Nonimaging Concentrators for Solar Thermal Applications,"Proceedings of the American Solar
Energy Society Annual Conference, Washington, D.C, 203-209.

5) Ning, Xiaohui, O'Gallagher, J. and R. Winston (1987), "The Optics of Two-Stage
Photovoitaic Concentrators with Dielectric Second Stages," Applied Optics, 26, 1207.

6) Lewandowski A., Bingham, C., O'Gallagher, J., Winston, R., and D. Sagie (1991),
"Performance Characterization of the SERI High Flux Solar Furnace," Solar Energy Materials
24, 550-563.

7) Jenkins, D., Winston, R., Bliss, J., O'Gallagher, J., Lewandowski, A. énd C. Bingham
(1996a), "Solar Concentration of 50,000 Achieved with Output Power Approaching 1 kW,"
submitted to J. Sol. Energy Eng.

8) Karni, J., Ries, H., Segal, A., Krupkin, V., and A. Yogev (1994), "Delivery of Radiation
for a Transparent Medium," Israel Patent 109,366 and international patent application
PCT/US95/04915.

9) Karni, J., Ries, H., Segal, A., Krupkin, V., and A. Yogev (1995), "The DIAPR: A High-
Pressure, High-Temperature Solar Receiver," Intl. Solar Energy Conf., Hawaii, 591-596.

10) Jenkins, D. and R. Winston (1996), "Integral Design Method of Nonimaging Optics."
accepted for publication in J. Opt. Soc. Am. A.

11) Krupkin, V., Kagan, Y., and A. Yogev (1993), "Non Imaging Optics and Solar Laser
pumping at the Weizmann Institute,"Nonimaging Optics: Maximum Efficiency Light Transfer I,
Proceedings SPIE 2016, 50-60.

78
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ABSTRACT

We discuss the spontaneous localization of vibrational energy in translationally invariant
anharmonic chains at finite temperatures. In addition to the familiar energy-driven coherent
mechanisms, which are rapidly degraded by thermal fluctuations, we identify the entropy-
driven phenomenon we call “stochastic localization”, within which we include a number of
characteristics of soft anharmonic oscillators in thermal equilibrium. Principal among these
are a tendency for soft oscillators to spend more time at higher energies than comparable
harmonic oscillators, and for high-energy fluctuations in soft oscillators to persist for longer
times than lower-energy fluctuations, leading to a tendency for energy fluctuations to be
organized into “bursts” separated by intervals of relative quiet. We illustrate the effects
of stochastic localization on a bistable impurity embedded in a chain of soft oscillators by
comparing it to an impurity embedded in a harmonic chain. Effects on transition rates at
a given system energy can be quite dramatic.

The spontaneous localization of mobile vibrational energy in molecular materials as an energy-focusing
mechanism has long been an intriguing idea. This possibility has arisen, for example, in the context of
materials in which such localization and/or transport may in turn lead to switching and other thresh-
olding phenomena, detonation, chemical reactions, or local melting and other deformational effects. The
mechanisms whereby energy in low-frequency modes can be transferred to higher energy modes (e.g. from
vibrational to electronic) pose many interesting questions. For example, consider the events leading up to
the regime where chemistry begins following a mechanical shock. Because the principal effect of an im-
pinging shock is to promptly compress a material passing under it, energy is first delivered into low-lying
vibrational modes associated with volumetric compression; these include the acoustic modes associated with
translations of the center of mass of a unit cell, librational modes associated with rigid-body rotations of
principal unit cell constituents, and the lowest-lying optical modes associated with relative translations of
unit cell constituents. On the other hand, chemical reactions are associated with deformations of individual
molecules and with their electronic excitations. Therefore, understanding such chemical reaction problems
leads us to focus on the dynamics of their low-lying vibrational mechanical precursors and their coupling to
higher energy modes.

Spontaneous energy localization in molecular materials may arise in qualitatively different ways. The
most thoroughly studied energy localizing mechanism is static disorder through compositional variability
or through the presence of defects. This mechanism is ubiquitous and quite well understood, and is not
the subject of our work. While disorder promotes energy localization, it inhibits energy transport. We are
interested in localization mechanisms that can coexist, at least in principle, with transport mechanisms. Such
energy-localizing mechanisms arise even in translationally invariant aggregates (e.g., even nearly defect-free
energetic materials are detonable) and are made possible by anharmonicities. The very localization of energy
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in turn may drive the system (at least locally) into even more nonlinear regimes.

In the absence of thermal fluctuations a wide variety of translationally invariant anharmonic systems are
capable of supporting long-lived, localized excitations under appropriate conditions. In this characterization
we include not only completely integrable systems that support robust, spatially coherent, infinitely-long-
lived solitons and solitary waves, but also a number of systems that support localized excitations for exper-
imentally relevant times. Although many such systems have been identified in principle, the experimental
observation of molecular solitons has been less successful. There are several reasons for this difficulty: (1) Few
practical situations approach a degree of idealization consistent with the existence of infinite-lived or even
very long-lived excitations such as solitons. A particular challenge in this regard is arriving at a practical and
quantitative characterization of a “meaningful lifetime.” (2) It may be difficult to create initial conditions
that lead to soliton-like behavior; this particular statement will be illustrated below. (3) Most experimental
techniques available for probing soliton structure are indirect and nondiscriminating in the sense that bulk
properties of materials are probed; thus, most measurements average signals over substantial volumes of
space thus simultaneously including coherent and incoherent motions and presenting serious challenges to
deconvolution.

Thermal fluctuations tend to degrade the careful energy-driven balance that leads to coherent localiza-
tion. On the other hand, we have recently identified an entropy-driven localization mechanism that we have
called stochastic localization [1}. This mechanism, which occurs in soft anharmonic oscillators, is more robust
than energy-driven localization. Below we describe the origin of this localization and some of its signatures.
Its practical observation and/or importance remain to be ascertained.

Consider a chain of N oscillators labeled n = 1,2, -+ -, N with periodic boundary conditions (N +1 = 1).
Each oscillator is subject to an on-site potential V(z,) and to harmonic nearest-neighbor interactions. The
Hamiltonian of the system is

H{z,z} = 2: {%m% + -;-CZ(mn—xn_lf + Vizn)} . (1)

We consider two types of chains. In one the on-site potential is harmonic with unit frequency, V(z) = z?/2.

This we call the harmonic chain. In the other the on-site potential is soft anharmonic,

1z + az*

T3 (2)
2 14z

with a < 1. This we call the anharmonic chain. Note that the harmonic chain is subsumed in Eq. (2) if

we set & = 1. If we set o = 0 the on-site potential saturates and the oscillators can “run away.” We will
therefore always take a > 0.
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Figure 1: Energy density profile for harmonic {left panel) and anharmonic (right panel) chains with modu-
lated initial condition.

The harmonic chain has N normal modes whose behavior is clearly understood. The anharmonic chain,
on the other hand, does not have normal modes and in fact supports soliton and other solitary wave solu-
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tions. An example that illustrates this behavior is shown in Fig. 1. The figure shows the result of initializing
each chain of 64 oscillators with a nearly-uniform initial energy distribution upon which is imposed a weak
spatially-periodic modulation. The left panel is the harmonic chain, while the right panel shows the anhar-
monic chain. The chains have been “opened” for graphing purposes. The vertical axis in each case indicates
the local energy density, the horizontal axis indicates distance, and successive offsets indicate the progression
of time. The modulation in the harmonic chain persists in time, but is hardly visible on the scale shown.
On the other hand, the modulation in the soft anharmonic chain grows periodically in time, transforming
the original nearly-uniform energy distribution into a train of pulses, each of which spans a number of unit
cells within which a several-fold amplification of the original energy density is achieved for a non-trivial
interval of time {2]. The rather coherent concentration of energy achieves local deformations that may assist
in the initiation of chemistry (3, 4]. The dramatic focusing in this particular case is a transient phenomenon
{“instability”) that is eventually degraded.

We are ultimately interested not only in the performance of such a medium at zero temperature, where
nonlinear collective excitations that lead to energy localization are often stable (at least in some parameter
regimes), but also at finite temperatures, where such coherent collective excitations must compete with
thermal fluctuations.

We have recently identified an energy-localizing mechanism that is driven by thermal fluctuations, that
is, it is entropy driven rather than energy driven [1]. This mechanism, which we call stochastic localization,
is even more general and ubiquitous than other energy localization mechanisms that have been proposed
for regular molecular aggregates. Stochastic localization does not require spatial coherence and is robust in
the face of thermal effects — indeed, it can be argued to be in competition with forces that foster spatial
organization.

In order to describe stochastic localization, consider first a single oscillator described by the Hamiltonian
H{#,z} = $4® + V (=), in which V() is the on-site potential introduced earlier. When such an oscillator is
in contact with a thermal bath at temperature T, a number of simple thermodynamic arguments applied to
an ensemble of such independent oscillator immediately lead to the following conclusions:

1. The average energy of a soft anharmonic oscillator is higher than that of a harmonic oscillator at a
given temperature: they share the same average kinetic energy at a given temperature, but the soft
oscillator has greater excursions and therefore a higher potential energy.

2. The energy fluctuations in a soft anharmonic oscillator are larger than those of a harmonic oscillator
at the same temperature. This conclusion is easily reached from a simple analysis of the specific heat
which is directly connected to these fluctuations.

3. In an ensemble of harmonic oscillators (or in a single oscillator over time) half of the total energy on
average is in kinetic form and half in potential form. In an ensemble of soft oscillators, on the other
hand, on average a greater fraction of the total energy is in potential form.

4. The previous item immediately leads to the conclusion that a high energy fluctuation in a soft anhar-
monic oscillator persists for a longer time than does an equal fluctuation in a harmonic oscillator. This
is due to the fact that the rate of energy dissipation is directly proportional to the kinetic energy.

All of the foregoing considerations point to the notion of statistical localization, that is, a spatial and
temporal localization of energy in anharmonic oscillators. This localization is entropy-driven and incoherent:
it comes about because the density of states of a soft anharmonic oscillator increases with energy so that it
is entropically favorable for the system to concentrate higher energies in some members of the ensemble (and
lower energies in others) than it would in an ensemble of harmonic oscillators, where the favorable distribution
is more uniform. Furthermore, high-energy fluctuations survive for a longer time in the anharmonic chain.

What happens when oscillators are connected as a network such as described by the Hamiltonian (1)?
The effect of the nearest neighbor interactions is to drive neighboring oscillators toward the same phase
and thus to establish coherence on the smallest spatial scale. Dynamically, this local drive toward spatial
coherence has the effect of dispersing any localized energy distribution, since such a distribution constitutes
a deviation from perfect alignment. The main dynamical consequence of building spatial coherence in
vibrational systems is dispersion. Thus at zero temperature two opposing tendencies coexist: that of the
soft anharmonicity to increase inhomogeneity, and that of the coupling to lead to the dispersion of energy
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and hence to a decrease in inhomogeneity. Optimal solutions achieve some degree of balance between these
opposing tendencies, often giving rise to solitary wave solutions and their idealization in the concept of
the soliton [2]. These optimal solutions may or may not survive the effects of thermal fluctuations and
dissipation. On the other hand, thermal fluctuations bring with them the complementary effect of stochastic
localization. This localization mechanism becomes stronger with increasing thermal fluctuations, but the
coupling between oscillators acts to further redistribute energy from a “hot” oscillator to its neighbors. It is
difficult to know what the final balance might be. Although both the coherent and the incoherent localization
mechanisms are a direct consequence of the (softening) anharmonic character of the oscillators, they are in
a sense opposite to one another and also to the dispersive action of increased coupling.
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Figure 2: Position of oscillator 55 as a function of time in the harmonic chain (left panel) and the anharmonic
chain (right panel) of Figure 1. Note the scale differences.
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Figure 3: Energy of oscillator 55 as a function of time in the harmonic chain (left panel) and the anharmonic
chain (right panel) of Figure 1. Note the scale differences.

At this time most of our available information comes from simulations. We have carried out simulations
on harmonic and anharmonic chains (the latter with o = 0.05). The value of the dispersion parameter ¢
plays a central role in determining the nature of the ultimate self-consistent state in the absence of thermal
fluctuations; large values tend to result in broad solitary waves spanning many lattice sites, and small values




tend to result in compact localized vibrations that may be “pinned” to particular lattice sites [5]. In our
work we have mostly used the value ¢ = 0.5 (this is also the value used to generate Fig. 1), which besides
being “intermediate” (the allowed range is ¢ € (0, 1)), is motivated by consideration of the actual dispersion
relations of low-lying librations in certain organic molecular crystals [6]. The values of ¢ typically chosen
for the study of anharmonic arrays designed to exhibit nonlinear behavior are usually much smaller, of the -
order of 1072 [7].

In Fig. 1 we showed the evolution of chains of 64 coupled oscillators with an initial condition that led
to clear coherent focusing in the anharmonic chain. In Figs. 2 and 3 we show for exactly the same systems
a number of other features of these chains. The first panel in Fig. 2 shows the trajectory of one of the
oscillators (number 55) in the chain as a function of time, and the second panel shows the trajectory of
this oscillator in the anharmonic chain. Although the quality of coherence is a bit less clear than in Fig. 1,
the differences are evident. They are also evident in Fig. 3, which shows the energy of this oscillator in the
chains as a function of time.
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Figure 4: Position of oscillator 55 as a function of time in the harmonic chain (left panel) and the anharmonic
chain (right panel). The chains have the same initial energy as in Figure 2 (0.1 per oscillator) but distributed
randomly.
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Figure 5: Energy of oscillator 55 as a function of time in the harmonic chain (left panel) and the anharmonic
chain (right panel). The chains have the same initial energy as in Figure 3 but distributed randomly.
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The importance of the initial condition is evident when we compare these figures to those shown in
Figs. 4 and 5. In these four panels we show exactly the same oscillator in exactly the same chains with
exactly the same total energy, but now the energy is initially randomly distributed. Although this is a
microcanonical (fixed energy) system, in this set of figures the systems behave essentially as they would in
thermal equilibrium. Now the energy is distributed quite uniformly in both chains, and there is no evidence
of coherent energy focusing. The initial energy is too low to show the effects of stochastic localization - the
average energy per oscillator is 0.1, which places it near the bottom of the on-site potentials where both
potentials are very similar. Again, we stress the importance (and difficulty) of creating the proper initial
condition in order to observe the effects of coherent localization.

How might one observe stochastic localization and/or the way it may coexist with coherent localization
mechanisms? A number of possible signatures come to mind. One is to connect the chains to a heat
bath of sufficiently high temperature, so that energies where the harmonic and anharmonic potentials differ
substantially come into play. The two panels in Fig. 6 show such a case. It is difficult without further analysis
to conclude whether or not there is a substantial difference in the texture of these two chain histories — the
sharp persistent ridge in the anharmonic chain differs from those in the harmonic chain in a number of ways,
including the fact that the anharmonic ridge is clearly mobile and keeps its integrity during the entire time
history shown in the figure.
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Figure 6: Time dependence of the energy density in a chain of oscillators evolving according to (1) with
¢ = 0.5. The chain is in contact (via appropriate Langevin terms) with a heat bath at temperature 0.5.
Vertical axes represent energy, horizontal axes represent distance along the chain of 64 sites. Time increases
from top to bottom. Left panel: harmonic chain; right panel: anharmonic chain.

Another probe of stochastic localization, more directly related to our goal of identifying localization
mechanisms that might trigger other events, is to place a bistable “impurity” in the chain. In this case
our chain consists of 64 oscillators (harmonic or anharmonic) connected as before and one bistable on-site
potential of the form

4 2

Vie) = Vo (% - ‘%) : (3)

also connected via harmonic springs to its neighbors (we label this particle number 65 and connect it to its
neighbors, oscillators 1 and 64, by the same harmonic springs as connect the other oscillators). If we think
of this bistable system as a configuration coordinate, then one of the wells might represent one configuration
(or “reactant”) and the other another configuration (or “product”). The characteristic frequencies of the
bistable impurity are chosen to fall within the band of frequencies of the chain so that any energy localization
cannot be ascribed to an energy mismatch as occurs in many disordered systems. In our simulations we take
Vo = 0.75. If localization is observed, it is certainly due to the anharmonicity of the chain; if it occurs at
sufficiently high “temperature,” then it is due to stochastic localization rather than coherent localization.
In Fig. 7 we show a typical trajectory of the bistable system in a harmonic chain (left panel) and
anharmonic chain (right panel) with a random initial distribution of energies (microcanonical system). The
average energy per oscillator is 0.23. We point to the following difference in texture: in the harmonic panel
‘the impurity tends to oscillate in one of the bistable wells (either around -1 or around 1) with single passages
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from one to the other. If the impurity gains enough energy to make the transition, it loses it quickly, remains
in the other well for a while, and then gains sufficient energy to cross again. In the anharmonic panel, on the
other hand, if the bistable particle gains enough energy it tends to retain it for a long time, thus oscillating
back and forth at a high energy above the barrier separating the wells. Once this energy is lost, the bistable
particle remains rather cold for a while, that is, its oscillations have a smaller amplitude than those of the
harmonic system. This is the signature of stochastic localization: the anharmonic chain causes the impurity
to experience persistent hot and cold periods relative to the harmonic chain. In Fig. 8 we show the phase
space portrait of the bistable system in the two cases. The right panel has a greater concentration of both
cold and hot trajectories than the left. In Fig. 9 we show another example of the trajectories of the bistable
impurity; here the energy per oscillator is 0.23. Clearly, the transition rate statistics in the two chains are
quite different. o

0.0

0 L " n L 0 L L L .
0.0 1000.0 2000.0 3000.0 4000.0 5000.0 0.0 1000.0 2000.0 3000.0 4000.0 5000.0

Figure 7: Time dependeﬁce of the trajectory of a bistable impurity in a chain, with initial energy 0.23 per
site. Left panel: harmonic chain; right panel: anharmonic chain. Note the scale differences.
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Figure 8: Phase space portrait of a bistable impurity in a chain, with initial energy 0.23 per site. Left panel:
harmonic chain; right panel: anharmonic chain. Note the scale differences.

We have compared and contrasted two mechanisms for energy localization in translationally invariant
anharmonic chains. The more familiar one is energy driven and leads to coherent localization in the form of
solitons, solitary waves, and other such coherent structures. These structures are sensitive to (and usually
disappear in the presence of) thermal fluctuations. The other, more robust, mechanism of energy localiza-
tion in (soft) anharmonic chains relies on the presence of thermal fluctuations and is entropy-driven. We
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Figure 9: Time dependence of the trajectory of a bistable impurity in a chain, with initial energy 0.20 per
site. Left panel: harmonic chain; right panel: anharmonic chain.

discussed the subtleties involved in observing and discriminating between these mechanisms. We continue
to develop these ideas in classical systems and have made some preliminary progress in quantum systems,
where translational invariance places even greater burdens on the stationary states of the system [8].
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QUANTITATIVE PHOTOGRAPHY OF INTERMITTENCY IN SURFACE WAVE
TURBULENCE '

W.Wright, R. Budakian, S.J. Putterman

Physics Department, University of California, Los Angeles, CA 90095

ABSTRACT

At high amplitudes of excitation surface waves on water distribute
their energy according to a Kolmogorov type of turbulent power spectrum.
We have used diffusing light photography to measure the power spectrum
and to quantify the presence of large structures in the turbulent state.

INTRODUCTION

One of the key problems of science and engineering is to understand the fate of
energy which is injected into a fluid so as to drive it very far from equilibrium. As the
energy flows through phase space it experiences a competition between randomization and
structure formation which are issues that come into play in the study of turbulence. The
properties of turbulent flow are of importance in phenomena ranging from turbomachinery to
airplane design, to weather prediction. A good perspective on the problem of turbulence is
provided by the following three quotes:

“Big whorls have little whorls
Which feed on their velocity;

And little whorls have lesser whorls,
And so on to viscosity

(in the molecular sense)”

“The wind comes in gusts.”

“I am an old man now and when I die and go to heaven there are two matters
on which I hope for enlightenment. One is quantum electrodynamics and the other is the
turbulent metion of - fluids. And about the former I am really rather optimistic.”

The first quote is due to Richardson (1926)! and expresses the concept of the
turbulent cascade. Energy which enters a fluid at long wavelength scatters from itself to
generate motion on shorter and shorter wavelengths. This is the way in which turbulent
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nonlinear interactions create a randomization of the input energy. However, turbulence is not
so simple. Turbulence is not merely scaled up thermal noise. In the midst of the random
motion there can appear unexpected concentrations of energy, which are typically surfaces
on which the dissipation is concentrated2. This “intermittency” is the basis for the second
quote which has been attributed to Landau. The difficulties connected with the interplay
between intermittency and the cascade are pinpointed by the third quote due to Sir Horace
Lamb3.

Looking back at this prophetic remark we can note the mathematical structure that has
been developed to explain ‘qed” and marvel at the lack of progress in defining, probing, and
solving the problem of turbulence. This situation persists despite the huge interest in ‘chaos’
and the experimental opportunities openned up by modem technology. We propose that the
continuing validity of Lamb’s quote is due in part to the inability of experimentalists to
provide quantitative measurements of the wavenumber or ‘k’ spectrum of turbulent motion.
Only from the ‘k’ spectrum can one diagnose the complex modal structure of high amplitude
motion. As we will demonstrate below such measurements provide a quantification of
intermittency and randomness in turbulence and they form the basis for advances in the
analytic theory.

The physical system which we have used to gain insight into turbulence consists of
capillary waves that run around on the surface of a fluid. At low amplitude the principle of
superposition applies and the waves run through each othe. But at high amplitudes nonlinear
terms cause the waves to scatter. This exchange of energy eventually leads to wave
turbulence.

EXPERIMENT

Figure 1 shows the apparatus that we have used to excite and measure the large

amplitude distortions of a fluid surface4). A vibration exciter oscillates a container of fluid in
the vertical direction at sufficient amplitude that instabilities determined by the Matthieu
equation come into play. The resulting surface motion is made visible by suspending into the
water a .04% solution of polyballs. This concentration is sufficiently dense that light
traveling through the water is so strongly scattered that it diffuses. A charge coupled device
(CCD) records the light to exit the fluid. Typically the surface is broken up into one million
pixels [1024x1024] where each pixel is capable of recording a dynamic range of 65,000 gray
scales [or 16 bits]. This image is converted into the surface height with the help of a
calibrated measurement of the amount of light to exit the surface as a function of fluid depth.
The deeper the fluid the smaller is the amount of light to make it to the surface at that
location.

Atlow amplitudes of excitation the motion is regular and exhibits the square wave
patterns so characteristic of parametrically excited ripples>). At high amplitudes there is a
transition to stochastic motion characteristic of the turbulent state that we wish to understand.
Renderings of the data for low and high amplitude motion are shown in Figure 2. The broad

band power spectrum of high amplitude motion [converted to a function of w] is shown in

Figure 3b. The slope of the observed spectrum {on a log-log plot] is close to that predicted
by Kolmogorov scaling laws 6).

Theories which are based upon a random phase approximation yield a power
spectrum in agreement with the Kolmogorov dimensional analysis and of course also yield a
description of turbulence that is devoid of intermittency. Since phase is a physical quantity of
importance equal to power [or amplitude squared] we have used the instantaneous photos to
investigate the phase coherence, if any, of the turbulent state. To do this we digitally filtered
the photo to include only the contributions from a range of wavelengths. In this case those
wavelengths corresponding to the frequency range 373Hz to 429Hz [as indicated on Figure
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3b]. From this filtered photo we then constructed the dissipation function which is
proportional to the square of the Laplacian of the surface height. A rendition of this data 1s
shown in Figure 4. Note that the turbulence is localized onto surfaces. It is not uniformly
spread out. According to these experiments the turbulent state is filled with structures or so-
called “intermittency”.

In order to obtain a quantitative handle on intermittency we have assigned a size to
the structures according to the number of pixels that have common sides and exceed the rms
power by at least a factor of 5. One now verifies that turbulent motion is characterized by
large fluctuations as is shown in Figure 3a where the distribution of sizes of these structures
is displayed with a dark shading. For data with randomized phases the [but same rms power]
the structures are much smaller. The randomized data is displayed with a light shade. The
inset to Figure 3a shows the distribution of amplitudes in a single filtered photo [solid line}
as compared to the same power spectrum but with randomized phases [dashed line].

These measurements provide a quantitative basis for the development of a theory
which unifies the insights that while turbulence involves a statistical description of many
independent modes of fluid motion its power spectrum appears to be a finely balanced
average of large fluctuations. The experimental challenges are to achieve a longer range of
turbulence and resolve the time as well as spatial dependence of the structures that
characterize turbulent motion.
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IN-FLIGHT BEHAVIOR OF DISSIMILAR CO-INJECTED PARTICLES IN THE
SPRAYING OF METAL-CERAMIC FUNCTIONALLY GRADIENT
MATERIALS

J.R. Fincke, W.D. Swank, and D.C. Haggard

Optical and Plasma Physics
Idaho National Engineering Laboratory
Idaho Falls, ID 83415-2211

ABSTRACT

In the spraying of functionally gradient coatings the particle ensemble delivered to the
substrate can vary from a relatively low melting point metallic particle to a significantly higher
melting point ceramic particle. At various stages in the spray process the particle ensemble can
be either predominantly metallic, ceramic, or an intermediate combination. For co-injected
particles the mixtures do not behave as a simple linear superposition of the spray patterns of the
individual particle types. The particle temperature, velocity, size distributions, and pattern
characteristics of the resulting spray fields is examined for all ceramic particle sprays (ZrO,),
all metallic particle sprays (NiCrAlY), and for a 1:1 mixture. The major particle-particle
interaction occurs in the injector itself and results in a modified spray pattern which is different
from that of either material sprayed alone. The particle velocity distributions generally exhibit
a bimodal nature which is dependent on the size and density of the injected particles.

INTRODUCTION

Functionally Gradient Materials (FGMs) having either continuously or stepwise varying compositions
and/or microstructures offer solutions to engineering problems involving coating systems with large differences
in the coefficient of thermal expansion (CTE). A classic example where large differences in the CTEs are
particularly troublesome are ceramic thermal barrier coatings (TBCs) which typically consist of the ceramic
material applied over a metallic bond coat which, in turn, is applied to the surface of a metallic substrate. By
continuously grading the composition of the coating from that of the bond coat material at the structure/coating
interface to that of the ceramic TBC at the outer surface the stresses caused by mismatches in CTE are lessened.




One of the major objectives in the fabrication of FGMs is that the final structure should vary in a regular and
consistent manner. Deviations from the planned gradient design may result in significant deviations in the
properties of the gradient, such as the CTE. These deviations can then lead to localized stress concentrations and
ultimately to crack formation and failure of the coating. Most of the deviations in the compositional gradient
can be traced back to non-optimized spray parameters, resulting in lower than anticipated deposition efficiency.
In plasma spraying low deposition efficiency for one species can often lead to banding. Banding can also occur
when the trajectories of the various particle species diverge significantly between their injection into the plasma
and impact on the substrate. Therefore, it is important that the inter-relationships between the particle size
distributions, injection orientation, feed rates, etc., and the resulting particle trajectories and temperatures, etc.,
are understood.

By its nature thermal plasma spraying is well suited to the fabrication of FGMs. There exist a number of thermal
spray processing methods'? suitable for producing FGMs. The simplest, from a hardware, reliability, and
manufacturing point of view, is the use of a single torch, fed by two computer-controlled powder feeders and a
single common injector. The powders are mixed on-the-fly in a tee configuration upstream of the injector. While
this configuration requires that the particle size distributions be chosen such that the particle trajectories coincide
at impact the advantage of simplicity and reliability of this configuration in a manufacturing operation should not
be ignored. It is also generally observed that over a wide range of operating conditions the co-injection of
premixed powder generally yields a more uniform distribution of species within the graded layers?.

This study addresses the development of an understanding the behavior of ensembles of dissimilar co-injected
particles. The particle types examined are a metallic particle (NiCrAlY) and a ceramic particle (ZrO,). The
major particle-particle interaction occurs in the injector itself and results in a modified spray pattern which is
different from that of either material sprayed alone. The spatial and statistical distributions of particle size,
velocity, and temperature are also modified.

EXPERIMENTAL PROCEDURE

All testing was conducted using a Metco 9MB spray gun and two Miller model 1270 powder feeders. The
powder feeders and carrier gas injection are independently computer-controlled. The spray conditions are
summarized in Table 1. The powders used were a Praxair NiCrAlY, Ni-346-1, and a Sultzer-Metco stabilized
zirconia, 204NS. Both powders were roughly spherical as supplied. The size distributions, obtained by sieving,
appear in Figures 1 and 2. All spraying was conducted in ambient laboratory air at 86 kPa (4800 ft above sea
level). A wide range of NiCrAlY:ZrO, ratios by volume were examined, however, only 1:1 by volume data will
be presented in detail. In performing the spraying the feed rate of the ZrO, was held constant at 1.2 kg/hr while
the feed rate of the NiCrAlY was alternately set at 1, 2, and 4 kg/hr. The two powders were also sprayed
individually to provide comparison data. All particle data is acquired at an axial standoff of 100 mm.

Table 1. Thermal Spray Parameters.

Gun Type Metco 9MB
Primary Gas Argon (40 slm)
Secondary Gas Hydrogen (12 slm)
Gun Voltage 75V

Gun Amperage 600 A

Thermal Efficiency 75 %

Carrier gas 6000 sccm

(3000 scem each feeder for mixtures)
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The experimental data acquired includes particle trajectory and pattern, particle velocity and size, and particle
ensemble temperature. Particle velocity, size, and temperature statistics were also obtained and the number of
cold particles estimated. Particle ensemble temperature and trajectory information consisting of the spray pattern
shape, centroid position and pattern width, along with gun operating parameters and efficiency were measured
by an In-flight Ltd. Torch Diagnostic System, TDS-1610, and In-flight Particle Pyrometer, IPP-2000. Particle
velocity and size were measured by an Acrometrics Phase Doppler Particle Analyzer (PDPA) system. The single
particle temperature diagnostic, which was designed and fabricated in-house®*, is integrated with the PDPA. The
PDPA system does not discriminate between hot and cold particles, and only particles which generate a Doppler
burst are included in the temperature statistics. This serves to tightly locate the particles spatially and by keeping
track of those particles which give size and velocity information but do not yield a temperature measurement gives
an estimate of the number of cold particles present. The minimum measurable particle temperature with the
current experimental configuration is approximately 1300°C for 40 um particles and somewhat higher for smaller
diameter particles.
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Figure 1. NiCrAlY particle size distribution obtained Figure 2. Zirconia particle size distribution obtained
from sieve data. from sieve data.

RESULTS

The spray pattern shapes for the individual particle types and a 1:1 mixture (by volume) are shown in Figure 3.
Also shown for reference is the sum of the two individual particle type curves. These data are obtained by
imaging the light emitted by the hot particles onto the linear CCD array of a linescan camera, hence the data
represent only the spatial distribution of hot particles. It is clear that the spatial distribution of the particles for
the 1:1 mixture is not the simple linear super position of the individual particle types. This is because the
injection velocity of the mixed system particle ensemble is different from that of either individual particle type.
The average particle injection velocities and standard deviations appear in Table 2. The effect of particle-particle
interactions in the close confines of the injector serves to increase the average velocity of the NiCrAlY particles
while decreasing the average velocity of the ZrO, particles. It is interesting to note that even though the standard
deviation of the injection velocity of the NiCrAlY particles is one-half that of the ZrO, particles the spray pattern
width of the NiCrAlY powder alone is significantly broader that the zirconia only.
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Table 2. Summary of particle injection velocities.

Particle V,(ms)  RMS(mws)
70, 14.5 2.98
NiCrAlY 9.8 1.45
1:1 mix 11.7 2.40

The spatial distribution of average particle size and velocity at a standoff of 100 mm appears in Figures 4 and
5. Injection is from left-to-right. There is evidence of significant injection induced acrodynamic particle sizing,
with the smallest particles being turned by the plasma jet nearer the point of injection. The larger particles with
their higher momentum tend to congregate on the far side of the jet centerline. The average particle size data
suggests that some acrodynamic separation of the individual particle types is also occurring, with the lighter and
smaller ZrO, particles being preferentially closer to the point of injection and the larger, heavier NiCrAlY
particles preferentially residing farther away.

The histograms of particle size on the centerline of the gun appear in Figures 6-8 for the ZrO,, NiCrAlY, and 1:1
mix respectively. The corresponding particle velocity distributions are shown in Figures 9-11. It is interesting
to note that even though the NiCrAlY particle size distribution on the centerline is much broader than that of the
ZrQ, the resulting velocity distribution is much narrower. Since there are relatively more zirconia particles than
NiCrAlY particles on the centerline for the 1:1 mixture the bimodal nature of the velocity distribution is just
hinted at, and the particle size distribution is skewed toward the smaller zirconia particles. The correlation
- between the particle velocity and particle size for the three cases is shown in Figures 12 and 13. The lighter (and
smaller) zirconia particles exhibit a much stronger dependance of velocity on size than do the NiCrAlY particles.
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For thel:1 mixture, (Figure not shown), the range of observed particle velocities is increased with the denser
NiCrAlY particles exhibiting lower velocities. The histograms of particle temperature on the gun centerline
appear in Figures 14-16. The average NiCrAlY particle temperature is well above the melting point of (~1500
°C) and is significantly lower than the mean temperature of the zirconia particles which is very near their melting
point of 2620 °C. The temperature distribution for the 1:1 mixture is very similar to that for the zirconia due to
their relatively larger number. The data indicate that approximately 65% of the NiCrAlY particles observed were
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hot, that is, yield a measurement of temperature, while approximately 50% of the zirconia particles were hot. Of
the hot NiCrAlY particles >95% were above the melting temperature, while only approximately 50% of the
zirconia particle observed were greater than the melting temperature.  Near the maximum particle concentration
(spray pattern center) at approximately -15mm, there are roughly equal numbers of NiCrAlY and zirconia
particles. Under these conditions the bimodal nature of the velocity distribution becomes more apparent, Figure
17, and the particle size and temperature distributions broaden, Figure 18 and 19. The broadening of the
_ temperature distribution, which is strongly dependent on the size distribution is accompanied by a decrease in
the number of hot particles, to less that 35% with the fraction that are molten being even less.
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Figure 12 NiCrAlY particle temperature distributionon ~ Figure 13 Zirconia particle temperature distribution on
spray gun centerline. spray gun centerline.
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CONCLUSIONS

The co-injection of dissimilar particle types is complicated and significantly influenced by particle-particle
interactions in the close confines of the injector. Because of this, the resulting spray field is more complicated
than a simple linear superposition of individually injected single particle types. On the gun centerline
approximately 65% of the metallic particles are estimated to be above the melting point, while only about 25%
of the zirconia particles are above their melting point. Near the spray pattern center for 1:1 mixtures, less than
35% of the particles are “hot” and even fewer are at or above their respective melting points. In designing spray
schedules for the fabrication of FGMs, the fact that deposition efficiency is influenced by spray trajectory, which
in turn is influenced by mixture ratios and particle-particle interaction in the injector, must be considered and
accounted for.
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HELICAL WAVES AND NON-LINEAR DYNAMICS OF FLUID/STRUCTURE
INTERACTIONS IN A TUBE ROW
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Abstract

The goal of this study has been to investigate low-dimensional models for fluid-
structure dynamics of flow across a row of cylindrical tubes. Four principle results of
this experimental-theoretical study are discussed. i) Experimental evidence has shown
that the dynamic instability of the tube row is a subcritical Hopf bifurcation. ii)
The critical flow velocity decreases as the number of flexible cylinders increases. iii)
The linear model exhibits coupled helical wave solutions in the tube dynamics. iv)
A nonlinear model of the tube motions shows a complex subcritical Hopf bifurcation
with a secondary bifurcation to a torus or quasi-periodic oscillation. In this analysis
the tools of center manifolds, normal forms and numerical simulation are used.

INTRODUCTION

It is well known that fluid-elastic instabilities and vibrations are responsible for numerous
failures in heat exchange systems in the power industry. Linear models in fluid-structure
dynamics are well known (e.g., Chen (1978)). However only recently have nonlinear models
and analysis been used to explore the post-flutter dynamics. Our focus in this study is the
cross flow of air across a row of flexible cylinders.

Connors (1970) studied the instability in a row of circular cylinders, measured the quasi-
static forces and put forth a simple empirical criterion for the critical flow velocity. Research
over the past couple of decades has been concentrated on predicting this critical flow velocity
for different configurations. Approximate empirical results exist for certain array configura-
tions, but no general result applicable to all configurations has been found.

The lack of understanding of the actual mechanics of the fluid-structure interaction has
prevented most attempts from predicting fluid forces in sufficient detail. A few attempts
have been made to get at the basis of these fluid forces, Paidoussis & Price (1988) , Chen
(1978), Leaver & Weaver (1982). Although a very good insight has been obtained through
these studies, their inability to predict the structural dynamics for a general system has led
numerous studies to experimentally determine the fluid forces, Tanaka & Takahara (1981),

Chen et al. (1993).




Paidoussis (1987) provides a review of the work in fluid-elastic instabilities due to inter-
nal flow, external axial flow, annular flow and cross-flow. A similar review on fluid-elastic
instabilities due to cross-flow is provided by Weaver et al. (1987), Chen (1989).

Some nonlinear models have been put forth to capture the global behavior of the struc-
ture, Bishop and Hassan (1964), Hartlen and Currie (1970), Price et al. (1990). The most
popular one being the Hartlen-Currie model or the wake-oscillator model. The chaotic dy-
namics due to impacting of the cylinders with their supports have been studied by some
researchers recently; Chen et al. (1993). Paidoussis has reported that a rotated array on
cross-flow loses stability in a supercritical Hopf bifurcation. Muntean (1995) at Cornell re-
ported that a single cylinder in a row of rigid tubes loses stability by a negative damping
mechanism in a sub-critical Hopf bifurcation and put forth a nonlinear model capturing some
of the characteristics.

DESCRIPTION OF EXPERIMENTS

The wind tunnel in this study is a standard blower type low turbulence air tunnel. The
test section is 91.5 cm long and is made of plexiglass. Figure 1 shows an isometric view of the
test section. The test section is 256 mm x 256 mm in cross-section. The row of cylinders
is positioned about 30.5 cm downstream from the upstream end of the test section. The
cylinder row, consisting of nine cylinders, has seven oscillating cylinders and a fixed cylinder
at each end.

Each oscillating cylinder has two degrees-of-freedom, displacements inline and transverse
to the flow. Each of the oscillating cylinders is made of a hollow plexiglass tube, 19 mm OD —
16 mm ID, 256 mm long and has a mass per unit length of 0.23 kg/m. Fixed cylinders at the
ends are solid 19 mm OD rods of Aluminum and are bolted to the structure containing the
cylinders, thus holding the entire structure in place. A 91.5 cm long, 1.6 mm diameter steel
rod passes through the cylinder caps and support their gravity. These steel rods are pinned
at the top and the bottom ends, providing the cylinders with the required degrees of freedom.
The pitch-to-diameter ratio is 1.35. The relative static position of the cylinders in the inline
direction can be adjusted by increasing or decreasing the length of the springs, keeping all
the cylinders aligned. The natural frequency of the cylinders in the inline direction is 7.4 Hz
and 6.8 Hz in the transverse direction. The damping ratio in still air was found to be close
to 0.013 in both directions.

Figure 2 shows evidence for a subcritical Hopf bifurcation. This bifurcation diagram for
the central cylinder is obtained with all the seven cylinders oscillating, i.e. the responses of
only the central cylinder were used to obtain Figure 2. The bifurcation diagram for the rest
of the cylinders seemed to be qualitatively similar to the one found for the central cylinder.
For small flow velocities, the cylinder oscillations were small amplitude turbulent buffetting
due pressure fluctuations, flow noises, etc. The amplitude of these oscillations are found to
increase almost linearly with flow velocity as has been reported in earlier studies, Muntean
(1995), Blevins (1977). Moreover, as the flow velocity is increased, the stochastic component
of the cylinder response decreases. No modal patterns of oscillations could be detected in
the cylinder row for turbulent buffetting.

As the flow velocity is increased further, small scale buffeting of the cylinders persists,
but sufficiently large perturbations of the cylinders result in large amplitude, periodic limit
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cycle oscillations. The frequency of these limit cycle oscillations was found not to vary much
with flow velocity. The reduced flow velocity at the sub-critical Hopf bifurcation was found
to be, U, ~ 115. Beyond this critical flow velocity only large amplitude oscillations are
present and further increase in the flow velocity leads to impacting of the cylinders with
the support structure. To estimate the amplitude of the unstable limit cycle the central
cylinder was perturbed from the buffetting oscillations by giving it a known displacement
in the direction of the flow (initial velocity is zero). The smallest such displacement that
resulted in the large amplitude limit cycle oscillations (upper branch) was recorded as the
amplitude of the unstable limit cycle for the corresponding flow velocity.

The variation in the critical reduced flow velocity as the number of oscillating cylinders
was found. This experiment was performed by allowing a certain number of cylinders to
oscillate while restraining the motions of the rest. The number of cylinders of cylinders was
increased in a symmetric fashion around the central cylinder. As the number of oscillating
cylinders is increased, the critical flow velocity was found to decrease. The onset of instability
for a single oscillating cylinder was far removed from those for more than one cylinder. Thus
coupling between the cylinders drastically reduces the onset of instability.

THEORETICAL MODEL

th

The equations of motion of n* the cylinder, with respect to a frame fixed at its equilibrium

position, is given by

vl el v R y-e o

where the terms on the left-hand side are the inertial, damping and stiffness terms of the
cylinder structure and f, on the right-hand side is a vector containing the fluid forces on
the n** tube in the z and y directions. The displacements of the n™ cylinder are denoted by
Tn and yy,.

The profile of the flow (upstream) across the cylinder row was experimentally found to
be fairly uniform and the cylinders are coupled only by the fluid flowing past them, i.e. there
is no structural coupling.

As a result of the uniformity of the flow across the cylinder row and the periodicity
of the cylinders, any set of three cylinders has a symmetry along the flow direction about
the middle cylinder. The fluid force on the n*® cylinder due to the relative motions of the
(n—1)th and the (n+1)th cylinder are related by f*~* = f»+* for the direct coupling of
the 2 and y directions and by fr~* = —f»** for the cross coupling between the z and
y directions. Using these symmetry conditions and linearizing the fluid forces about the
cylinder equilibrium positions we have,
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The single-primed quantities, (o ;0 /, 8,7 ') are the fluid-damping coefficients and the
double-primed quantities, (o ”,0 ", 8", 7 ") are the fluid-stiffness coeflicients. The notation
used here is slightly different from the one used by Chen et al. (1993b).

The coefficients a ”, o ' couple the z-motions of adjacent cylinders and 8”7, 3 ' couple
y-motions. The coefficients 7 ”, ¢ ”, 7', ¢ ' couple the z (y)-motions of one cylinder to
the y (x)-motions of the adjacent cylinders. The direct coupling coeflicients were measured
by using the ARMA process (Auto Regressive Moving Average) and the cross coupling

coefficients were determined through heuristic fits based on instability mechanisms.
ANALYTICAL RESULTS

We consider a traveling wave solution to Equations 1 and 2 of the form

()5}

where, ¢ = 27kP ; k is the wave number (i.e. 2£ is the wave length), w is the angular

frequency and P (pitch) is the periodicity associated with the structure. In the above
traveling wave solution, the e~** characterizes the temporal behavior of the solution for the
initial data given by %", The quantity g, is the phase difference between adjacent cylinders -
and hence characterizes the spatial distribution of the cylinders at any instant of time.

The traveling wave solution, Equation 3, written compactly as & = ae*®* implies that
Tpy1 = x,e9. This implies that the frequency w(g) has a period 27 in ¢, i.e. w(q) = w(g+27)
and as ¢ = 2k P, the above periodicity leads to g(k) = g(k + -}5) If we restrict ¢ between
[—7, 7] then —% <k < % which means the wavelength A > 2P.

If ¢ is complex the real part of ¢ contributes to the spatial distribution of cylinders (wave
patterns) and the imaginary part results in spatial growth or decay(depending on the sign)
as n — oo at any given time. These waves with complex wave numbers are called evanescent
waves or cutoff waves.

Figure 3 shows a helical wave mode for u, = 90.

By this representation, the wave in Figure 3 at any instant in time, is a helix that circles
around the +z-axis in the counter-clockwise direction. The points of constant phase advance
in the +z-direction with velocity, w,/¢;. Moreover, any cylinder (i.e. for a fixed n) will circle
the 4-z-axis in the clockwise direction for this wave.

For the fixed-ends boundary condition (i.e. z, = &x., = 0), the constraint of zero
displacements for the end cylinders implies that the wave numbers ¢, can no longer be
purely real. The imaginary part of the wave numbers are positive and this ensures that the

waves are spatially decayed to satisfy the boundary conditions at the ends for all time.
NONLINEAR BIFURCATION ANALYSIS

Our ultimate goal is to understand what the nature of the nonlinear forces are that
lead to a subcritical dynamic instaiblity. These instabilities are very dangerous in practice.
The subcritical phenomenon however depends on the nonlinear nature of the fluid coupling
forces. In the absence of dynamic measurements of the nonlinear part of the fluid forces, we
posit a plausible nonlinear model. In this model we consider two tubes; one constrained to

105




vibrate transverse to the flow, and the other constrained to vibrate in the flow direction. We
represent the dynamics of this sytem by the equations;

T 0

vy (e ’ LN
T Uer l Csod® + C12%y + Cao2y® + Casy® Uer | Csod®
Y Dsoy® + D313 + D3ogyic? + Dssd® Dsoif®
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x
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z
Y

O I
WheI'e, A(Ur) = ]: *K(’U,r) —'C(U,«) }
is the matrix governing the linearized equations, K is the non-symmetric stiffness matrix, C
is the damping matrix and u, is the parameter in the system, the reduced flow velocity. The
various elements of the stiffness and damping matrices were obtained for the two degree-of-
freedom system from the linear model obtained earlier.

In this model u, represents a normalized flow velocity, while u,, is the critical flow velocity
for flutter when two of the eigenvalues of A cross the imaginary axis.

The center manifold theorem ensures that for the full nonlinear equations there exists a
subspace (center manifold) which is tangential to the subspace spanned by the eigenvectors,
at the equilibrium point. The flow close to the equilibrium point approaches the center
manifold asymptotically. The theorem also ensures that the stability of the equilibrium
point in the full nonlinear equations is the same as the stability when restricted to flow on
the center manifold. Moreover, any additional equilibrium point or limit cycles which occur
in a neighborhood of the given equilibrium point on the center maifold are gauranteed to
exist in the full nonlinear equations.

Near-identity transformations of increasing order were used to reduce the flow on the
center manifold, obtained from the center manifold analysis described above, to a normal
(canonical) form. After reducing the equations to a normal form a further transformation
into polar coordinates was carried out (see Rand and Armbruster (1987)).

The system of Equation 4 was studied through numerical simulation. The amplitude
of the limit cycles in the Bifurcation diagram was obtained by using Newton’s root finding
method on the Poincare Map, obtained by taking a Poincare section at ¢ = 0. The stability
of the limit cycles were obtained from the eigenvalues of the Jacobian evaluated at the limit
cycle. See Figures 4 and 5.

Figure 4 shows the subcritical branch of the unstable limit cycle that occurs at the critical
flow velocity predicted by linear theory. At lower flow velocities both a stable limit cycle
of large amplitude is shown as well as a torus on quasi-periodic vibration (characterized by
two incommensurate frequencies). These results were obtained by using a Poincare map
technique shown in Figure 5, which plots {z, y, £} when g = 0. A point or dot indicates a
limit cycle or periodic oscillation, while a closed curve indicates a quasi-periodic oscillation.

CONCLUSIONS

This study has shown that experimental dynamic instabilities in tubes in cross flow
can exhibit subcritical limit cycle oscillations (Hopf bifurcation). These subcritical Hopf
bifurcations are dangerous in practice because large amplitude oscillations can be induced at
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much lower flow velocities than those predicted by classical linear models for fluid-structure
instability. The nature of these subcritical instabilities depends on the nonlinear fluid and
structural forces. We have used an ad-hoc nonlinear model to show the possible complexities
in the secondary bifurcations as a function of flow velocity. This study has demonstrated
the need to obtain better measurements of dynamic fluid structure forces in order to provide
realistic predictive models of nonlinear fluid-structure instabilities.
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ABSTRACT

Our research on spray combustion involves both experiment and theory and
addresses the characteristics of individual droplets and of sprays in a variety of
flows: laminar and turbulent, opposed and impinging. Currently our focus
concerns water and fuel sprays in two stage laminar flames, i.e., flames arising, for
example from a stream of fuel and oxidizer flowing opposite to an air stream
carrying a water spray. Our interest in these flames is motivated by the goals of
reducing pollutant emissions and extending the range of stable spray combustion.
There remains considerable research to be carried out in order to achieve these
goals. Thus far our research on the characteristics of sprays in turbulent flows has
been limited to nonreacting jets impinging on a plate but this work will be extended
to opposed flows with and without a flame. In the following we discuss details of
these studies and our plans for future work.

WATER SPRAYS IN TWO STAGE LAMINAR FLAMES

To improve understanding of the chemical and fluid mechanical interactions between water
droplets and the formation of NOx in flames we have carried out studies of two stage laminar
flames. To do so we have employed our counterflowing burner which is the principal device used
in our experimental effort. In these studies one stream is a fuel-rich mixture of methane and air
with a stoichiometric ratio denoted © while the opposed stream involves air and a spray consisting
of relatively small water droplets. Different droplet loadings and different flow conditions permit
us to investigate the influence of strain rates and water concentration on NOx formation in flames.




Under the conditions we have studied there exists a vaporization plane, i.e., a plane close to the
flame by which all the water has vaporized. Because of the relatively low temperature of the gas
mixture at this plane, the distribution of temperature in the flame is altered by the water which
therefore has both a chemical and a thermal influence.

In these flames there occur a green premixed reaction zone in which the oxidizer in the
methane-air stream is consumed, a blue diffusion zone in which the residual fuel components
namely CO and HO are consumed by the air in the air-droplet stream and finally a vaporization
plane as noted earlier. In the neighborhood of the axis all three of these surfaces are flat and
parallel to one another. The separation distance between them decreases with increasing rates of
strain and equivalence ratio of the fuel-air stream. In experiments on these flames temperature
profiles are measured with thermocouples and concentration profiles of the stable species are
measured by gas chromatography.

Complementing in an important way these experiments are theoretical-numerical studies in
which relatively complete descriptions of the fluid mechanics and chemistry of these flows from
the exit plane of one jet to the exit plane of the other are considered. The present computatlons
involve 140 elementary reactions among the following 38 species:

CH,, 0,, CO, CO,, H,, H,0, H, OH, O, HO ,, H,0,, CH, CHO, CHCO, 'CH,,
*CH,, CH,0, CH,, C,H, C,H,, C,H,, C,H,, C,H,, C,H,, N, NH, NH,, NH,,
NO, HNO, HCN, HNCO, NCO, CN, NO,, N,, N,H, N,0.

Both experiment and computation show that the methane and oxygen in a fuel rich mixture
react rapidly in the premixed zone to form CO and H whose concentrations reach maxima as the
methane disappears. The further oxidation of CO and H to form CO and HO occurs in the
diffusion zone. The C, species such as C,H,, C,H, and C,H, are predicted to be produced rapidly
in the early stages of the premixed zone but these species are consumed in the diffusion zone. The
concentrations of the C, species strongly depend on the stoichiometry of the methane-air mixture;
the larger the value of @ the higher the concentrations of these species, a finding consistent with
the observed soot emissions in fuel rich methane-sir flames. Water is the most important agent for
the consumption of the radical CH which leads to prompt NOx. Thus the addition of water to
flames not only reduces prompt NOx because of its reduction of CH but reduces thermal NO,
because of its reduction of the maximum temperature. This dual effect has been widely known but
our study has established the rate of the crucial reaction CH + H,O — CH,O + H.

Figures 1 and 2 present some of the results of our studies. These figures show the
distributions across the flame of the temperature and mole fraction of NO for various fuel-air
ratios. Figures 1 and 2 relate to these flames without water and with 10% water addition
respectively. The important result shown here is that there is a 50% reduction in peak NO
concentration with water addition. Further results are given in Fig. 3 where the emission index E
is plotted versus equivalence ratio for various rates of water addition. Again we see the significant
benefit realized from the addition of water.
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TWO-STAGE METHANOL SPRAY FLAMES

In earlier studies reported in [1, 2] we have described the combustion of fuel droplets
carried in a nitrogen stream counter to an air stream. This configuration results in the usual spray
diffusion flame but we have recently been studying two-phase, two-stage flames which are
analogous to those discussed in the previous section but with water replaced by fuel. We thus
consider fuel droplets carried by air flowing counter to an airstream. The droplet loading is such




that the fuel-air stream is fuel rich, i.e., has a value of @ greater than unity. Such flames have
several distinct advantages in particular that they permit the chemistry of fuel sprays under a wide
rage of reaction zone conditions to be studied both experimentally and computationally. In
particular coordinated studies of these flames permit the identification of the reactions which are
critical to the combustion of liquid fuels in much that same fashion as we were able to identify the
critical reactions for the chemical inhibition of NOx formation by water. Moreover in experiments
the increased thickness of the reaction zone results in improved spatial resolution and thus
increased data accuracy.

Our recent research on two phase methanol flames has involved a stream of droplets
transported in air with an equivalence ratio ranging from 1.6 to 3.0 and a fuel side rate of strain
varying from 50 s to 100 s”'. The droplet sizes are such that again there is a vaporization plane.
Moreover the flame also involves a pale green premixed zone and a blue diffusion zone. The same
experimental techniques as described earlier are employed to measure the distributions of
temperature and concentrations of the stable species and the same computational methods described
earlier are brought to bear. Here comparison of experiment and computation permit values of
several key reaction rates of uncertain value to be determined.

The distribution along the axis of the computed axial velocity for a typical flow is shown in
Fig. 4. We have data only for the portion of the flow in which droplets exist but for that limited
region excellent agreement is seen. Also shown are the experimental data on the Sauter mean
diameter; the rapid decrease in droplet diameter in the neighborhood of the edge of the flame is
consistent with the existence of a vaporization plane as noted earlier. The interesting increase in the -
mean diameter upstream of that plane is a consequence of the larger diameters being decelerated to
a lesser extent than the smaller droplets in the decelerating gas stream. In due course even these
larger droplets are vaporized.
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Figure 4. Profiles of axial velocity, number density and Sauter
mean diameter on the burner axis.
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In Fig. 5 we compare computed and measured distributions of the temperature and major
species. We see two high temperature regions corresponding to the two reaction zones discussed
earlier, namely the diffusion zone at z = 2 mm and the lower temperature premixed zone at z = 3
mm. Comparison of Figs. 4 and 5 establishes that the peaks in the velocities coincide with the
temperature maxima. The experimental and computed distributions of the concentrations of
various species shown in Fig. 5 are in excellent agreement. Of particular interest is the location of
the peaks in the CO and H, concentrations implying agreement as to the location of the premixed
zone.
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Figure 5. Comparison between measurement and prediction of
profiles of temperature and concentration for @ = 2 with a=50s".

In Fig. 6 we show the experimental and computed distributions of the mole fraction of the
various C, species, namely C;H,, C,;H, and C,H,. Two sets of computed results are shown; for
the solid curves the chemistry is the same as that used in Fig. 5 while for the dashed curve the
isomerization reaction CH,O + M — CH,OH + M has been removed. This removal is seen in Fig.
6 to displace the premixed zone appreciably toward the stagnation plane and to increase the peak
concentrations of methane and the C, species. This influence of one crucial reaction demonstrates
the value of coordinated experimental and computational studies in establishing the correct
chemistry in these systems. Because of its significantly greater concentration of the OH radical,
this figure also demonstrates the importance of H atoms in these flames. By comparing experiment
and computation we are able to deduce a rate constant for the reaction CH,OH + H — CH, + OH
which is the dominant reaction in the formation of CH, and C, species. Previous values for this
constant were found to be in error.
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TURBULENT SPRAYS IN STAGNATION FLOWS

Our studies of turbulent sprays have involved a stream impinging on a wall. In this case a
grid is installed near the exit plane of the jet. We again use our PDPA to measure two velocity
components and droplet diameter. Our spray generator is operated so as to produce a relatively
wide range of droplet diameters such that for our flow conditions the smallest droplets can be
considered to follow the fluctuations in gas velocity. We are thus able to obtain at various
positions in the flow the statistics of the velocity of the gas and of droplets of various sizes. A
more direct measurement of relative velocities would involve simultaneous measurements of gas
and droplet velocities at a particular point in space and time. This is beyond the capability of our
current instrumentation but in the near future a particle image velocimetry system will be brought to
bear on this problem.

Despite this limitation we have used our data to construct a simplified description of the
response of droplets of different sizes to turbulence. A feature of this description is that two
bounding droplet sizes can be estimated: The largest droplets that effective respond to turbulent
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velocity fluctuations and the smallest droplets that are immune to such fluctuations. Figure 7
presents these results for our experiment in which the Kolmogorov wave number is estimated to be
185 and the wave number corresponding to the integral scale is three; plotted are the droplet
diameter in microns against the normalized wave number of the velocity fluctuations. Thus for a
given wave number we obtain the two diameters in question. The theory reported in Fig. 7 can be
used to make similar plots for other turbulent flows, i.e., those with different spectral ranges.
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Figure 7. The largest droplets to follow and smallest droplet to
ignore turbulent fluctuations of various scales.

LAMINAR COUNTERFLOWING STREAMS IN A NARROW CHANNEL

In one of our earlier investigations we studied the dynamics of droplets in non-reactive
opposed laminar flows [1]. Of particular interest in the present context was the finding that for a
given set of flow conditions, i.e., jet spacing and jet velocities, droplets of a well defined range of
sizes would oscillate across the stagnation plane. Provided a drag law is assumed the dynamics of
such droplets are readily studied since the flow field is simply and accurately described. However,
there is an essential experimental difficulty of photographing the motion of such droplets in
axisymmetric jet flows, namely that the droplets always leave the focal plane of the camera and are
lost for purposes of observation. The remedy we found was to photograph the response of the
droplets in an opposed slot flow. In this case opposed flows enter the passage between two plates
and leave in orthogonal directions. The resultant flow has three planes of symmetry. While this
configuration permitted the oscillations in question to be readily photographed, the flow field in




which the droplets move must be analyzed if calculated and observed droplet trajectories are to be
compared. As a consequence we have been studying the flow field in question.

From a fundamental point of view this slot flow is an addition to the various relatively
simple fundamental solutions to the Navier-Stokes equations and is therefore of interest on its
own. By invoking the various symmetry requirements and restricting attention to narrow slots we
obtain a set of three partial differential equations with two independent variables: the streamwise
coordinate and the coordinate normal to the walls. The dependent variables are the streamwise
velocity, the transverse gradient of the transverse velocity and the pressure. Not surprisingly a
single parameter appears in these equations, namely a Reynolds number. As is typically the case in
fundamental flows, solutions to these equations are readily obtained for two limiting cased, i.e.,
for small and large Reynolds numbers. For intermediate values numerical solutions involving
iteration must be constructed.

At the present time the numerical analysis of the limiting cases is completed and examples
for intermediate Reynolds numbers are being considered. When the analysis of the flow field in
these slots is completed, comparison of the observed and photographed trajectories will be
undertaken.
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ABSTRACT

The mean flow and stability characteristics of a plane, laminar wall jet were
investigated experimentally, theoretically, and numerically for a constant wall temperature
boundary condition. The streamwise mean velocity and temperature profiles and the
downstream development of the hydrodynamic and thermal boundary layer thicknesses
were obtained through simultaneous hot and cold wire measurements. Even at relatively
low temperature differences, heating or cooling of the surface sufficiently altered the mean
velocity profile in the inner region to produce significant effects on the jet stability.
Selective forcing of the flow at the most amplified frequencies produced profound effects
.on the velocity and temperature fields and hence the time-averaged shear stress and heat
transfer. Large amplitude excitation of the flow at high frequencies resulted in a
reduction in the maximum skin friction by as much as 65% with an increase in the
maximum wall heat flux as high as 45%. The skin friction and wall heat flux were much
less susceptible to low frequency excitation.”

NOMENCLATURE

Reynolds number measured at exit plane maximum normal distance from the wall
= pUjd/u (for the integration domain), m
local mean temperature, K specific heat of air at free-stream, J/kg-K
free-stream temperature, K wall jet slot width, m
wall temperature, K thermal conductivity, W/m-K
local streamwise mean velocity, m/s ; mass flow rate, kg/s
jet exit velocity, m/s fluctuating temperature, K

» local maximum streamwise velocity, m/s fluctuating streamwise velocity, m/s
free-stream velocity, m/s coordinates, m

" Parts of this paper are reprinted from ASME Heat Transfer Division Vol. 330, 1996 National Heat Transfer Conf.
Vol. 8, pp. 105-113, with permission of the American Society of Mechanical Engineers.




Greek symbols Subscripts

) denotes boundary layer thickness, m J jet exit plane
S, local hydrodynamic boundary layer m maximum

thickness, m o free-stream
& local thermal boundary layer thickness, t thermal

m v hydrodynamic
y7 free-stream dynamic viscosity, N-s/m’ w wall
P free-stream density, kg/m’®

INTRODUCTION

The wall jet is a thin jet of fluid introduced tangentially along a surface. The free-stream can either be
co-flowing or quiescent. This flow field consists of two primary unstable shear layers that are associated
with two different kinds of instability modes: a viscous (inner) mode associated with the inner near-wall
region, and an inviscid (outer) mode associated with the inflection point in the outer region. Wall jets have
important technological applications such as in de-icing or de-fogging of windshields. In film cooling of
gas turbine components, a turbulent wall jet is used to shield blades and other surfaces exposed to high
temperature freestream flow. In previous explorations of the wall jet, Katz et al. (1992) and Zhou et al.
(1993) found that among other effects, significant reductions in average skin friction can be obtained in a
turbulent wall jet by excitation of the flow at its dominant mode. Given the importance of the wall jet in the
transport of heat and mass to or from surfaces, it is important to question whether forcing may have similar
related effects on the convective heat transfer. The possibility of augmenting or reducing the wall heat
transfer, with minimal energy expenditure for excitation, would lead to innovative methods for controlling
heat transfer. The wall jet thus provides a fundamental yet practical flow for investigating the possibility of
enhancing or suppressing rates of transport by both active and passive flow control.

Theoretical investigations of the incompressible, isothermal, laminar wall jet were first performed by
Tetervin (1948) and Glauert (1956) who obtained a closed form solution. Results were substantiated by
the hot wire measurements of Bajura and Szewezyk (1970). Cohen et al. (1992) theoretically investigated
the effects of blowing and suction on an incompressible laminar wall jet. They found a new family of self-
similar solutions in which Glauert’s solution is a member. These self-similar solutions were later
confirmed experimentally by Amitay & Cohen (1993). The self-similar solutions of the temperature field
for a low speed, laminar, incompressible wall jet with constant physical properties were obtained by
Schwarz & Caswell (1961) for the special cases of constant wall temperature, varying wall temperature,
and constant wall heat flux. Mitachi & Ishiguro (1974) performed a theoretical investigation of the laminar
wall jet with different wall thermal boundary conditions. The linear stability of the wall jet was
mvestigated by Chun & Schwarz (1967), Bajura & Szewezyk (1970) , Bajura & Catalano (1975), and
Mele et al. (1986). They showed that the initial stages of transition are two-dimensional in nature, and are
dominated by the mechanism of vortex pairing, which is commonly observed in free shear flows.

We present recent experimental and numerical results to show the effects of low and high excitation
levels on the velocity and temperature fields of a two-dimensional, laminar wall jet flowing over a constant
temperature surface. Experiments and numerical computations were performed for a steady, unforced wall
jet followed by a wall jet with low amplitude forcing. Surprisingly, it was found that under most
circumstances, forcing decreased the time-averaged wall shear stress while the wall heat transfer was
increased.

DESCRIPTION OF EXPERIMENTS

The experiments were performed in a thermally controlled, closed return, low speed, air wind tunnel as
shown in Fig. 1. The test section was 711 mm wide, 165 mm high and 2,362 mm long. A slot type wall jet
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apparatus was used which essentially duplicates the design of Zhou et al. (1993) which was used in the study of a
turbulent wall jet with forcing. This apparatus consisted of a 0.5 HP centrifugal blower, acoustic muffler, air-water
heat exchanger, diffuser, a plenum chamber fitted with an acoustic speaker, three screens of 30, 40 and 50 mesh
size and a contraction nozzle having a variable area ratio. In these experiments the area ratio was 28:1 resulting in
a jet slot width of 3.2 mm and a jet exit velocity of 1.5 m/s. The apparatus was designed to fit in the test section
floor of an existing closed return wind tunnel which will provide the free-stream flow in future experiments. The
flow exited the wall jet apparatus tangentially over an isothermal heat transfer surface. The surface consisted of a
19 mm thick highly polished aluminum tooling plate which was held at constant temperature by means of
cooled/heated water from a recirculating chiller that counter flowed through milled slots inside the plate. Surface
temperatures were measured with Type K thermocouples that were potted into the surface with an aluminum
epoxy. The measurements of the streamwise velocity and temperature were conducted using two side-by-side (7
mm apart) standard Disa Model 55P11 single hot and cold wire probes with a 5 pm diameter tungsten sensor
having length-to-diameter ratio of 300. The hot wire was kept at an over-heat ratio of 1.6 and had a maximum
frequency response of 30 kHz. The frequency response of the cold wire was 600 Hz. The cold wire was calibrated
against a NIST traceable lab standard thermistor probe. The external forcing was introduced using acoustic
perturbations produced by a 12 inch speaker cone that was placed in the diffuser of the wall jet apparatus shown.
A digital-to-analog converter was used to generate the forcing signal which was passed through an amplifier before
it was used to activate the speaker. The forcing frequencies were determined from linear stability theory, and the
excitation level measured at the jet exit plane was incrementally varied from 0.6 to 2.0 %. In this investigation the
forcing frequencies were fixed at 43.9 Hz and 21.1 Hz corresponding to the inner and outer modes of instability.
In order to retain phase information, the phased locked technique was used in which the hot wire, the cold wire
and the function generator records, consisting of 256 points each, were digitized simultancously and saved. At
each measuring point, up to 800 events were recorded.
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Figure 1: The experiment apparatus.




EXPERIMENTAL RESULTS

Undisturbed Mean Flow
Three sets of experiments were conducted corresponding to three temperature ratios denoted by
7T, /T,: wall cooling with 7, /7,= 0.98, wall heating with T,, /7,= 1.03 and the neutral case with 7,,/7,=

1, in which the surface, jet exit, and free-stream temperatures were all the same. Throughout the
experiments, the jet exit Reynolds number, Re = oU jd /,u , remained fixed at 320. The normalized mean

profiles of the streamwise velocity measured for the three cases above and at three normalized streamwise
locations (x/d= 12, 16, and 20) are shown in Fig. 2. The local maximum velocity, U,,, and the local

thickness of the hydrodynamic boundary layer, &, (where the mean velocity is equal to U,, /2 in the outer

region), were used to render all variables dimensionless. Figure 2a shows full velocity profiles for all
cases, while Figs. 2b, 2c, and 2d present the inner region in more detail for the cooling, neutral, and heating
cases, respectively. The symbols represent the experiments while the solid line corresponds to Glauert’s
(1956) theoretical prediction. The agreement between the experiments and the theory for the neutral case is
good except in the inner region where the velocity gradient of the experimental data is higher, Fig. 2c. This
may be due to the relatively high turbulence level (0.5%) of the jet. When cooling is applied, Fig. 2b, the
inner velocity gradient increases and the maximum velocity is shifted closer to the surface. Heating the
surface, Fig. 2d, appears to have the opposite effect, but the differences in the heated case compared to the
neutral case cannot be claimed to be outside of the range of experimental uncertainty. Despite these small
changes in the mean velocity due to heating and cooling, a more significant effect is observed on the
fluctuating streamwise velocity distribution.

Mean Flow Field Subjected to External Forcing

The mean velocity and temperature fields were next investigated under conditions with externally
applied forcing. Disturbances were introduced into the flow at various frequencies and amplitudes. Three
cases, corresponding to the above three values of 7, /7,, were studied. In this section only the results for

the heating case are presented. The dimensional mean profiles of the streamwise velocity measured for the
heating case and at three normalized streamwise locations (x/d = 12, 16, and 20) are shown in Fig 3.

Figure 3a presents the case in which the flow is excited with a high frequency disturbance (approximately
44Hz for inner mode forcing), while Fig 3b corresponds to a low frequency disturbance (21Hz for outer
mode forcing) The excitation level is defined at x/d= 0 as 100-u},/U,, where, %/, is the maximum

fluctuating streamwise velocity (measured by using the phase-locked data technique) and U; is the jet mean

exit velocity. As is shown in Fig 3a, when inner mode forcing is applied the velocity field is dramatically
altered. The effects become more pronounced as the downstream distance increases. The effect of outer
mode forcing is not as dramatic because the growth rates associated with the outer mode are smaller than
the inner mode growth rates, as predicted by the theory (see Amitay & Cohen (1996)). In order to see the
effects of forcing on the wall shear stress, the near wall region of the velocity field was plotted and is
presented in Fig 4. Seven cases, corresponding to the unforced case, inner and outer mode forcing with
0.6%, 1% and 2% excitation levels, are presented. Figures 4a, 4b and 4c represent the experimental data
taken at x/d = 12, 16, and 20, respectively. The solid line corresponds to the velocity gradient for the
unforced case. For low levels of excitation, the velocity gradient near the wall is negligibly affected. As
the excitation level is increased to 2% the velocity gradient near the wall is decreased by up to 15% (with
respect to the unforced case) for the outer mode forcing, and by up to 65% for the inner mode forcing.
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Figure 2: Comparison of normalized velocity profiles at three x/d locations and for 7,, /7,
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Figure 3: Dimensional mean velocity profiles for various excitation levels and downstream locations (a)
inner mode forcing and (b) outer mode forcing for 7,,/7, = 1.03.
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Figure 4: Near-wall velocity gradient comparison for different excitation levels and frequencies at x/d of
(a) 12, (b) 16 and (c) 20 and for 7,,/7, =1.03.

The normalized mean temperature profiles measured for the heating case and at x/d =16 are shown in

Fig 5a and 5b for inner and outer mode forcing, respectively. As was observed for the velocity field, for
low excitation levels the effect of forcing on the temperature profile is negligible. As the excitation level is
increased, surprisingly, the temperature gradient near the wall increases until an inflection point is formed
on the temperature profile. Again, the effect of the inner mode forcing is much more significant. The effect
of forcing on the near-wall region of the temperature profile is presented in Fig 6. Low excitation levels do
not alter the temperature gradient near the wall, while increasing the excitation level causes an increase in
the temperature gradient. Outer and inner mode forcing at 2% excitation level increases the temperature
gradients by up to 20% and 45%, respectively. The augmentation in the heat transfer is accompanied by a
net reduction in the time-averaged wall drag, a result which could not be anticipated.
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Figure 5: Comparison of normalized temperature profiles measured at x/d = 20 and for different excitation
levels for (a) inner mode forcing and (b) outer mode forcing for 7,,/7, =1.03.
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Figure 6: Near-wall temperature gradient comparison for different excitation levels and frequencies at x/d
of (a) 12, (b) 16 and (¢) 20 and for 7,/7, = 1.03.

As shown in Fig 5 high levels of forcing introduce non-linear effects as observed by a dramatic
thickening of the boundary layer. Large scales associated with the outer region become more significant.
As was shown by Bajura & Catalano (1975) and Amitay & Cohen (1996) two rows of counter rotating
vortices associated with the two regions of the wall jet are present in laminar to turbulent transition. It is
the outer row of vortices (which rotate in the counter-clockwise direction and thus transport momentum
away from the wall) that receive most of the energy under high levels of forcing and therefore, decrease the
velocity gradient near the wall. We hypothesize that this same motion is responsible for the increase in the
near-wall temperature gradient which was observed in Figs. 5 and 6. It is plausible that the large vortices
in the outer region transport fluid away from the wall to the outer region (which is at a different
temperature) and also entrain fluid towards the wall. This motion may also explain the large reduction in
the temperature gradient, occurring at y /&, of about 0.2 as seen in Fig 5, because the unsteady upward
advective transport is increased compared to diffusive transport in this region. This enhanced thermal

mixing is manifested also in the observed increase in the wall temperature gradient and thus the wall heat
flux.

Fluctuating Quantities

Since the evolution of controlled disturbances apparently is a primary factor in augmenting the heat
transfer, the structure and evolution of the temperature and streamwise velocity fluctuations were
mvestigated in detail. In order to obtain phase information, phase-locked data were measured and analyzed
for low and high levels of excitation corresponding to the two modes of instability associated with the wall
jet flow. These levels of excitation correspond to the linear and nonlinear transitional behavior of the flow.
Figure 7 shows the dimensional fluctuating temperature distribution versus the dimensional distance from
the wall. The data were taken using the conventional phase-locked technique, and were measured at
x/d =16 for T,, /T,=1.03 and for three excitation levels of (a) 0.6%, (b) 1%, and (c) 2%. A single peak is

present for 0.6% forcing, as is shown in Fig 7a. This peak is located at the same distance from the wall for




both inner and outer mode forcing. The magnitude of this peak for inner mode forcing is higher due to
higher initial growth rates associated with this mode. As the level of forcing is increased, a second peak is
formed on the distribution very close to the wall. This second peak occurs at the same location as the
inflection point in the mean temperature profile, and is most likely due to a maximum in the unsteady
normal velocity v occurring at this location. Also, the width of the disturbed region is much thicker for
inner mode forcing due to the increase of the boundary layer thickness. Similar trends occurred when the
wall was cooled.

Figure 8 shows the normalized distribution of the fluctuating fundamental streamwise velocity for an
excitation level of 0.6% and for both heating (a) and cooling (b) for outer mode forcing. The distribution
contains two large peaks corresponding to the velocity gradient near the wall and the inflection point in the
outer region, as was explained by Mele et al. (1986). The outer peak is initially larger and has a broader
disturbed region than the inner peak because the above mentioned forcing frequency prevails in the outer
region. In both cases, as the downstream distance increases, the ratio between the inner and outer peaks is
increased which is consistent with linear stability theory. According to the linear stability theory, as the
downstream distance is increased smaller scales governed by the near wall region become more dominant.
For a fixed downstream location, the ratio between the inner and outer amplitude maxima is larger for the
cooling case. In order to further understand the effect of forcing on the velocity field, the effect of the level
of excitation was also addressed. In Fig 9, two cases of inner mode forcing corresponding to (a) 0.6% and
(b) 2% are presented for three downstream locations. &, was used to normalized the normal distance from

the wall which is consistent with the stability theory. The inner peak is significantly higher, as expected,
because the effect of inner mode forcing is most dominant in the inner region. For the low excitation level
of 0.6%, the ratio between the inner to outer maxima increases with the downstream distance as was
observed when outer mode forcing was applied in Fig 8. This is once again consistent with linear stability
theory. However, for the 2% forcing the trend is the opposite, with the ratio between the inner to outer
maxima decreasing with downstream location. This is probably due to the fact that for high excitation
levels non-lincar mechanisms are introduced. At any given x/d, the boundary layer is much thicker and
therefore large scales, corresponding to low frequencies, prevail throughout the flow field. As was
mentioned before, when the forcing frequency is low, the outer maxima dominates the fluctuating
streamwise velocity distribution since it corresponds to the large scales.
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Figure 7: Fluctuating temperature distribution for inner and outer mode forcing for (a) 0.6%, (b) 1% and
(c) 2% excitation levels (x/d = 16 and 7,,/7, = 1.03).
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Figure 8: Normalized fluctuating streamwise velocity comparison at three x/d locations and for outer
mode forcing at excitation level of 0.6%, (a) wall heating and (b) wall cooling.
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Figure 9: Normalized fluctuating streamwise velocity comparison at three x/d locations and for inner
mode forcing, (a) 0.6% and (b) 2% excitation levels and 7,,/7, = 1.03.

NUMERICAL SIMULATIONS

Numerical Methods

In parallel to the experimental investigations, Direct Numerical Simulations (DNS) were conducted
based on the complete Navier-Stokes equations. For these simulations, two computer codes were employed
that were developed for investigating transition in boundary layers, both for compressible and
incompressible flows. Both codes, compressible and incompressible, were modified and adapted to the wall
jet geometry. In the compressible Navier-Stokes code, the complete Navier-Stokes equations, the energy
equation, and the continuity equation are solved in conservative formulation. The fluid is modeled as a
calorically perfect gas and Sutherlands Law is used to calculate the viscosity from the temperature. The




time integration was performed using a 4th-order Runge-Kutta method. For the spatial discretization a 4th
order upwind-downwind "splitting" scheme was used. For the results shown here, an equidistant grid in the
x- and y-direction was used. In the spanwise direction, a pseudo-spectral approach was chosen. In the
incompressible Navier-Stokes code the Navier-Stokes equations are solved in the vorticity-velocity
formulation in conjunction with the energy equation. A fourth-order polynomial is used for the temperature
dependence of viscosity and thermal conductivity. As for the compressible code, time integration is
performed using a 4th-order Runge-Kutta method. The streamwise and wall normal directions are
discretized using 4th-order split differences. The solution procedure of the viscous terms in the vorticity
transport equations was extensively modified to facilitate the introduction of a subgrid-scale (SGS)
turbulence model to be used for Large-Eddy-Simulations. A equidistant grid is used in the streamwise
direction, whereas in the wall normal direction, a stretched grid is used where points are clustered near the
wall.

Computational Results

Before applying the codes to extensive simulations of our laboratory experiments, the codes were
extensively tested and validated to demonstrate their ability and efficiency of obtaining results. In both the
compressible and incompressible simulations, disturbances are introduced into the flow field by periodic
blowing and suction through a slot in the wall near the inflow boundary (see Fig. 10). For this forcing, the
stream wise distribution of the disturbance velocity is such that the net mass flux is zero. Therefore,
predominantly vorticity disturbances of a specified frequency are introduced. Using these two entirely
different numerical approaches, we can validate our calculations by comparing the results of the
compressible and incompressible simulations, even in flow regimes that are outside the scope of Linear
Stability Theory and our experiments. Both codes (compressible and incompressible) were extensively
tested by comparison calculations with linear stability theory. These calculations showed that the codes are
efficient and reliable. For calculating the base flow, the similarity solution for the appropriate
nondimensional temperature difference between wall and ambient is used as initial condition. Using pseudo-
time stepping, the calculation is continued until a given convergence criterion is satisfied. Using these base
flows, numerous unsteady simulations were performed for an isothermal, cooled and heated wall jet. With
the compressible code, all calculations were done for a global Mach number of M=0.3, based on the
maximum velocity at the inflow and the speed of sound in the ambient fluid. This Mach number allows for
reasonably large time steps and ensures that compressibility effects are still negligible. A comparison of
the amplitude and phase development over the streamwise coordinate x is shown in Fig. 11. The agreement
of the compressible and incompressible simulations is excellent.
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Figure 10. Computational domain for numerical simulations.




In Fig. 11, there is a slight deviation of the numerical results compared to the results obtained from
Linear Stability Theory. This difference is due to the fact that Linear Stability Theory can only take
local effects into account, whereas our simulations follow the development of the disturbances
downstream of the blowing and suction slot. In this particular case, the slot was located upstream of the
unstable region of the shear layer mode (outer mode), so that this mode was amplified first. Although it
is damped in the region shown, it still has a finite amplitude and it takes some downstream distance
until its influence on the velocity maximum is negligible compared to the boundary layer mode. From
this point on, the agreement of the results from the numerical simulations and Linear Stability Theory is
excellent. Figure 12 shows the eigenfunctions of the streamwise- and wall normal velocity, u and v.
Again, the results of the compressible and incompressible simulations show excellent agreement. These
results indicate that with our calculations, we are able to capture the relevant physical mechanisms in the
flow. Furthermore, we are convinced that the codes are usable for simulations of highly nonlinear flow
configurations. For a detailed comparison with the ongoing laboratory experiments, a new set of
simulations was started for the case with weak wall heating, using the incompressible code. To account
for the effect of the unheated starting length that was found in the experiments, the concept of the
artificial Prandtl number (discussed in an earlier report) was utilized and we were able to obtain very
good agreement of the experimental and computational mean flow profiles. The linear stability diagram
for the case with a heated wall (Ty=32.5 C, Ty=24 C, F=43.5Hz) is shown in Fig. 13. The solid line
indicates the Reynolds number/wave number pairs at which the experiments were conducted. Using
small amplitude disturbances, the results of experiments and calculations can be compared with Linear
Stability Theory. The baseflow u velocity and temperature profiles, as well as the eigenfunctions u’ and
t', at x/d=20 are shown in Fig. 14. The calculations are in very good agreement with the experiments.
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Investigations of turbulent wall jets.

2.0

Using larger forcing amplitudes, large changes in the mean flow profiles due to nonlinear effects can be
observed (see Figs. 3 and 5). The shear stress at the wall is reduced and the heat transfer from the wall is
increased, in qualitative agreement with the experiments. A quantitative comparison is very difficult
because of the high turbulence level (0.5%) in the experimental facility. This "noise" introduces energy into
the flow that cannot easily be taken into account in the numerical simulations. For investigations of
turbulent wall jets, codes for compressible and incompressible Large Eddy Simulations (LES) are being
developed. The incompressible code is currently being used for the calculation of transitional and turbulent
flat plate boundary layers with zero and strong adverse pressure gradients. We are confident that the
turbulence model used in these simulations can be adapted with only minor modifications for the

1.5 }

1.0 +

0.5

0.0

stable

unstable

e,

Wd=20

experiment

Wd=12

—— ]

Figure 13. Stability diagram of linear stability theory for wall jet with wall temperature T.,; solid line

200

300
Re,

[ X1

400 500

corresponds to downstream domain of experiments.

04}
o2}

6.0

-

1.0

0.8

0.6 +

04

0.2 )

0.0

-

1.0
Y8y

0.0 0.5

Figure 14. Comparison of experimental measurements, linear stability theory, and Direct Numerical
Simulations for Tw=32.5 C, To=24 C, F=43.5 Hz, x/d=20. (a) u-velocity, (b) temperature, (c) amplitude
distributions (eigenfunction) for u’ fluctuations, (d) amplitude distributions for t” fluctuations.

1.5

2.0

25

1.0

0.8

0.6 H

0.4

0.2

0.0

1.0
os |
0.6
Q4 t

0.2

0.0 4
0.0

0.5




CONCLUSIONS

In order to better understand the heat and momentum transfer associated with complex unsteady film-
cooling problems, the plane, lammar, wall jet was investigated experimentally, theoretically, and
numerically for the constant wall temperature boundary condition and with no freestream flow. Measured
streamwise mean flow velocity profiles for the unforced case for small temperature differences (6-8 C)
were compared to the theoretical predictions. When cooling was applied, the inner velocity gradient was the
highest and the maximum velocity was shifted closer to the surface, while heating the surface had the
opposite effects. Disturbances were introduced at excitation levels of 0.6%, 1% and 2% and at two forcing
frequencies corresponding to the inner and outer modes associated with the wall jet. High levels of forcing
(1% and 2%) greatly altered the velocity and temperature profiles. The most significant effects occurred
for inner mode forcing where the total skin friction drag (integrated effect) was reduced by 45% and the
total heat flux was increased by 20%. The skin friction and wall heat flux were less susceptible to outer
mode excitation but the trends were not altered. The same results occurred for both heating and cooling of
the surface. Inner mode forcing had the most significant effects on the velocity and temperature fields.
The initial spatial growth rates associated with the inner mode are greater than the outer mode growth rates.
We hypothesize that it is the outer row of counter-rotating vortices that receive most of the energy under
high levels of forcing and therefore, decrease the velocity gradient near the wall. These large vortices
enhance thermal mixing and produce the observed increase in the temperature gradient near the wall.

ACKNOWLEDGMENTS

This work was supported, in part, by the United States Department of Energy under grant number DE-
FG03-93ER 14396, the Air Force Office of Scientific Research under grant number F49620-94-1-0131 and
NASA Lewis Research Center under the Graduate Student Researchers Program, grant number NGT-
70403#1.

REFERENCES

1. Amitay, M. and Cohen, J., 1993, “The Mean Flow of a Laminar Wall Jet Subjected to Blowing or
Suction”, Phys. Fluids, A 5, 2053.

2. Amitay, M. and Cohen, J., 1996, “Transition in a Two-Dlmensmnal Plane Wall Jet Subjected to
Blowing or Suction”, subrmtted to J Fluid Mech.

3. Bajura, R. A. and Catalano, M. R., 1975, “Transition in a Two-Dimensional Plane Wall Jet”, J. Fluid
Mech., Vol. 70, part 4, 773-799.

4. Bajura, R. A. and Szewezyk, A., 1970, “Experimental Investigation of a Laminar Two-Dimensional
Plane Wall Jet”, Phys. Fluids, 13, 1653.

5. Chun, D. H. and Schwarz, W. H., 1967, “Stability of the Plane Incompressible Viscous Wall Jet
Subjected to Small Disturbances”, Phys. Fluids, 10, 5, 911-915.

6. Cohen J., Amitay M. and Bayly, BJ., 1992, “Laminar-Turbulent Transition of Wall Jet Flows
Subjected to Blowing and Suction”, Phys. Fluids A 4, 283.

7. Glauert, M.B., 1956, “The Wall Jet”, J Fluid Mech, 1, 625-643.

8. Katz, Y., Horev, E. and Wygnanski, 1., 1992, “The Forced Turbulent Wall Jet”, J Fluid Mech, 242,
577-609.

9. Kiline, S. J., and McClintock, F. A., 1953, “Describing Uncertainties in Single Sample Experiments,”
Mechanical Engineering, Vol. 75, Jan., pp. 3-8.

10. Mele, P., Morganti, M., Scibillia, M. F. and Lasek, A., 1986, “Behavior of Wall Jet in Laminar-to-
Turbulent Transition”, AIA4 Journal, 24, 938-939.




11.

12.

13.

14.

15.

16.

Mitachi, K & Ishiguro, R., 1974, “Heat Transfer of Wall Jets”, Heat Transfer: Japanese Research,
27-40.

Riley, N., 1958, “Effects of Compressibility on a Laminar Wall Jet”, Jornal of Fluid Mechanics, 4,
615-628.

Tetervin, N, 1948, “Laminar Flow of a Slightly Viscous Incompressible Fluid that Issues from a Slit
and Passes over a Flat Plate”, NACA TN, No. 1644.

Schwarz W. H. and Caswell B., 1961, “Some Heat Transfer Characteristic of the Two-Dimensional
Laminar Incompressible Wall Jet”, Chemical Engineering Science, 16, 338-351.

Schwarz W. H. and Caswell B., 1961, “Some Heat Transfer Characteristic of the Two-Dimensional
Laminar Incompressible Wall Jet”, Chemical Engineering Science, 16, 338-351.

Zhou, M. D., Heine, C. and Wygnanski, 1., 1993, “The Forced Wall Jet in an External Stream”, AI4A
93-3250.

131




KINETIC THEORY AND LONG RANGE CORRELATIONS
IN MODERATELY DENSE GASES

T. Petrosky and I. Prigogine

Center for Studies in Statistical Mechanics and Complex Systems,
The University of Texas at Austin, Austin, TX 78712 USA.

ABSTRACT

The complex spectral representation of the Liouville operator is applied to
moderately dense gases interacting through hard-core potentials in arbitrary d-
dimensional spaces. It is shown that Markovian kinetic equations exist for all
d. This provides an answer to the long standing question do kinetic equations
exist in two dimensional systems. The non-Markovian effects, such as the long-
time tails for arbitrary n-mode coupling, are estimated by superposition of the
Markovian evolutions in each subspace as introduced in our spectral decomposi-
tion. The long-time tail effects invalidate the traditional kinetic theory based on
a truncation of BBGKY hierarchy for d < 4, as well as the Green—-Kubo formal-
ism, as there appear contributions of order t~1, t71/2 ... coming from multiple
mode-mode couplings even for d = 3.

INTRODUCTION

In spite of much effort the kinetic theory of moderately dense gases faces still a number
of difficulties. Does there exist kinetic Markovian equations for two dimensional (2d) systems,
such as for example, hard disks? What is the effect of the long time tails on the linear response
theory, the so-called Green-Kubo formalism (For an excellent and still up-to-date review of these
problems, see ref. [1], as well as the book by Résibois and de Leener [2]. This book will be
quoted as RL. See also refs. [3-5]). It is well known that reduced distribution functions satisty
master equations which include memory effects (they are “non-Markovian”) [6]. Moreover, these
equations contain still the full complexity of N-body problem and are mostly formal. We want to
show that our recent work on the spectral decomposition of the Liouville operator 7] i provides
an answer to the questions we mentioned. Using our spectral decomposition the non-Markovian
evolution can be split rigorously into independent Markovian evolutions. In line with earlier
work (see RL Ch.X} we shall consider the case of “hard spheres” in an arbitrary number d of
dimensions. We shall show that kinetic Markovian equations exist for all d. Moreover, we can
estimate the long-time tails for arbitrary n-mode coupling and show that they lead to divergences
of the Green—-Kubo integrals for d < 4.

T This will be quoted as I. For quantum mechanics see ref. [8].
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COMPLEX SPECTRAL REPRESENTATIONS

We start with a short summary of our method (see I). The Liouville equation for the N-
particle distribution function (d.f.) p(r™,v",t) is i0p/0t = L p. The Liouvillian L consists of
a free Liouvillian L, and an interaction part 6L, i.e., L = Lo+ 6L = Y, L 4 Zf,\;azl SL(b)
where L{¥ = —iv, - (8/0r,). Our method deals with the class of ensembles corresponding to
the thermodynamic limit (i.e., the number of particle N — oc, and the volume V — oo, with
the number density » = N/V finite). This class includes the canonical distribution. It describes
“persistent” interactions. The eigenfunctions of L, are plane waves (~ exp[i>_; k; - r;]). The
distribution function p therefore can be decomposed into contributions from different degrees of
correlations, p = P®p 4+ PWp 4 P®p+ ... where P is the projection operator which retains
the v-th degree of correlations (see I). For example, P(®) retains the “vacuum component”
po(v"), which is the velocity d.f. with vanishing wavevectors for all particles k¥ = 0, Pt)p
the “inhomogeneity components” py, (vY) with k, # 0 and k=1 = 0 for particles ¢ = 1 to N,
P®p the “binary correlation components” py, x, with k, # 0 and k, # 0, and so on. We have
LoP¥) = P L, PO PW = Pt§, , and 3, P®) = 1.

As we have shown (see (7.45)), the Fourier coefficients with a smaller number of nonvanishing
components in wavevectors k% have a higher order dependence in the volume factor V in the
large volume limit, for example po/px, ~ V. The appearance of these delta-function singularities
leads to the usual cluster expansion of the reduced distribution functions. Also, because of
these singularities, the d.f. p does not belong to the Hilbert space, as its Hilbert norm vanishes
in the thermodynamic limit, {p|p) = [d"zp*(aV)p(z") — 0, where zV¥ = (rV,vV). As a
result, the hermitian operator L acquires complex eigenvalues ZJ(V) breaking time-symmetry.
The time evolution of the system then splits into two semigroups. For Im Z](”) < 0 equilibrium
is approached in our future that is for ¢ — 400, while for Im ZJ("') > 0 equilibrium had been
reached in our past. The domain of the two semigroups do not overlap (see I and ref. [8]). To be
self-consistent we choose the semigroup oriented towards our future. Then we have the complex
spectral representation,

e-iLtlp (0)) = Z Z IF’J-(V)>€_iZJ('y)t<FJ‘(V)|P (0)) (1)

where Fj(") and F]-(”) are bi-orthonormal sets of right- and left-eigenstates of the Liouvillian
with the complex eigenvalue Z](U), respectively. This spectral decomposition has to be used in
conjunction with observables depending on a finite number of variables (see (1.67)).

The eigenstates of L are .given by |Fj(”)) = n,;[P¥) + Q(”)C(")(Z](-V))]|u§.")) and (Fj(")l =
Ty 5 (17J(-V)|[P(”) + D(”)(Z;"))Q(“)] (see (1.98)), where Q®) = 1 — P®) and n,; is a normalization
constant. The “creation operator” C)(z) and the “destruction operator” D®*)(z) are defined
by C¥)(z) = G4%(z)LP®) and D" (z) = PMLGY(z) with the propagator G¥%(z) = Q¥)[z -
QW LQWI-1. :

The states ]u;")) and (f;](-”)[ are right- and left-eigenstates of the “collision operators” %),
te., P2y = Z8uly and (5|9 (ZY)) = (5] where v*) is given by

P (z) = PYLPY) 4 PU W) (z) PW) (2)
The collision operators are dissipative operators, and they are central objects of non-equilibrium

statistical mechanics (see I). The operators C%), D) and %) are associated to graphs such as
represented for » = 0 in Fig. 1.
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Figure 1: Diagram (a) corresponds to the lowest order contribution of the cre-
ation operator C(9, (b) to the destruction operator D(®, and (c) to the collision
operator (.

Note that the elgenvalue problem associated to the collision operators 1) (Z! g “)Y is nonlinear

as the eigenvalue ZJ( appears inside the operators. This will play an important role. Also the
above relations show that the Liouville operator shares the same eigenvalues with the collision
operators Assuming bi- completeness 1n the s;)ace P™) we may always construct a set of states
{(#; “)|} bi-othogonal to {|uJ MY e, Y= 6,,,,50 g and 3 lu(V )(u(” | = P®. In general,
(B8] # (@] (see 1.

In our earlier work, we have repeatedly introduced the concept of “subdynamics.” [9,10]
The relation of subdynamics to the complex spectral representa,txon can be seen through the
projection operators /) defined by ) =3 |F(" )(F | They satisfy the orthogonality and
completeness relations, LIT™) = [T [, II(”)H(“ = ")5,,,“, and 3, T®) = 1 (see (1.139)). T*)
is an extension of P*) to the total Liouvillian L. Because these projection operators commute
with the Liouvillian, each component |p)) = IT®)|p) individually satisfies the Liouville equation.
For this reason, the projection operators II") are associated with subdynamics. Then, (1) leads
to a Markovian equation which is a closed equation for the “privileged component” P®*)p®}(t) of
each subdynamics p®(t),

2P (1)) = 6P (0)

where we have introduced the “global” collision operator

60 =3 g (28) [ )@ = 3 ) 28 (@)
] J

M

This result is important, since as mentioned any component P®) of the total p(t) obeys a non-
Markovian equation with memory effects (see RL). These effects can now be describe by the
superposition of Markov processes.

APPLICATION TO MODERATELY DENSE GASES

After this brief summary we now consider the application of our approach to moderately
dense systems which consist of N hard spheres (d = 3), or hard disks (d = 2) with the same
mass m. We use the “pseudo-Liouvillian” formalism to take into account the singular nature
of the hard sphere interaction (RL Ch.X, see also ref. [11]). We also consider situations near
equilibrium, then the linearized regime of the kinetic equations is applicable (see RL Ch.V).
Reducing the kinetic equation {3) to one-particle d.f.s, we obtain Markovian equations for the

one particle velocity d.f. féo)(vl) (which corresponds to the vacuum of correlation v = 0) as well
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as for the inhomogeneous component f{!(v,) (for which » = 1):

d

St/ (v1,8) = L) (w1 5)

where Lg’) are the reduced one particle collision operators corresponding to (4). More explicitly

LY = Y [—ia- vi+ nky + 025 (€0)] MR = XN (6)
J 7
where £ = —iz and the states |X})) and ((5(?[ in (6) are the right- and left-eigenstates of the

reduced collision operator Lfl“) which shares the same complex eigenvalue Z; = i§; with the
Liouvillian. There are three processes included in (6), the first coming from Ly, the second
being the linearlized Boltzmann operator nK;, and the third coming from mode~mode coupling.
To distinguish the reduced one-particle states |X7)) from the N-particle states lu )) we have
used the double-ket notation for the reduced states. The inner product of the reduced states is
defined as {g|f) = [ dvi¢®¥(v1)~1g*(v1) f(v1), where ¢°? is the normalized Maxwellian ¢*¢(v) =
(Bm/2m) 4 exp(—fma?[2).

The operator K, is the linearized Boltzmann collision operator/ defined by (see RL Chs. V
and X)+

Ko (vo) = [ dvi@Ite]0) (1+ Pus) ¢ (11) @ (v2) (7)

where |0) = |k¥ = 0), and P,; is an exchange operator of the velocities v, and v,. The “binary
collision operator” ¢{“*) is defined in the pseudo-Liouvillian formalism by

£ = VLY = ag—I/ ds (8- vap) [5 (Tap — a08) B — 6 (rop + aoé)] (8)
S vap>0

(a%) replaces v, and

Here, @, is a diameter of the hard spheres, § is the unit vector, the operator b
v by their pre-collisional values v/, and v, and vg = v, — v,

Retaining first only two-mode coupling, the operator £ in (6) becomes
5/3: (5) = /dk/dvb<a’q|t (at) [“q k7bk><aq—k,bk|gz( )t(ab)|a > (1 + Pab) (Ub) (9)

where |ay) = |k, = k, kN1 = 0), |ag, b} = ko = k, ky = K, k=2 = 0), and the reduced two-
particle propagator is defined by ¢,(¢) = [€+iL5™ —nK, —nK,+ ]! with L{* = L + L.
The propagator has to be evalnated as an analytic continued function from the right-half plane
of £&. To obtain (9) we have approximated the N-particle propagator G, in (2) by retaining only
the binary correlation subspace, i.e., G = Gy = Pz — PO Pt

One can expand the propagator g in (9) in a geometrical series of (%) using the propagator
74(6) = [6+iL{*™ —nK, —nK,]"!. Retaining only the lowest order term in the geometrical series
(i.e., replacing g, by g} in (9)) we obtain as an approximation of 6L%(£), the operator L', ().
This new operator 6L’, (£) is well known (see RL Ch. X). For { = € — 0+ it corresponds to the
so-called “ring operator” whose graphical representation is given in Fig. 2.

i In RL 1t denoted by C’C(zl).
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Figure 2: Graphical representation of the simplest “ring process,
dots represent the linearized Boltzmann operator.

In Fig. 2 the propagator are renormalized by the linearized Boltzmann operators (c.f.
RL(X.113)). From the ring diagrams with £ = 4, one then obtain the kinetic equation for
the one particle velocity d.f. ¢(vy): (c.f. RL (X.73))

-g;cp (v, t) = [nKl +6L.° (+e)] @ (v, t) (10)

In contrast, in our approach the ring operator 8L"°(+¢€) is replaced by 5[,’0(50) Here, &7

of order v, instead of & = +e, where y~! = t, = (na?lv,)~! is the mean free time for a
moderate dense system, and v, = (m3)~/? is the “thermal velocity.” This difference is essential,
because our operator is finite while the ring operator 6£,°(-+¢) diverges for d = 2. This can be
shown by separating the contribution of (9) into two parts, the “hydrodynamic part” and the
“nonhydrodynamic part,” §£5° = 8£,° + 6£'%,. Here, §£,° is defined as the contribution of the
integration over k restricted to the domain |k| < ko, while 6Ly, deals with the domain |k| > ko,
where k5! is a constant wave number of the order of the mean free path.

For the hydrodynamic part, the real part of the eigenvalues XX of the linearlized Boltzmann
collision operator nK, are given as Re \X = —k2D,,, where D, are “diffusion coefficients” associ-
ated to summable invariants & € (1,2, - -, d+2) (see RL). The integration over the hydrodynamic
modes then leads to a contribution of the order

k-t

£ ~ et [ kg (1)

where we have approximated £2 ~ v, D, ~ D = vo(a®1n)~1, and t1? ~ a? 'vy. This integral
a 0 0 g

exists for all dimensions. For example, for d = 2 we have 6£;L° ~ (1o/t ) In[1 + (kol,n)?], where
we have introduced the notations I, = /D/y = (ai 'n)~! ~ k;! for the mean free path,
and 75 = t./t, = aln with t. = ao/ve. It is easy to show that the geometrical series of the
propagator in g, converges for moderately dense systems [12]. Furthermore it is well-known
that the non-hydrodynamic part of the ring diagram gives a finite correction to the Boltzmann
collision operator (see refs. [13,14] and also RL). Therefore, Markovian kinetic equations exist
for all dimensions. This is in contrast to (10), as (11) is the diverging integral for d = 2 if v is
replaced by ¢ — 0+.

For the inhomogeneous component Eg) the eigenvalue equation for the right-eigenstate is
given by

[—ia - vy ni 4 LY (69)] P = ) (12)

In the hydrodynamic case with |g| < ko for d = 3, this equation reduces to the same eigenvalue
equation as introduced by Ernst and Dorfman to discuss the nonanalytic dispersion relations
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in classical fluids. [15] We can repeat this calculation for d = 2. We then obtain the following
nonanalytic solution for the class of eigenvalues &2 which vanish in the limit ¢ — 0 for the
hydrodynamic modes o = 1,---,4 [12]

€3 = —igco, — ¢*Dy + ¢* Ay ln (%) , ford=2 (13)
0
where ¢ is the sound velocity, 0; = —0, = 1 for the sound-modes, and o3 = ¢4 = 0 for the share-

mode and the heat-mode, D, > 0, A, > 0and A,/D, ~ 75. In contrast to 3d systems (where the
nonanalyticity is given as ~ ¢%/2 [15,16]) the nonanalytic term of order ¢®In ¢ in (13) dominates
in the real part of the eigenvalues for extremely small values of ¢ satisfying ¢/ky < exp (—=1/7).

As in the homogeneous case, the original ring diagram 6L (+¢) diverges for the 2d case. Our
spectral analysis removes the divergence and leads to a well-defined Markovian kinetic equation
(5) in each subspace. Moreover, we have shown that (12) has a well-defined limit for ¢ — 0, that
is, the right-hand side of (12) vanishes in this limit [12]. Hence we have a consistent description
of the approach to equilibrium.

The qualitative behavior of the eigenvalues of the reduced collision operators for higher-order
correlation subspace (v > 2) is the same as in the inhomogenous subspace with v = 1in (12). The
spectral analysis leads to well-defined Markovian kinetic equations in every subspace. Moreover,
we have again a singular contribution proportional to ¢?In g for the 2d case in addition to the
diffusion process ~ ¢? in each subspace [12].

So far, we have considered the time evolution of reduced d.f.s f((]") that correspond to the
privileged components of the distribution functions P*)p®*) in (3). They obey Markovian kinetic
equations. In actual experiments, however, we follow the evolution of the distribution functions
obtained by the reduction of P®)p, such as ¢(v;) in (10}, and not of P®p®). In our spectral
representation, the long-time tail effects in ¢(v;) is obtained by superposing the Markovian
evolution occurring in each subspace. Let us consider the initial condition |p(0)) = P|p(0)).
Then, (1) gives us

@ (v, t) = LNd/2ZZ/dv2.../dVN<OI (P(V) +C(V) (ZJ(U)>) ‘u;u)>

372 (v v v v
x n2 e 5 G| (PO 4+ D@ (2)) 00l (0))

V}j

(14)

Let us analyze more closely the creation operator (0|C*)(z) which leads from v to 0. It
corresponds to various dynamical processes (involving vertices such as PSLP®) ... and N-
particle propagators G',(z) = PW[z — PWL/PW]-1 where the prime on L’ denotes that the
interactions t(“ in the corresponding reduced propagators g,(£) defined in (9) is excluded, i.e.,
G',(z) corresponds to g, (§) introduced just after (9)}). For example, for v = 3 we have

(01C®) = (OGS LG, [ | 4 6LG) + SLGL6LG) + SLG,3LG, + SLG4S LG,
(15)
+ SLGHO LG, + SLGYS LGy + SLGRS LGy + - - -| §LPB)

and a similar expansion for D®)(z). As a result, formula (14) corresponds to a variety of dynam-
ical processes, some of which are represented in Fig. 3.

Note that the same diagram may contribute to different subdynamics. For example, diagram
(a) gives the contribution P(® exp(—iZJ(-O)t)P(O) to the IT®) subspace, as well as G{SL exp(—iZJ(z)t)
SLGY to I,
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Figure 3: Graphical representation of each term in (14) with the expansion
(15). The lines are corresponding to the propagators G/, with u # 0 and the
vertices to 6L. The label of each line corresponds to the index of the velocity,
e.g., the line labeled by 1 corresponds to v;. In diagram (a), T indicates the
location where the time dependence exp(——iZ}')) t) is evaluated. In diagram (c),
the wavevectors in the propagators are explicitely written.

Let us sketch the estimation of the long-time tail effect of each contribution in (14) with an
example of the IT(?) subspace contribution associated to the intermediate wavevector k; and —k;
in diagram (c) (see ref. [12] for detailed calculations). This contribution corresponds to the term
which consists of G{éL exp(—iZ;z)Jt)éLGg(SLG’z(SLG{). By integration, the N-particle propagators
G, reduce to g/,; for example, Gg(ZJ@)) = gé(fj(?)) = | J(z) + iky - vy — ik - vo + i(k; — ko) -
vy — nK; — nK,; — nK3]™!, and so on. The long-time tails come from the domain of integration
over small wavevectors k; < ko corresponding to the hydrodynamic modes. In this domain the
wave-number dependence of the eigenvalues Z]@) are given by the same type of k; dependence as
in (13) for the 2d case (and a similar dependence for 3d case, except that there the singular part
is replaced by k7/?). For a large time scale (with the restriction ¢/t, < exp(1/7y) for 2d case), we
can show that the singular part of the eigenvalues give negligible correction to the diffusive part
k3D, [12]. Then, substituting the eigenvalue into 53(2), as well as replacing i(k; — k) - v3 — nk;
by its hydrodynamical eigenvalues —|k; — k»|?Dj, we obtain g5 ~ (ak? + bk, -k, + ck2)~1, where
@, b and e are constants of the order of D given in (11), and we have estimated only the share-
mode and the heat-mode, since they give the slowest decaying process. The propagator ¢ has
a singularity at k; — k; = 0. We have a similar estimation of the wave-number dependence for
g, for pu # 0. However, we have a different expression for gg, since gj ~ (kiD, + )™ ~ 77}
for k; < ko. Hence, gy has not a singularity at k; = 0. The reduction of the vertex §L leads to
@ " and in the hydrodynamic domain, one can neglect the wave-number dependence (see RL
(X.100)), then t(*® ~ a% 'v, as in (11). Combining these order of magnitude estimations, the
time dependence of diagram (c) in Fig. 3 is

ko . ko ~ 1 2 1 1 1 ‘
d-1 .d—1 dk., = —kiDt Z o t2_d 16
0 dkiky / dkl/o dksk; / 25 € ak? + bk, - ko + ck2 dk? + ek2 (16)

where R, are unit vectors, d and e are also constants of the order of D, and we have changed
the dummy variables as z; = k;v/Dt, and replaced the upper limit of the integrals by infinity by
neglecting exponentially small terms.

One can easily apply this estimation to an arbitrary term in (14). The result is summarized
as follows: We first draw the corresponding graph for each term of (14) with the expansion of
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type (15). Then we count the number of lines in each intermediate state. Let us denote the
maximum number of lines by 5. For fixed 7, the slowest decaying process is given by the process
in which the number g of lines first increase (starting with 4 = 0) and reaching the maximum
value p = 7, then decrease reaching y = 0. For example, diagrams (c) to (e) corresponds to the
case 7 = 3. Among them diagrams (c) and (d} gives the slowest damping, while (e) corresponds
to a more rapid decay. There is therefore a close connection between the topology of the diagrams
and the long time contributions.

Denoting the contribution of the slowest process by ¢"(vy,t) for given 7, we have obtained

O (v, t) ~ Téd—l)(ﬂ—l) (t/tr)(‘l—d)(n—l)/z—z o

The classical results for mode-mode coupling are of course recovered as ¢3_; ~ t73/2 and ¢?_, ~
t=!, but three mode coupling leads to slower process as ¢3_5 ~ t71.

The difference between our results and the results for the velocity autocorrelation functions
obtained by Dorfman and Cohen [17], as well as by Résibois and Pomeau [18,19], comes from the
fact that we avoid the use of any recipe based on the so-called the “most diverging contributions”
in a density expansion (see the comment at p271 in RL).

CONCLUDING REMARKS

Let us discuss consequences of our result (17).

1) For d < 4, higher order correlations lead to diverging contribution of (17) for large time,
so that there is a radius of convergence t,. For times ¢ < t;, one can use the expansion (15).
The value of t; can be found by taking the ratio of (17) between  and + 1. Then we have
to/t, = Tg(d_l)/(d_4), which gives us t,/t, = 75! for d = 2 and t,/t, = 75" for d = 3. For
d = 2, this time scale is much less than ¢, exp(1/7) for moderate dense systems, which is
consistent with the approximation we introduced when we have neglected the singular part
kZInk; of the eigenvalue of the Liouvillian in the hydrodynamic modes. For extremely long
time scale ¢/t, > exp(1l/7p) when we cannot neglect the logarithmic term in the eigenvalue, ¢
exceeds the radius of convergence t,. Hence, for this time scale the expansion in terms of the
ring processes is not applicable to 2d systems.

2) There is a critical dimension at d = 4. Higher order correlations lead to slower decay
process for d < 4, while they lead to quicker decay process for d > 4.

3) For d — oo, the long-time tail effects vanish, and the evolution of the one-particle velocity
d.f. ¢(vy,t) is governed by a Markovian kinetic equation in the 7% subspace.

Let us conclude with some general remarks. The traditional approach of the kinetic theory
based on the BBGKY hierarchy relays upon a truncation of the hierarchy at a certain order of
correlations. Because the higher order correlations become more important for asymptotic times
and for d < 4, this truncation is incorrect. There are also difficulties due to truncation in the non-
hydrodynamic contributions. With the renormalization of the ring processes binary correlations
leads n™ contribution in the density expansion, but so lead also higher order correlations up to
(m + 1)-th order of correlations.

The long-time tail effects described by (17) invalidate the Green—-Kubo formalism for d < 4.
This was well known for d = 2, but it is also true for d = 3 as there appear contributions of
t~t, t~Y2, ... coming from multiple mode-mode couplings. Still the linear response formalism
remains a valuable tool when used for times where the Markovian approximation to transport

* We have obtained a different estimation of their propagator Xg(t) from the one postulated in refs. [18-
20], i.e., we have obtained | Xy (v1;t)| > t'/? exp(—bk?t) for higher mode processes [12], which in contrast
with their assumption of the existence of an upper bound of the propagator.
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theory is valid [21]. Also it is rigorous for d — co. There appears an amusing analogy with the
mean field approach in equilibrium statistical mechanics.

In conclusion our approach based on the spectral decomposition of the Liouville operator
which avoids carefully non-dynamical assumptions appears to be of special interest when going
beyond the limit of dilute gases.
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Double Phase Slips and Bound Defect Pairs in Parametrically Driven Waves

Hermann Riecke and Glen D. Granzow
Department of Engineering Sciences and Applied Mathematics
Northwestern University, Evanston, IL 60208, USA

Spatio-temporal chaos in parametrically driven waves is investigated in one and two di-
mensions using numerical simulations of Ginzburg-Landau equations. A regime is identified
in which in one dimension the dynamics are due to double phase slips. In very small systems
they are found to arise through a Hopf bifurcation off a mixed mode. In large systems they
can lead to a state of localized spatio-temporal chaos, which can be understood within the
framework of phase dynamics. In two dimensions the double phase slips are replaced by
bound defect pairs. Our simulations indicate the possibility of an unbinding transition of
these pairs, which is associated with a transition from ordered to disordered defect chaos.

I. INTRODUCTION

While low-dimensional chaotic dynamics are quite well understood this is not the case for chaotic
dynamics of high dimension as. for instance. spatio-temporal chaos. Spatio-temporal chaos arises in systems
in which spatial degrees of freedom play an important role and the structures are not only chaotic in time
but also in space. These dynamics arise often in pattern-forming systems when all ordered patterns become
unstable. Of particular interest are systems in which the chaos is extensive, i.e. systems in which quantities
like the attractor dimension and the number of positive Lyapunov exponents grow linearly with the system
size. so that one can think of them as a large number of coupled. chaotic entities.

Spatio-temporal chaos i1s found in many experimental systems. It has been extensively studied in
convection where a number of different types have been observed. In the presence of rotation, a classic
result is the occurrence of domain chaos. It is due to the Kiippers-Lortz instability which renders steady
convection rolls unstable to rolls with a different orientation [1]. Since the new rolls are susceptible to the
same instability a persistent switching of patches of rolls of different orientations is observerd {2]. Very
recently spatio-temporal chaos has also been found (without rotation) in regimes in which the convection
rolls are in fact linearly stable. Sufficiently large perturbations, however, lead to a state of spiral-defect chaos
in which spirals and other types of defects dominate [3].

Another type of spatio-temporal chaos arises in electroconvection in nematic liquic crystals in a traveling
wave regime [4]. Due to the axial anisotropy of this system the waves travel only in certain directions relative
to the axis of anisotropy. In the regime n question they travel obliquely to that direction and because of
the reflection symmetries of the system the dyvnamics is governed by the competition of waves traveling in 4
directions. The chaotic dvnamics arise immediately at the onset of convection and is characterized by defects
in the various wave components. Associated with each defect is a suppresion of the corresponding wave
amplitude leading to domains in which one or two of the wave components dominate. Some understanding
of these dyvnamics and their possible origin has been obtained within a set of coupled Ginzburg-Landau
equations [5]. Spatio-temporal chaos of traveling waves in an isotropic system arise in convection in binary
mixtures [6].

A very rich class of pattern-forming systems are parametrically driven waves, the standard realization
being surface waves on a fluid that are excited by a vertical shaking of the container at twice the frequency of
the waves. Depending on the fluid parameters and the driving frequency spatially periodic and quasi-periodic
patterns of various kinds have been found as well as transitions to spatio-temporal chaos [7]. Strikingly, very
similar phenomena can be found even if the fluid is replaced by a granular medium like sand [8].

In the present communication we present theoretical results for the dynamics of parametrically driven
waves in one and two dimensions within the framework of Ginzburg-Landau equations. In the one-
dimensional analysis we address the important question how to characterize the behavior of a spatially and
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temporally chaotic state on length scales that are much larger than the typical wavelength. The response
of regular periodic patterns to long-wave perturbations is well understood; in some sense it is a dissipa-
tive analogue to sound waves in crystals. For steady patterns the response is typically diffusive whereas
for oscillatory patterns it is propagative. Both can be described by phase equations (or equations for the
local wavenumber). Here we describe a chaotic state for which the same type of description is possible,
l.e. although the dynamics on short scales is chaotic in space and time, the large-scale behavior of that
state is diffusive. This striking behavior is due to the fact that the chaotic state is driven by double phase
slips as described below. We show that the homogeneously chaotic state can become diffusively unstable on
large scales and separates into arrays of chaotic and non-chaotic domains very similar to phase separation
in mixtures. This provides a mechanism that can lead to the localization of the chaotic dynamics in space.

Experimentally, localized spatio-temporal chaos has been observed in Taylor vortex flow {9], Rayleigh-
Bénard convection [10], and parametrically excited surface waves [11]. So far, the localization mechanism in
these systems is, however, only poorly understood.

In the second part we present ongoing work on the dynamics that arise in two dimensions in the regime
in which double-phase slips occur in one dimension. As discussed below it leads to ‘fluctuating bound defect
pairs’ . We present evidence that indicates a transition from an ordered state of defect chaos to a disordered
one. This transition appears to be associated with an “unbinding’ of the defect pairs.

II. GINZBURG-LANDAU EQUATIONS FOR PARAMETRICALLY DRIVEN WAVES

To obtain a tractable model for parametrically driven waves we consider systems that exhibit a super-
critical Hopf bifurcation to traveling waves, i.e. when the control parameter is increased beyond a certain
threshold value the basic state becomes unstable to small-amplitude traveling waves. This is, for instance,
the case in electroconvection of nematic liquid crystals {4]'. Just below the Hopf bifurcation the traveling-
wave modes are only weakly damped. Therefore a small driving is sufficient to excite standing waves of small
amplitude. Consequently, a weakly nonlinear description is possible by expanding about the unforced basic
state and treating the forcing and the damping as small perturbations. This leads to two coupled equations
for the complex amplitudes of the traveling-wave components, i.e. physical quantities like the vertical fluid
velocity u in the midplane of a convection system are given by

u(r,t) = €A(N. Y. T)e' 9T L ¢ B(X, Y, T)e 9™ 5 4 ¢, + ofe). (n)

The complex amplitudes A and B vary on the slow time and space scales, T = ¢’t, X = ¢z, and Y = ey
withr = (z,y), and e € 1.

Using standard symmetry arguments one obtains for the amplitudes A and B in one dimension the
Ginzburg-Landau equations [13]

OrA + s0x A = do% A+ aA + bB + cA(|A] + |B]*) + gA| B, (2)
ArB —s0xB=d"0%B+a B +bA+c¢ B(|A1> +|B|?) + ¢"BJA|%. (3)

The coefficients in (2.3) are complex except for s and b, which are real. The real part a, of the coeflicient of
the linear term a gives the linear damping of the traveling waves in the absence of the periodic forcing and is
proportional to the distance from the Hopf bifurcation. The coefficient of the linear coupling term b gives the
amplitude of the periodic forcing as can be seen from the fact that it breaks the continuous time-translation

!Convection in binary mixtures also exhibits a Hopf bifurcation to traveling waves. It is, however, subcritical [6] and
the waves appear right away with finite amplitude. An analysis of the parametric forcing of that system is therefore
more complicated [12].
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symmetry t — t + At that implies the transformation A — Ae*Atwe/2 B, Be=iAtws/2 The imaginary part
a; of the coefficient of the linear term a gives the difference between the frequency of the unforced waves
and half the forcing frequency w..

The same Ginzburg-Landau equations are obtained also for systems that do not exhibit a Hopf bi-
furcation, if they have weakly damped traveling wave modes. This is the case for surface waves on fluids
with small viscosity. Then again only a small driving is necessary to excite the surface waves and one can
perform the same kind of expansions. In that case a, < 0 represents the damping of the waves and the group
velocity parameter s is in general complex, indicating that the dissipation depends already linearly on the
wavenumber. However, all dissipative terms are small.

In addition to the trivial solution A = B = 0 (2,3) possess three types of simple solutions: |A| = |B| =
const, |A| # |B| (both constant), and [A| = |B| (both time-periodic). We are in particular interested in
the first type, which corresponds in the physical system to standing waves which are phase-locked to the
parametric forcing, i.e. they are excited by the forcing. With increasing a, they become unstable to solutions
of the second type, which correspond to traveling waves as they exist also in the absence of the periodic
forcing. Solutions of the third type correspond to standing waves that are not phase-locked to the forcing.
For g, < 0 they are unstable to the traveling waves.

The response of the phase-locked standing waves to long-wave perturbations can be described using a
phase equation [14],

dro = D(q)0% ¢ with ¢ = dx ¢, (4)

which due to the spatial reflection symmetry of the waves is a (nonlinear) diffusion equation. The diffusion
coefficient is not necessarily positive and its sign-change indicates an instability of the waves, the Eckhaus
instability. For the one-dimensional case the diffusion coefficient was given in [14]. The resulting stability
limits as they are relevant for the first part of the paper are shown in fig.1a. The neutral curve, above which
the basic state is unstable to standing-wave perturbations, is given by the dashed line. The solid line gives
the Eckhaus instability of the phase-locked standing waves. In the second part of the paper we will consider
a case in which traveling waves appear in the absence of forcing, i.e. a, > 0. The corresponding stability
regions are shown in fig.1b. The neutral curve is given by the dashed line, neutral curve for the appearance
of traveling waves by a dotted line. Their Eckhaus instability is denoted by a solid line. In addition to the
Eckhaus instability also a parity-breaking instability arises in which the standing waves become unstable to
traveling waves. It is indicated by a dashed-dotted line. Over some range of parameters the parity-breaking
instability is preempted by a mode that arises first at finite modulation wavenumber (open squares). It
emerges from the parity-breaking instability. The standing waves are stable only inside the region marked
by the solid lines and the squares.
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FIG. 1. Linear stability diagram for c = —=14+4i.d =14 0.5¢, s = 0.2, g = =1 — 124. a) a = —0.05, b) a, = 0.25.
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III. DYNAMICS IN A SMALL SYSTEM

The central new feature of the standing waves to be discussed in this paper is the appearance of ‘double
phase slips’ [15,16]. Usually the Eckhaus instability leads to a single phase slip which changes the total
phase in the system and through which the wavenumber of the pattern jumps from outside the stable band
to inside the band. Such an event is shown in fig.2a. While this occurs also in this system when the Eckhaus
instability is crossed for weak forcing, it is not the case for larger forcing: for b &~ 0.4 and above the same
perturbation leads to a double phase slip, which consists of two consecutive phase slips that undo each other
as shown in fig.2b. After the double phase slip the pattern has the same wave number as before and can
undergo the same instability again leading to persistent dynamics. It can be periodic or irregular as discussed
in sec.IV.
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FIG. 2. Space-time diagrams showing a) single phase slip for small values of the forcing amplitude (e.g. b = 0.1),
and b) double phase slip observed for larger values of the forcing amplitude (e.g. b = 0.6). Other parameters as in
fig.1a.

FIG. 3. Mixed-mode solution for L = 11.2

To study the origin of the double phase slip we consider a minimal system in which only the Fourier
modes 0 and 1 are important and simulate {(2,3) numerically with a pseudospectral code keeping only the
Fourier modes -4 to +4. Changing the length of the system at fixed & = 1.0 we find the phase portraits
shown in fig.4a and fig.4b. In each run the same pattern very close to the solution with one wavelength in
the system is chosen as initial condition (solid diamond). For small length (large wavenumber) this initial
condition rapidly evolves to the homogeneous solution (short dashes and open triangle).

When the length is increased the homogeneous solution becomes unstable and a new stable fixed point
corresponding to a mixed mode involving Fourier modes 0 as well as 1 arises (open circle). Consequently the
solution converges to that mixed mode. Fig.3 shows the real and imaginary parts of the amplitude A of the
mixed mode for L = 11.2. With increasing L the mixed-mode fixed point moves to the left and the trajectory
turns around. For L = 11.2 the mixed-mode fixed point. which was a stable node for smaller L, becomes
a stable spiral point (open square}). When L is increased to L = 11.3 the spiral point becomes unstable
and generates a stable limit cycle as is shown in fig.4b. Closer inspection of that phase portrait shows that
the trajectory follows a three-dimensional path: while it starts outside the limit cycle it intersects itself a
number of times and eventually approaches the limit cycle from inside. This indicates that a model that is to
capture the mixed mode, its limit cycle, and the two fixed points corresponding to the homogeneous solution
and that with one wavelength hasto be at least three-dimensional. For yet larger L, a second mixed-mode
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fixed point appears, which is associated with the Eckhaus instability of the solution with one wavelength. It
becomes important when the limit cycle grows and eventually becomes homociinic to this additional fixed
point around L = 12.
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FIG. 4. Phase space projected onto the magnitude of the Fourier modes 0 and 1 for increasing values of the system
length L. a} L = 8 (short dashes), L = 10 (long dashes), and L = 11.2 (solid line). Initial condition is marked by a
solid diamond. the final fixed point by open symbols. b) L = 11.3.

IV. DYNAMICS IN A LARGE SYSTEM

While in the small system discussed in sec.III only simple dynamics was found, complex dynamics arises
if the double phase slips can occur at more than one location. Here we describe results for large systems where
a surprisingly simple description of the large-scale behavior is possible. Our search for such a description
was motivated by states of localized spatio-temporal chaos [15,16]. An example is shown in fig.5 where each
of the double phase slips is marked as a dot. An initial perturbation triggers a double phase slip. In its
vicinity more double phase slips arise and the chaotic activity starts to spread. However, by t = 50,000
the width of the chaotic domain stops growing and a stable state is reached, in which the chaotic activity
is confined to part of the homogeneous system. At first sight, this result is very surprising; one might have
expected that the chaotic activiry would always spread through the whole system.
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FIG. 5. Localized spatio-temporal chaos for b = 0.6 (other parameters as in fig.1a); the averaged effective wavenum-
ber is < ¢ >=0.377).

FIG. 6. Diffusion coefficient of the non-chaotic and the chaotic pattern for b = 0.6 (other parameters as in fig.1a}).
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The mechanism for the localization is due to the fact that double phase slips conserve the total phase,
i.e. the wavelength of the pattern is the same before and after the double phase slip. Thus, a time-averaged
pattern has a well-defined wavenumber ¢ and a well-defined phase é. Since the phase is conserved it is
expected to satisfy a slow evolution equation, which on symmetry grounds has the form of a diffusion
equation

0ré = D(§)0%¢. (5)

Through a detailed numerical study of the response of the extended chaotic state to a time-periodic per-
turbation we have explicitly demonstrated the diffusive behavior of the chaotic state on large scales [15,16].
This allowed us also to determine the effective diffusion coefficient D(§) as a function of §. The result is
shown in fig.6. The solid line shows the analytic result for the usual diffusion coefficient D(gq) (cf. (4))
which becomes negative at the Eckhaus stability limit. For larger wavenumbers the pattern is unstable to
phase slips and undergoes persistent double phase slips. However. a state in which this chaotic activity is
homogeneously distributed over the system is not stable to long-wave perturbations as long as the effective
diffusion coefficient D is negative. Thus, there is a stability gap in wavenumber for which neither the regular
nor the chaotic state are diffusively stable (see fig.6). If the initial wavenumber is chosen in that range
the pattern has to break up into domains with large wavenumber, which are chaotic, and domains with
smaller wavenumber, which are not chaotic. It cannot go into the chaotic (or the non-chaotic) everywhere in
space since the total phase, i.e. the integral over the wavenumber, is conserved in the process. Thus, if the
wavenumber increases in some part it has to decrease in another part of the system. This separation into
domains is very much the same as the phase separation found in equilibrium (fluid) mixtures when they are
quenched into the miscibility gap.

V. DYNAMICS IN TWO DIMENSIONS

The wavelength-changing process that occurs in one dimension via a phase slip involves in two dimen-
sional patterns the creation (or annihilation) of a pair of defects (dislocations). It is therefore tempting to
speculate that a double phase slip will correspond to the creation and annihilation of a ‘bound defect pair’,
i.e. two defects will be created together and will annihilate each other soon thereafter. This would be in
contrast to the dynamics observed usually (e.g. in the single complex Ginzburg-Landau equation) where the
defects that are created together are not strongly correlated [17,18]. If such a regime of fluctuating bound
defect pairs exists one may expect also a transition in which the defects become unbound. In thermodynamic
equilibrium such unbinding transitions have found great interest in the context of two-dimensional melting
[19] and of vortex unbinding in thin-film superconductors [20]. We are currently investigating the possibility
of such a transition in this non-equilibrium system.

We have obtained preliminary results that indicate that such a transition may exist for parameters
corresponding to the stability diagram shown in fig.1b. Since no double phase slips seem to occur in the
single Ginzburg-Landau equation describing traveling waves we consider a regime in which there exists a
transition from parametrically forced standing waves to traveling waves, i.e. a parity-breaking instability.
This is the case for a, > 0 as shown in fig.1b. For large b the standing waves are unstable at all wavenumbers
as in the case discussed above and double phase slips occur. With decreasing b the parity-breaking instability
is approached and we expect that the double phase slips may become replaced by single phase slips in its
vicinity.

Fig.7a.b show space-time diagrams for the y-location of defects for simulations for b = 2 and a, = —0.05,
and b = 0.5 and a, = 0.25. For these simulations (2,3} have been extended to two dimensions by replacing
the second derivative by a Laplacian. For large b (fig.7a) the defects behave as expected: after their creation
they move apart, turn around and annihilate each other again, forming a loop in the space-time diagram.
Even in this regime there are loops containing more than one defect pair. Fig.8 shows the statistics of loops
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of different sizes (solid symbols): although larger loops occur, their relative frequency decays very rapidly
(exponentially) with size. For smaller b the space-time diagram of the defect location is considerably more
complicated and offers no simple picture of the dynamics. The corresponding statistics of loop sizes is shown
in fig.8 with open symbols. Still most loops contain only one defect pair; this reflects essentially the fact
that even if the two defects that are created together moved in a completely uncorrelated fashion they would
still be annihilated most likely by their ‘partner’ since it is closest initially. However, fig.8 shows that large
loops are now considerably more frequent. In fact, a power-law decay is more consistent with the data than
an exponential decay (cf. fig.8b). It should be mentioned, that the two-dimensional correlation functions of
the patterns themselves show also a drastic difference: while for b = 2 the pattern is strongly correlated and
consists of quite ordered stripes, the correlation function decays rapidly and almost isotropically for & = 0.5
[21]. Thus, the two regimes could also be called ordered and disordered defect chaos.
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FIG. 7. y-component of the trajectory of defects. a) b = 2 {other parameters as in fig.1a); b = 0.5 (other parameters
as in fig.1b}.
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FIG. 8. Relative frequency of defect loops as a function of the number of defect pairs being part of them. open
symbols: b = 2 {other parameters as in fig.1a); solid symbols: b = 0.5 (other parameters as in fig.1b). The

double-logarithmic plot indicates that for & = 0.5 the distribution is better approximated by a power law than by an
exponential.

Current and future work is directed to identify whether the change between the two regimes shown
in this paper is smooth or whether it involves a true transition. As diagnostics we are not only using the
loop-size distribution, but also the defect life-time, the spatial extent of the loops, the distances travelled by

each defect. as well as correlation functions.
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ABSOLUTE INSTABILITY FROM LINEAR CONVERSION OF
COUNTER-PROPAGATING POSITIVE AND NEGATIVE ENERGY WAVES
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ABSTRACT

The resonant interaction of a negative-energy wave with a positive-
energy wave gives rise to a linear instability. Whereas a single crossing of
rays in a nonuniform medium leads to a conwvectively saturated instability,
we show that a double crossing can yield an absolute instability.

A negative-energy wave has the property that the system in the presence of the wave
has less energy than in its absense. If a positive-energy wave (a) interacts resonantly with
a negative-energy wave (b), both waves may grow in time, while conserving total wave
energy:

0 = dW/dt = dW,/dt + dW,/dt .

For exponential growth at amplitude-rate v, we have

AW, /dt = 24W, ,
dWy/dt = —d|W,|/dt = =24|W)| = 29Wy ;

thus Wy(t) = —W,(¢).
For waves propagating freely in a weakly nonuniform medium (variation in z, say),

we represent the waves (j = a, b) in eikonal form, with k2 # k8, ky = k;, ké = kb we = wh

Yi(x,t) = z/;jexpi[/ ki(z"Ydz' + kyy + k.2 — wi],

valid in the non-resonant regions. Resonance occurs at regions where k2 ~ k8.

In Figure 1, we illustrate a situation that occurs when both waves [represented by their
rays ki(z) | have caustics (dk,/dz = 00). Then there are two ray crossings, or resonances.
At these crossings (where the wave amplitudes TZj change rapidly), both waves increase
their absolute energy as a result of their interaction.
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Consider the lower crossing. Let the ratio of transmitted to incident energy flux of
wave a be T > 1, and of converted flux of b to incident flux be C < 0. Then energy
conservation states

T + c=1 )

IC|=T~1.

In order that amplification of both waves occurs, we need |C| > 1, or T > 2.
The transmission T' can be expressed [1] in terms of the coupling n between the two
waves, and the Poisson Bracket magnitude B of the two dispersion functions Dj(z, k;):

T = exp2n|n|*/B,

B = |{D,, Dy}
= |(0D4/0x)(0Ds/Oky) — (0D, [0k )(0Dy/0z)] .
The condition T > 2 thus yields a threshold coupling strength 7, for the instability:

nen|? = B(ln2)/2r .

To evaluate B, we examine the dispersion functions in more detail. In the neighbor-
hood of a caustic, each ray (j = a,bd) is a parabolic curve: z(k;) = z; + B;k2, where
z; = z(k; = 0) is the caustic location, and 8 = dz/dk? is the ray curvature. The two rays
thus cross at k, = +(Az/AB)/? = +k¢, where Az = z, — x; is the caustic separation,
and AB = By — B, is the curvature difference. It follows that the dispersion functions have
the form

Dj(z, kz) = (Di)(z — z; — Bjk3)

where

Di = 0D;/0z = —(8D,/0w)(8w]dz); = (8D, /duw)ki < 0

is proportional to the (constant) ray velocity in the k, direction. We obtain (after straight-
forward algebra)

|B| = dD2DL(AB)kS = 2D2DY(ABAT)Y? . (1)
Thus, for given parameters, the threshold coupling is minimized by minimsizing the caustic

separation Az.

To determine the latter, we impose the requirement of phase matching: the phase
change A¢ of ray a (say), after one circuit, must be an integer multiple N of 27: A¢ = 27 N.
To find A¢, we use eikonal theory (to lowest order in n): A¢ = — § z(k,)dk, — /2, where
the first term is the standard phase integral (the area enclosed by the rays), and the second
term is the sum of the two (lowest-order) phase shifts at the conversion points [2]. The
evaluation of the phase integral is elementary: § z(k,)dk, = (4/3)(AB)~Y/2(Az)3/2. The

minimum separation Az,,;, is thus obtained by setting N = 0:

Az min = (37/8)23(A8)M° . (2)
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Inserting Eq.(2) into Eq.(1), we have | B|min = (37)1/3D2D%(AB)?/3, yielding the threshold
lnl® = [(In2)/2x)(37) /* DI DI (ALY . (3)

To obtain the positive growth rate v (when T > 2), we track the energy around one circuit,
obtaining v = [In(T — 1)]/7, where 7 is the time interval for a circuit:

r= Y [ ki)

j=a,b

= (k2|71 + RS~ 1)(3m) 2 (AB) 2,

and Eq.(2) has been used.

In conclusion, the general double-crossing mode-conversion problem supports a dis-
crete set of modes, labelled by N above. As the coupling between the modes increases,
more of these modes are (absolutely) unstable. For couplings below the threshold value,
Eq.(3), all modes are stable. This double-crossing instability can occur in physically dif-
ferent types of wave phenomena.

Acknowledgements

This work was supported by the U. S. Department of Energy under contract No.
DE-AC03-76SF00098.

References

1. A.J. Brizard, J.J. Morehead, A.N. Kaufman, and E.R. Tracy, “Double-Cross Instabil-
ity: An Absolute Instability Caused by Counter-Propagating Positive- and Negative-
Energy Waves ,” Phys. Rev. Lett. 77, 1500 (1996).

2. J.J. Morehead, “Phase Shifts of Mode Conversion,” to be published.

151




a(+)
£z

e
rd
”

Figure 1. Orbits of the positive-energy wave (a) and negative—energy wave (b)




ENZYME STRUCTURE AND ACTIVITY AT LIQUID-LIQUID INTERFACES
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ABSTRACT

Understanding the behavior of proteins interaction at oil/water interfaces
is crucial to the design of two-phase bioprocesses (aqueous/organic). An
examination of the mechanism of protein adsorption at the oil/water interface
was undertaken using tensiometry, transmission electron microscopy (TEM)
and a novel total internal reflection fluorescence spectrometer (TIRFS),
constructed to monitor adsorption dynamics. Dynamic interfacial tension
measurements of protein adsorption show three regimes which can be described
by diffusion to the interface, adsorption and denaturation of the adsorbed
protein. TEM micrographs show a network of proteins in the adsorbed layer at
long times. TIRFS data show that this network formation or protein
entanglement in the adsorbed state requires a long period of time to occur. A
series of two-monomer random polyamino acids used as model proteins
demonstrate many of the adsorption characteristics observed for natural
proteins.

INTRODUCTION

Biological approaches for the treatment of hazardous or mixed wastes and for the
processing of hydrocarbon mixtures have demonstrated utility [1,2]. Many of these
applications require interaction of the reacting phase with a non-aqueous liquid phase.
However, many biological catalysts requires an aqueous milieu for activity. In order to exploit
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the advantages of these biological mechanisms an efficient means to contact the reacting aqueous
medium with the non-aqueous feed is required. Two-phase liquid-emulsion bioreaction systems
have been considered for these applications. Although two-phase bioreactors have been
developed for various processes, the lack of fundamental understanding presents challenges for
design and scaleup.

One aspect of understanding emulsion bioreactor performance is characterizing the
oil/water (O/W) interface. The nature of the O/W interface determines emulsion stability,
interfacial mass transport and enzyme reactivity. Adsorption of proteins from the aqueous
phase at the O/W interface affects all these properties. We have employed interfacial
tensiometry, transmission electron microscopy (TEM) and total internal reflection fluorescence
spectroscopy (TIRFS) to understand the time scales of adsorption and the affect of the O/W
interface on protein conformation.

Understanding protein adsorption is made complex by the nature of the proteins. To
facilitate understanding of the adsorption process we have employed poly-amino acid
copolymers as model proteins. The dynamic interfacial tension of a series of glutamic acid
copolymers with varying hydrophobicities of the second amino acid has been studied.

PROTEIN ADSORPTION
Pendant Drop Tensiometry.

We have applied pendant drop tensiometry to study the dynamics of protein
adsorption at a heptane/water interface. This technique involves fitting the Young-Laplace
equation, using the interfacial tension as the fitting parameter, to the coordinates of the drop
edge as measured by image analysis [3,4]. The pendant drop technique is well-suited to study
dynamics because the system is not perturbed by deformation of the interface in order to
perform the measurement. This technique is more convenient to apply to O/W systems than
DuNouy ring or Wilhelmy plate techniques.

Our recent work has examined the dynamics of adsorption of ovalbumin, B-casein,
lysozyme and bovine serum albumin (BSA) at the heptane/buffer interface. Figure 1 shows the
concentration dependence of ovalbumin tension at pH 7.1. Low bulk concentrations show a lag
period where diffusional effects are significant. As concentration is increased, this lag time is
eliminated, and only the long-term effects are seen. At longer times the interface becomes
saturated with protein molecules and a steep decrease in the tension is observed. At very long
times, on the order of 24 hours, a continuous, steady decrease in interfacial tension is observed.
Continuous reduction in tension may be attributed to slow conformational change and
aggregation of this globular protein at the O/W interface [5].

Figure 2 shows the dynamic interfacial tension of four proteins studied at a single, low
concentration. The same dynamic characteristics discussed above for ovalbumin at low
concentrations are observed for lysozyme and BSA. The adsorption of the random coil protein,
B-casein, however shows markedly different dynamics. Low concentrations promote short-
time diffusional effects. However, at extended periods B-casein approaches a constant
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Figure 1. Dynamic Interfacial Tension of Ovalbumin. Tensions of the heptane/water interface were measured at
room temperature. The water is a 0.1M sodium phosphate buffer solution at pH 7.1.

time (hr)
0.001 0.01 0.1 1 10
55 E T — 1 T T T
: .
s fFR—
g F
Zz 45 F
5 =
Ea:
£35 E
CEN:
G 25 : : ovalbumin I
- - 1 7
EPE] N gpme
20 E ° |I3:-ca9em |
15 *
1 10! 102

time (8)

Figure 2. Dynamic Interfacial Tension of Protein Solutions. Tensions of the heptane/water interface were measured
at room temperature. The water is a 0.1M sodium phosphate buffer solution at pH 7.1. Protein concentration was
10mg/1 for alt of the proteins.

interfacial tension of 19 mN/m at a concentration of 10 mg/l. This apparent equilibrium
suggests the random-coil nature of this protein enables a more rapid approach to a final
adsorption state.

Qualitative information on the adsorbed protein layer has been obtained from a
perturbation of the pendant drop after the protein has interacted with the O/W interface for
long times (> 18 hours). Withdrawal of the aqueous solution from the drop interior results in
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compression of the adsorbed protein layer. Compression of the protein layer leads to collapse
of the drop shape and a wrinkling of the gel-like protein film. This phenomenon is
macroscopically visible, and suggests a significant interaction between protein molecules
present at the interface in order to form an agglomerated network or an entangled polymeric
matrix. The strength of this protein film is sufficient to permit it to be harvested in a manner
similar to Langmuir-Blodgett techniques. Transmission Electron Microscopy.

Compression of protein layers adsorbed at the O/W interface leads to collapse of the
drop shape and a wrinkling of the gel-like protein film. This phenomenon is macroscopically
visible, and suggests a significant quantity of interacting protein molecules are present at the
interface. TEM of protein layers collected from a planar interface was performed to validate
this observation and obtain general structural information of gel layer

For TEM experiments, a glass slide with copper electron microscopy grids is covered
with a microporous polymeric formvar film. This film provides structural support for the
protein layer, yet allows direct observation through the 0.5 micron holes. The microporous
formvar support can be seen in Figure 3 through the protein film and on the right edge of the
photograph. The slide was immersed in a protein solution, which was then covered with a layer
of heptane. The protein was allowed to adsorb to the O/W interface overnight.

Figure 3 shows a layer of ovalbumin collected in this manner from the heptane/buffer
interface. The presence of a protein skin is seen, with significant protein-protein interactions
observable in the form of large spherical aggregates. Higher magnification shows an apparent
network formation on two length scales. One consists of a homogeneous layer, with strands on
the order of the size of individual protein molecules (50 A). The second is comprised of much
larger protein aggregates, with strand thicknesses on the order of hundreds of angstroms and
much larger pores. The latter case of aggregations appears to give the protein film its strong
mechanical properties and gel-like elastic attributes. Similar results were observed for a film of
B-casein adsorbed at the heptane/buffer interface.

The structures seen in the TEM experiments are similar to those seen upon heat-
denatured of proteins. The oil phase is an effective medium to induce the order/disorder
transition necessary for the denaturation and aggregation of proteins molecules. This effect
appears to propagate over length scales beyond single monolayer coverage.

Total Internal Reflection Fluorescence Spectroscopy.

We have employed total internal reflection spectroscopy to investigate the protein
conformational changes that were observed from interfacial tension data and TEM images. The
interfacial tension at constant temperature is a function of adsorption and the chemical potential
of the adsorbed species. Use of extrinsic fluorescent probes and TIRF enable us to follow the
adsorption of labeled proteins. By combining the adsorption information and interfacial tension
data we gain insight into the energy state of the adsorbed species.

Although more commonly used to investigate the solid/water interface systems [6,7], we
have designed and constructed a novel apparatus to measure the fluorescence emitted by
adsorbed species at the O/W interface by means of total internal reflection fluorescence. Using
light focused at the interface, the evanescent wave produced at the point of total internal
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Figure 3. TEM Micrograph of Adsorbed Ovalbumin Film. Film collected from the heptane/buffer interface after ‘
18 hours. The buffer is a pH 7.1, 0.1M sodium phosphate buffer with 100mg/1 ovalbumin.

reflection excites fluorophores present in the adsorbed layer. Therefore the fluorescence
generated and detected is dominated by those species adsorbed at the interface.

The unique design of our apparatus enables us to follow the dynamic TIRF at O/W
interfaces. The centerpiece of the apparatus is the TIRFS cell shown schematically in Figure 4.
The cell is designed to ensure diffusive transport of a fluorescent, surface active species from an
aqueous bulk solution to the O/W interface. Diffusion of surfactant to the interface occurs in a
thin stagnant water layer that is separated by a porous polymeric membrane from a flow
channel. The flow channel allows us to introduce the solutions of interest to the TIRFS. By
changing the solutions in the flow channel, this design allows the study of the reversibility of
adsorption. Within the cell the polymeric membrane is sandwiched by two thin stainless steel
sieve plates for support. The oil phase above the interface is sealed in the cell by a Viton O-

Quartrz Prism

Water - Stagnant layer
A Flow out

Small pore polymeric membrane

ater - Flow channel

Figure 4, TIRFS Cell Schematic.
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ring seal between the cell and a dove quartz prism. Because the oil phase is incompressible and
sealed, we are able to eliminate any convective flow through the polymeric membrane thus
ensuring pure diffusive transport. To guarantee that the optics stay focused on the interface
throughtout the entire experiment the interface is kept flat. This is accomplished by pinning
O/W interface at a knife-edge ring and then adjusting the oil phase volume. A flat interface has
zero curvature and therefore its shape is not a function of the changing interfacial tension. Once
the oil phase is sealed the location of the interface is fixed for the course of the experiment.
With this technique, we follow the dynamics of transport of protein to a clean interface and
subsequent adsorption from the bulk solution. Use of a monochromator ables the fluorescent
spectrum of the adsorbed species to be measured and insight into the chemical environment of
the fluorescent probe can be obtained. Studies with a non-adsorbing fluorophore have
confirmed the transport mechanism in the TIRFS cell.

Figure 5a shows the loading and washout TIRF for the adsorption of a -
casein/fluorescein conjugate. B-casein dynamic interfacial tension approaches an apparent
equilibrium value at long times as discussed earlier. This behavior is unique among the proteins
studied and was examined further using the TIRFS to test the adsorption reversibility. Results
obtained demonstrate the protein arrival at the interface is consistent with a simple diffusion
model. The loading was monitored for a dimensionless time, T, 1.5 as shown in the figure where
tis defined as:

1=t-D/h? where;

t=time

D =diffusion coefficient

h = thickness of thestagnant layer.

A washout experiment testing reversibility shows that a significant fraction of the adsorbed
protein does not desorb over a period of several hours. This result suggests that B-casein is

T= —
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Figure 5. Dynamic TIRFS of B-Casein. Fluorescence excitation at 490nm and emmission measured at 520nm.
Experiments were carried out at room temperature.  Aqueous solution is pH 7.0, 0.1M sodium phosphate buffer
solution with 2mM sodium azide. See text for description of the experiments.




irreversibly adsorbed or at least shows very slow desorption, contrary to the equilibrium
picture infers from the interfacial tension data.

A second experiment was designed to investigate B-casein adsorption and possible
exchange with the bulk solution. B-casein/fluorescein conjugate labeled with a fluorescein to
protein ratio of 1:20 was loaded into the cell for dimensionless time (1) of 0.8. At this time -
casein/fluorescein conjugate labeled with a fluorescein to protein ratio of 1:4.2 was loaded into
the cell for dimensionless time of 1.8. Then washout of the protein with pure buffer solution
was carried out for dimensionless time of 2.1. The relative fluorescence at the end of each step
is shown in Figure 5b. From this data it is obvious some of the adsorbed non-labeled B-casein
was exchanged with labeled -casein from the second loading step. This observation appears to
be contrary to the conclusions reached from the experimental data shown in Figure Sa.

The Protein Adsorption Process.

There is insufficient data at present to make definitive conclusions based on the TIRFS
data, but our description of protein adsorption follows. The long time interfacial tension decay
shown in Figures 1 and 2 is due to denaturation and entanglement of proteins in the adsorbed
state and possible continued incorporation of more proteins from the bulk into the adsorbed
layer. The decrease in free energy of the adsorbed layer observed in the tension decrease is due
to the entropic gain from greater mobility of the protein polymer chain in the denatured state.
B-casein is a disordered protein in bulk solution and apparently gains little additional entropic
freedom in the adsorbed state but at long times may become increasingly entangled with other
B-casein molecules at the O/W interface. During the TIRFS experiment shown in Figure Sa, the
exposure of B-casein to the O/W interface was sufficient to cause significant entanglement. For
the experiment shown in Figure 5b, the first loading step with dimensionless time 0.8 was
insufficient for significant entanglement between adsorbed protein. The second loading step
was of long enough duration to allow for entanglement of B-casein.

ADSORPTION OF POLY-AMINO ACIDS

The goal of this work is to probe the effects of amino acid side chain hydrophobicity,
surface charge and bulk conformation on protein adsorption. Synthetic co-polymers of glutamic
acid are used as model proteins. However, they are comprised of only two monomers, glutamic
acid and a test amino acid. This simplifies the isolation of fundamental driving forces. These
systems provide one of the few methods to experimentally attribute adsorption phenomena to
particular side chains.

A systematic approach was used here to observe the dynamics of poly-amino acid
copolymer adsorption at the heptane/water interface. A series of glutamic acid copolymers
with varying hydrophobicities of the second amino acid were studied, with the glutamic acid
homopolymer as a control. Dynamic interfacial tension was measured using the pendant drop
method. Significant pH effects were observed and correlated with bulk conformational changes
observed with circular dichroism (CD).
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Figure 6. Dynamic Interfacial Tension of Poly-Glutamate Random Co-Polymers. Tension of heptane/water
interface at room temperature. Water is a 0.1M sodium phosphate buffer solution with 15mg/l polymer
concentration. a) pH 7.1 b) pH 5.3.

The series of copolymers used in this work were glutamic acid with alanine, leucine,
phenylalanine and tyrosine as co-monomer. This system was chosen because of the solubility
engendered by the charged glutamate side chain as well as the commercial availability of several
copolymers of similar mole ratios and degrees of polymerization. Chemical characteristics of
these residues encompass a representative range of chain length, aliphaticity and
hydrophobicity of the amino acids.

A copolymer concentration of 15 mg/l was used ensure that diffusion effects were
observable. Copolymers were examined at pH 7.1 and pH 5.3 to observe charge effects on
adsorption. The pKa of glutamic acid is approximately 4.5 for the individual amino acid and 4.7
in proteins. All synthetic poly-amino acids were found to be insoluble at pH between 4.0 and
5.0. '

To summarize the dynamic interfacial tension results, Figure 6 shows the combined data
for the glutamic acid copolymer systems at pH 7.1 and 5.3. General trends at pH 7.1 indicate
minimal adsorption with maximum surface pressures of only 9 mN/m attained for any of the
polypeptides. Glutamate residues are primarily charged at this pH, resulting in peptide surface
charges greater than -100. The high charge of the polymer is shown to result in a random coil
like conformation in the bulk solution by CD spectroscopy. The charged poly-amino acid
avoids the non-polar oil phase. A trend attributed to side chain structure is apparent, however.
Similar final pressures of 4-5 mN/m are seen for the homopolymer, Glu:Ala and Glu:Tyr, while
Glu:Leu and Glu:Phe are able to reach surface pressures of 8-9 mN/m. Even at the high pH,
effects of hydrophobicity and structure of the second amino acid are manifested in this small
difference in pressure. The polypeptide is able to arrange itself in such a manner that the
leucine and phenylalanine groups encounter the heptane phase. The formation of a gel-like
adsorbed layer observed for natural proteins was not observed for the poly-amino acids at pH
7.1.

At pH 5.3, the poly-amino acids are closer to the isoelectric point of glutamic acid and
hence are less charged. The change in charge lead to a-helix conformation of the poly-amino
acids in the bulk solution as measured by CD. The effect on adsorption to the heptane interface
is apparent as interfacial tension is reduced much further for all peptides as compared to pH




7.1. The two trends seen at pH 7.1 are enhanced at the lower pH. Glutamate homopolymer,
Glu:Ala and Glu:Tyr exhibit similar tension reductions and final surface pressures of ~16-19
mN/m. Glu:Leu and Glu:Phe show significantly different behaviors with tension curves similar
to those for globular proteins. Ultimate tension reduction for these systems are ~27 mN/m.
The lower electrostatic barrier at pH 5.3 allows the effects of second side chain structure on
adsorption to be easily seen. Long chain, hydrophobic residues strongly adsorb (Leu, Phe),
provided the chain structure is not terminated with a non-oily moiety (Tyr). Short chains (Ala)
and charge or poly (Glu homo) residues also have comparatively low affinities for the oil
interface.

CONCLUSIONS

We have applied pendent drop tensiometry, TEM and TIRFS to study protein
adsorption. A number of proteins have been examined as well as a series of glutamic acid
random co-polymers as model proteins. The dynamic interfacial tension shows three regimes.
At early times the proteins show a lag phase. At later times, the proteins diffuse to the
interface and adsorb. Once the proteinsadsorb the begin to denature and undergo a very long
time process of agglomeration or entanglement. Dynamic TIRFS demonstrates that strong
association between adsorbed proteins occurs over a long time periods. At long times, adsorbed
proteins form a gel-like skin at the interface that show structuring in TEM micrographs. The
poly-amino acid co-polymers demonstate much of the dynamic interfacial tension properties
observed for natural proteins.
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ABSTRACT

We develop a model of the depth of penetration of the weld pool in gas metal arc welding
(GMAW) which demonstrates interaction between the arc, filler wire and weld pool. This model
is motivated by the observations of Essers and Walter [1] which suggest a relationship between
droplet momentum and penetration depth. A model of gas metal arc welding [2] was augmented
to include an improved model of mass transfer and a simple model of accelerating droplets in a
plasma jet to obtain the mass and momentum of impinging droplets. The force of the droplets
and depth of penetration is correlated by a dimensionless linear relation used to predict weld pool
depth for a range of values of arc power and contact tip to workpiece distance. Model accuracy
is examined by comparing theoretical predictions and experimental measurements of the pool
depth obtained from bead on plate welds of carbon steel in an argon rich shielding gas.
Moreover, theoretical predictions of pool depth are compared to the results obtained from the heat
conduction model due to Christensen et al. [3] which suggest that in some cases the momentum
of impinging droplets is a better indicator of the depth of the weld pool and the presence of a
deep, narrow penetration.

INTRODUCTION

Gas metal arc welding uses a consumable metal electrode which melts in the presence of an
electric arc. Droplets are expelled from the electrode and transferred to the workpiece thus
producing the weld. Energy transfer from the arc to the workpiece is augmented by the energy
of impinging droplets. Transfer of droplets affects many aspects of the welding process
including the size, shape and depth of penetration of the weld pool. Penetration is caused by
droplets with sufficient momentum to carry energy deep into the pool thus enhancing convective
mixing [1]. In constrast, penetration in nonconsumable electrode processes such as gas tungsten
arc welding is primarily affected by flow in the weld pool caused by surface tension and
buoyancy forces [4].

Theoretical models have been used to predict the size and shape of the cross sectional area of -
fused metal. Notable examples include the model by Christensen et al. [3] based on Rosenthal's
[5]1 model of a moving point source of energy, and the extension to a moving distributed energy
source by Eagar and Tsai [6]. These models assume steady state energy transfer to the
workpiece by conduction; the effects of convective heat transfer in the weld pool and the
deposition of filler metal are not included. To overcome these limitations, numerical models of
heat transfer have been recently developed. These include heat transfer models due to Tekriwal
and Mazumder [7] and Pardo and Weckman [8], and fluid flow models due to Tsao and Wu [9]
and Kim and Na [10]. The affect of filler metal deposition in these recent models was included
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by fixing the mass, velocity and rate of impinging droplets rather than direct simulation of droplet
dynamics.

Experiments reported by Essers and Walter [1] established that the momentum of impinging
droplets effects the depth of the weld pool. Therefore accurate prediction of the depth of
penetration requires accurate prediction of the mass, velocity and rate of impinging droplets.
Droplets are expelled from the filler wire by electromagnetic, gravitational, inertial and drag
forces acting on a droplet forming at the tip of the wire [11]. The size and rate of droplets
expelled from the filler wire determines the mode of metal transfer which affects many aspects of
the process [12]. The velocity of droplets striking the pool depends on the arc length and the
acceleration caused by the plasma jet. Therefore successful prediction of the depth of penetration
of the weld pool requires a model that includes the effects of heat transfer in the arc, mass
transfer from the filler wire, plasma jet flow in the arc, heat transfer and fluid flow in the pool,
and dynamics of impinging droplets. A model of gas metal arc welding that includes all these
effects has not yet been developed.

EXPERIMENTS

Bead on plate welds were made on 3/16 and 3/8 inch thick carbon steel using an automated
gas metal arc welding apparatus. A constant voltage power supply was used with a slope
approximately equal to a 2.5 V decrease per 100 A increase in current. The shielding gas was a
mixture of 98% Argon and 2% O flowing at 50 scfh. The travel speed was fixed at 15 mm/s.
The filler wire was carbon steel type AWS ER70S-6 and its diameter was fixed at 1.14 mm. The
CTWD, which denotes the contact tip to workpiece distance, was set to 13, 19 and 25 mm.
Eighteen separate welds were made by varying the wire feed speed from 120 mm/s to 300 mm/s
for each value of CTWD, which produced a variation in arc power from 6 to 10 MW. The
samples were prepared by wet chemical etching and examined using a microscope. The depth of
the weld pool was measured from the original surface of the workpiece to the bottom of the pool.
Therefore the reinforcement height was not included in the measured depth.

PROCESS MODEL

The model of droplet growth and detachment used in this work evolved from a prior model
developed by Shaw [13] that simulates water dripping from a faucet. This non-linear, second-
order, spring-mass-damper system may also be used, with suitable modifications, to simulate
droplet dynamics in GMAW:

mi+bx+kx=F_,
where x is the droplet displacement, x is the droplet velocity, and X is the droplet acceleration.
The time-varying mass of the droplet is m, b is the damping coefficient, k is the spring
constant, and F, is the sum of the external forces acting on the droplet. The spring constant and

damping coefficient represent the surface tension and internal viscous forces of the liquid neck
attaching the droplet to the solid electrode.

In addition to the force balance, the model includes information about the electrical properties

of the welding circuit. The dynamic response of the electrical circuit is found from Ohm's Law
augmented by an arc voltage model as shown by Shepard [14]:
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where I is the current, V_ is the power supply voltage setpoint, R, is the total electrode and

droplet resistance, R, and L are the source resistance and inductance, and V___ is the voltage
drop across the arc.

The resistance of the solid electrode and droplet is given by:
R, =p. (1. +0.5(x +1,)),

where p is the resistivity of the electrode material and 1, is the stick-out of the electrode. The

length of the drop attached to the electrode includes the radius of the droplet, r,, and the

elongation represented by the spring length, x. The voltage drop across the arc is given by
Shepard [15]:

V.. -V,+RI+E (CTWD-1),

where V_ is the arc voltage constant, R, is the arc resistance, E_ is the arc length factor, and
CTWD is the contact tube-to-workpiece distance.

The electrode melting rate was shown by Lesnewich [16] to be a function of resistive and
anodic heating:

M, - C,I%p,1,)+C, (1),
where C, and C, are constants.

‘The model incorporates two criteria for drop detachment: balance of forces and pinch
instability. The first critérion is based on an imbalance of forces acting on the drop. The sum of
the external forces on the drop includes four forces that act to produce the dynamics of droplet
motion [17]. These are (1) gravity, (2) the Lorentz force due to the interaction of the electric field
and its self-induced magnetic field, (3) the aerodynamic drag caused by the arc plasma flowing
past the drop, and (4) a force due to electrode melting which adds momentum to the drop. A
force due to the surface tension of the liquid metal acts to prevent the drop from detaching. The
second detachment criterion is based on pinch instability theory [18]: an electromagnetic pinch
force causes a fluid instability and detachment in case the radius of the drop exceeds a critical
radius. These criteria are discussed in detail in Reutzel et al. [2].

When either of the detachment criteria are satisfied, a drop detaches and the volume of the
detached droplet, Vol ... is a function of drop velocity and drop volume, Vol,:

L + 1)
14+e % ’

where C_ is an empirically determined constant. This relation ensures that an increasing droplet
velocity leads to an increasing volume of detachment [13].

1
VOldetach = VOld 5(
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Calculation of weld pool depth is based on the assumption that the depth of the weld pool
depends on the force of impinging droplets. Therefore we consider the case in which the
droplets have sufficient momentum to penetrate the weld pool and cause a deep, narrow
penetration at the base of the pool. Otherwise the depth of the pool depends on heat transfer in
the workpiece, and in this case models by Christensen et al. [3] and Eagar and Tsai [6] may be
used to obtain an approximation to the pool depth.

We introduce a characteristic length scale, 1/(pV); where [ is the viscosity of the pool,
pis the density of the pool, and V is the velocity of impinging droplets. Using Stokes' Law for
the force on a sphere immersed in a fluid, we introduce a characteristic force, LRV, where R is

the radius of impinging droplets. Assuming a linear relation between dimensionless force and
dimensionless depth, we obtain:

W

where D is the depth of penetration, F is the force of impinging droplets, and A and B are
constants. The force of impinging droplets is given by:

F=MV,

where M is the melting rate of the filler wire. We found that the constants A = 46 and

B = 9500 enable us to correlate force and penetration depth for a range of values of arc power
and CTWD.

The velocity of impinging droplets is given by:

V=4/Vo +2a(L-x),

where Vo is the velocity of the droplet at the time of detachment from the filler wire, L is the arc
length, x is the position of the centroid of the droplet at the time of detachment, and a is the
acceleration of the droplet in flight, given by:

V 2
a= g+—?iCd———pgas =,
8 pdropR

where g is the gravitational acceleration, Ca is the coefficient of drag, p,,, is the density of the

plasma jet, V, is the velocity of the plasma jet, and p,,,, is the density of the expelled droplet.

We assume that the velocity of the plasma jet is equal to 100 m/s and the coefficient of drag is
equal to 0.44 [12].

To compare our model to previous models, we choose the heat conduction model by
Christensen et al. [3]:




D S
- = ——4/1+2¢,
(20(,) 1+¢
U

where o is the thermal diffusivity of the workpiece, U is the travel speed, and ¢ is the radius of
the weld pool obtained from:

nVIU
4Amo’AH

S
= QCHQ,

where 1) is the arc efficiency which is set to 0.80, V is the arc voltage, I is the current, and AH
is the change in enthalpy associated with raising the workpiece temperature to the melting point.

RESULTS AND SUMMARY

The measured depth of the weld pool as a function of arc power for various values of CTWD is
shown in Figures 1-3. These results show that increasing CTWD at constant power leads to an
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Fig. 1. Measured and simulated depth of the weld pool as a function of arc power for a contact
tip to workpiece distance equal to 13mm.
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increasing depth of penetration. A larger CTWD is accompanied by an increase in electrical
resistance which reduces the current. Therefore the wire feed speed must increase in order to
maintain constant power while increasing the CTWD. This leads to an increase in the melting
rate of the wire which leads to an increase in the momentum of impinging droplets. Another
factor is that a change in CTWD at constant power causes a change in arc length. Since the
droplets are accelerated by the plasma jet, a larger arc length increases the momentum of

impinging droplets. Therefore the depth of penetration may also increase due to an increase in
the arc length.

Comparisons of the measured and simulated depth of the weld pool as a function of arc power
for three values of CTWD are shown in Figures 1-3. These results show that in some cases the
simulated depth of penetration of impinging droplets is a suitable indicator of the pool depth. In
constrast, the simulated depth based on the heat conduction model due to Christensen et al. [3] is
not a suitable indicator of the pool depth. Further validation is needed to ensure that the model
may be used to correlate droplet momentum and penetration depth for a wider range of welding
process variables, including variable travel speed, filler wire size, material type and shielding
gas. The results obtained in this study suggest that in some cases the momentum of impinging
droplets has a greater effect on the depth of the weld pool than heat transfer from the arc.
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Fig. 2. Measured and simulated depth of the weld pool as a function of arc power for a contact
tip to workpiece distance equal to 19mm.
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Fig. 3. Measured and simulated depth of the weld pool as a function of arc power for a contact
tip to workpiece distance equal to 25mm.
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STATUS OF RESEARCH AIMED AT PREDICTING
STRUCTURAL INTEGRITY
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ABSTRACT

Considerable research has been performed throughout the world on measuring the
fracture toughness of metals. The existing capability fills the need encountered when
selecting materials, thermal-mechanical treatments, welding procedures, etc., but cannot
predict the fracture process of structural components containing cracks. The Idaho
National Engineering and Environmental Laboratory and the Massachusetts Institute of
Technology have been collaborating for a number of years on developing capabilities for
using fracture toughness results to predict structural integrity. Because of the high cost
of fabricating and testing structural components, these studies have been limited to
predicting the fracture process in specimens containing surface cracks. This paper
summarizes the present status of the experimental studies of using fracture toughness
data to predict crack growth initiation in specimens (structural components) containing
surface cracks. These results are limited to homogeneous base materials.

INTRODUCTION

The concern addressed in this paper is to identify the ability and limitations of using a single
fracture toughness parameter (K, J, or 8), which is assumed to uniquely quantify the displacement, strain,
and stress fields at the crack tip, to predict structural integrity. In predicting the fracture process (crack
growth initiation, stable crack growth, and catastrophic failure) for structural components, it is necessary
to have some method of measuring the fracture toughness of the component and the ability to relate these
measurements to the behavior of the structural component. ASTM test standards exist for measuring
plane strain fracture toughness (Kj¢) 1 and the critical value of J (J[¢) near the onset of stable crack
extension.2 The critical value for crack tip opening displacement (8) measured per E12903 may be
substituted for J. Kj is limited to linear-elastic behavior whereas Ji¢ is used for linear-elastic and
elastic-plastic conditions. A single fracture parameter is used in many prediction procedures; the most
commonly used of these procedures is the failure analysis diagram (FAD). Figure 1 is an example of a
FAD. The region of interest, in this paper, is the vertical axis on the left side identified as the Toughness
Ratio, which is the applied stress intensity factor (K) divided by the material’s fracture toughness (Kjc).
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Figure 1. Failure assessment diagram.

Three potentially significant differences exist among a) test specimens used in ASTM E399,
E813, and E1290, b) structural components, and ¢) specimens containing surface cracks (see Table 1).
First, the difference in size can often lead to an elastic-plastic or fully plastic condition in the test
specimen while the structure may exhibit a linear-elastic behavior. Second, there may be a significant
difference between the size of the crack in the test specimen and in the structural component. This
difference can lead to a nonconservative estimate of the structural lifetime because of statistical effects.
Finally, the longer crack is more likely to intercept an embrittled region (lower fracture toughness) than
the shorter crack. Because surface-cracked specimens are more similar to structural components than
ASTM test specimens, it is expected that tests of surface-cracked specimens more closely simulate the
response of a structure. Therefore, the use of specimens containing surface cracks to simulate the
behavior of a structure is a logical step.

The main difference between a through crack and a surface (part-through) crack is that the
through crack is frequently treated as a two-dimensional crack problem with the crack driving force
reasonably constant along the straight crack front. Crack growth initiation occurs whenever the crack
driving force at any location along the crack front equals the fracture toughness. Since the crack driving
force is generally constant along the straight crack front, it follows that initiation of crack growth occurs
at the same “instant.” (It is sometimes observed that the crack growth occurs in a tunnel fashion where
the crack growth is retarded at the specimen free surfaces. This situation is of no concern to subject
matter being addressed.) The surface crack is a three-dimensional crack (see Figure 2), and the crack
driving force varies around the perimeter of the crack front. Currently, the standard approach is to
assume that when the crack driving force at any location around the crack perimeter equals the fracture
toughness of the material, then crack growth initiation occurs. Another difference is that through-crack
test specimens are normally removed from a plate, whereas surface-crack specimens (and structures) can
be plates, cylindrical sections, etc.




Table 1. Comparison between specimens and structures.

Configuration Specimen Size Crack Configuration Constraint2
Test specimens  Small, flat plates Straight, through-thickness, crack lengths are High
generally short
Structural Large, flat plates or  Curved, part-through thickness, crack lengths Variable
components cylindrical sections may be large. Often experiences multiaxial
loading.
Surface cracked  Flat plates or Curved, crack lengths range from short to Variable
specimens cylinders medium. Substantial variation in a/t and a/2c.

Generally exposed to uniaxial loading.

aConstraint is defined as the ratio of the hydrostatic stress to the equivalent von Mises stress.
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Figure 2. Surface crack geometry.

For test specimens that are configured to obtain a maximum constraint, the measured fracture
toughness is generally the lowest value that may be obtained. For structural components that exhibit a
lower constraint (and generally a higher fracture toughness) due to shallow cracks or an adjacent free
surface, use of the lowest value fracture toughness may be too conservative, i.e., requiring unnecessary
work stoppage or repairs. This paper summarizes experimental research that provides answers to many
questions of transferability of test data to structural behavior.

APPROACH

Fracture toughness measurements provided in ASTM E 399, E 813, and E 1290 are based on
conditions associated with initiation of crack growth. For linear-elastic fracture mechanics (LEFM)
conditions, crack growth initiation is often, but not always, synonymous with catastrophic failure.
Therefore, an approach based on crack growth initiation appears to be useful for structures that exhibit
linear-elastic behavior. An alternative approach is to use a procedure based on crack arrest.

ASTM E 12214 provides test methods for measuring plane-strain crack-arrest fracture toughness.
However, it is very difficult to transfer this concept to a structure because it is necessary to quantify the
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compliance of the component as it plays a key role in the crack arrest process. Therefore, crack-arrest
fracture toughness will be ignored in this paper.

For elastic-plastic [nonlinear elastic fracture mechanics (NLEFM)] and fully-plastic conditions, it
is generally observed that substantial stable crack growth may occur after initiation of crack growth.
Therefore, to more accurately predict the fracture process for these conditions, it is necessary to have test
results that provide information on stable crack growth. The J-Aa results obtained using ASTM E 11525
provide information on stable crack growth. But, from an analytical viewpoint, the wake of a growing
crack includes cold-worked, plastically deformed material, where Hutchinson-Rice-Rosengren (HRR)
solutions are no longer valid, i.e., no longer unique.* The limit of crack growth for J validity has been
studied by Xia et al.,6 who concluded that no approach can be based on a single parameter resistance
curve. To evaluate if this is a practical problem, however, requires experimental verification. Dadkhah
and Kobayashi7 and May and Kobayashi8 performed experiments in which they observed that J no
longer provided the HRR fields at the crack tip when Aa exceeded some amount of crack growth. This
strongly suggests that J no longer represents the crack tip stress fields when crack growth, Aa, is more
than two to three times crack-tip opening displacement (CTOD). Based on these statements, the
following discussion is limited to using fracture toughness results obtained per existing ASTM Test
Standards to predict conditions for initiation of crack growth in specimens containing surface cracks.
These specimens have been fabricated from homogeneous materials.

Because of the complexity of the issues being considered, this paper will examine linear-elastic
fracture mechanics and nonlinear elastic fracture mechanics as two separate topics. However, the
specimens used to measure fracture toughness were removed from the same piece of material as
specimens containing surface cracks.

LEFM CONDITIONS

The ability to predict the maximum flaw size that may be allowed in a structural component is
based on knowing the applied stress, the fracture toughness (measured per E399), and having an
applicable equation. For these tests, the maximum applied stress intensity factor (Kmax) was calculated
using the failure load, the actual crack size, and the Newman-Raju® equations. The ability to predict
crack growth initiation was quantified by calculating the ratio of the calculated maximum applied stress
intensity (Kmax) to Kj¢, the same ratio used in the FAD diagram.

Results

The following results were obtained from three materials, Ti-15-3, a monolithic SiC, and D6-aC
(a high-strength steel). The Ti-15-3 was heat-treated to a yield strength (oys) of 1,452 MPa, with
resulting plane strain fracture toughness (Kjc) = 41.4 MPavm. The specimens containing surface cracks
had a fatigue precrack starter notch fabricated by electric discharge machining (EDM), and the
specimens were then load cycled either in tension or in bending to grow the desired fatigue precrack.
The fatigue precracks had a crack depth-to-thickness ratio (a/t) ranging from 0.05 to 0.94 and crack
depth-to-length ratios (a/2c) ranging from 0.01 to 0.47. The specimens were tested by monotonic
loading in either tension or bending. The test results consisted of load versus acoustic emission, load
versus crack mouth opening displacement, and load versus displacement (quantified using moiré
interferometry) data. The specimens containing surface cracks failed catastrophically with little or no

“Personal communication with F. McClintock, September 11, 1996.
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stable crack growth. Reuter et al.10 discussed these results and noted that Ky ax/KJ¢ ranged from 1.02 to
1.64 for specimens loaded in tension, and from 1.02 to 2.07 for specimens loaded in bending.

Standardized test procedures are not available for measuring the plane strain fracture toughness of
ceramics. The procedures provided in ASTM E 399 were used, except that the SiC specimens contained
EDM notches as opposed to fatigue precracks. The defects in the specimens containing surface cracks
were also made with EDM and had the same notch root radius. It was assumed that comparisons
between the EDM-notched specimens would be as valid as comparisons between specimens containing
fatigue precracks. The specimens were tested by monotonic loading in bending. The test results were
the same as those collected for Ti-15-3. The specimens failed catastrophically with no stable crack
growth. Reuter et al.10 presented these results and noted that Ky ax/KJ¢ ranged from 0.99 to 1.41 for one
series of SiC specimens and from 0.94 (1.00)° to 1.93 (1.39) for a second series of SiC specimens.

The tests described above were performed at a single facility and it was desired to broaden the
scope of material to include a high-strength steel and multiple test facilities. Therefore, an International
Cooperative Test Program was organized to test specimens fabricated from D6-aC, a high-strength
steel.1l The material was heat-treated to Oys = 1,587 MPa, with resultant Kjc = 54 MPavm. The surface
crack configuration had an a/2c ratio ranging from 0.08 to 0.60 (0.56) for tensile loading and from 0.08
to 0.51 for bending loads; the a/t ratio ranged from 0.23 (0.28) to 0.89 (0.83) for tensile loads and from
0.22 to 1.0 (0.84) for bending loads. The fracture toughness results per ASTM E399 were the same as
those collected for Ti-15-3 in that they exhibited a nominal elastic behavior. For the surface-cracked
specimens, the behavior ranged from general elastic to substantial crack growth prior to attainment of the
maximum load. Use of the initial precrack size and shape and the maximum load at failure to calculate
Kmax for comparison with Ky was inappropriate. Therefore, the test plan was modified to detect the
onset of crack growth initiation using d.c. potential drop and acoustic emission. A change of 5% in d.c.

_potential drop was defined as crack growth initiation. The Kiax/K]¢ ratio ranged from 0.91 (0.98) to
1.61 for tensile loading and from 1.14 to 1.81 for bending loads, see Figure 3.

Discussion

In a vast majority of these 99 tests, Kinax/Kic = 1.0.° This illustrates that the use of the Newman-
Raju9 equation and the measured Kj result in conservative estimates of failure for specimens
(structures) containing surface cracks. But a number of instances (8 out of 19 metal specimens tested in
bending) were observed in which considerable conservatism occurred (K ax/Kjc > 1.50) when Kiax
occurred at the free surface (¢ = 0 degrees). These results are acceptable for many applications, but it
might be necessary to better understand the conditions controlling fracture. The primary questions of
interest are a) What parameter other than the calculated crack driving force (Kapp) is responsible for
initiation of crack growth? and b) Is the local K or modification (average, specific locations, etc.)
responsible for initiation of crack growth?

In Table 2, test results of the SiC specimens!0 showed that 10 specimens had Ky, ax occurring at
the free surface and that the ratio K ax/K]¢ ranged from 0.99 to 1.41 (1.28), suggesting that the
substantial conservatism was not observed in this material. For the Ti-15-3 specimens tested,10 10
specimens had Kax occurring at the free surface and the ratio Ky ax/Kjc ranged from 1.18 to 2.07

"ltems in parentheses denote the value of the next closest neighbor.

°This ratio was greater than 1.0 for 97 of 99 specimens tested.
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Figure 3. Kppax/Kic versus cf2 for load corresponding to crack growth initiation (d.c. potential drop).

(1.83), suggesting that substantial conservatism was observed in this material. Reuter et al.10 examined
the use of Kmax, Kaverage (root-mean square of K along the crack front), Kaye (average of local K
values calculated at all locations along the crack front), and K¢ (ata specific location). It was concluded
that Ky ax was the most conservative single parameter fracture criterion if attainment of Ky is
considered a sufficient condition for fracture. A major concern is how long a crack length segment is
required where K=Kj before crack growth initiation occurs. This has not been answered yet. The use




of Kaverage and K¢=3(0° was based on results of Sommers and Aurichl? for elastic-plastic conditions
where it was observed that the maximum crack driving force (J) occurred at ¢ = 30 degrees. This
suggested that the maximum CTOD (3) also occurred at ¢ = 30 degrees. Reuter and Lloyd13 showed that
S was not a maximum at ¢ = 30 degrees for specimens tested in tension that exhibited elastic-plastic
behavior. They observed that the relative magnitude of & followed the calculated relation for K at
applied stresses where crack growth initiation was detected.

As noted earlier, many D6-aC steel specimens containing surface cracks exhibited substantial
crack growth. A combination of electric potential change (DCP) and acoustic emission (AE) monitoring
was used to detect initiation of crack growth and the associated applied load. The load was reduced after
initiation was detected, and cyclic loading was applied to decorate the location and extent of crack
growth. Several specimens loaded in tension were examined and it was observed that crack growth
initiation occurred at ¢ = 90 degrees, with the majority of crack growth within £15 degrees of
¢ =90 degrees, and with no crack growth at ¢ = 30 degrees (see Figure 4). Several of these specimens,
loaded in tension, were loaded multiple times, which consisted of (1) fatigue precracking, (2) monotonic
loading to obtain stable crack growth, (3) decreased load, (4) cyclic loading to outline the region of the
stable crack growth, and (5) unloading. Steps 2, 3, 4, and 5 were repeated until the crack penetrated the
back surface (see Figure 4).

For three specimens with thickness (t) = 6.4 mm, Kjpit increased for each cycle of monotonic
loading, i.e., with increasing a/t (see Figure 5). This suggests a) a loading history effect, i.e., plastic zone
development, b) a constraint effect due to the proximity of the crack tip to the back surface, or c) the
Newman-Raju9 stress intensity distribution limit a/t < 0.80 for accurate results has been exceeded. At
this time, none of the three possible explanations has been ruled out.

Table 2. Summary of the ratio Kijax/K] for the materials tested.

Material Test Conditions Range of Kmax/Kic
Ti-6Aal-4V Tension 1.02to 1.64
Bending 1.02 t0 2.07
SiC (Two different materials) Bending 0.99to 1.41
Bending 09410 1.93

D6-aC Tension 0.91 to 1.61, see Fig. 3

Bending 1.14 to 1.81, see Fig. 3

fatigue marking (2 light bands) stable growth (2 dark bands)

Figure 4. D6-aC Specimen #26 - Fracture surface showing two loading sequences.
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Figure 5. Crack initiation stress intensity factors for varying crack depths.

Chao and Reuter!4 examined several specimens loaded in bending and observed that initiation did
not occur at the free surface even though K;,,5x was calculated to occur at ¢ = 0 degrees (see Figure 6).
Of 19 specimens tested in bending, the crack growth initiation sites were located for 15 specimens. For
these specimens, the crack initiation sites occurred at ¢ ranging from 45 to 9 degrees, with an average of
¢ =21 degrees (close to 30 degrees). The reason for ¢ = 21 degrees is not yet understood.

These results show that the Toughness Ratio used in the FAD (see Figure 1) can be conservative if
based on using applicable equations® for flat plate specimens (structures) containing surface cracks. (It
is necessary to perform a similar series of tests for cylindrical sections.) A potential concern is that the
conservatism may be excessive for specimens experiencing bending loads where Ky, 4x occurs at the free
surface. Therefore, it is necessary to perform numerical analyses to develop an understanding of what
controls the location of crack-growth initiation.

ELASTIC-PLASTIC CONDITIONS

For conditions in which K is nio longer applicable, it is necessary to use either J or  as the critical
fracture toughness parameter. Unfortunately, the boundary separating LEFM from elastic-plastic
fracture mechanics is not well defined.

Results

Specimens fabricated from ASTM A710 steel were tested at a temperature (22°C) corresponding
to about midway in the ductile-brittle transition region. Reuter et al.15 performed fracture toughness
tests of C(T) (compact tension), SE(B) (single-edge notch bend), M(T) (center-cracked plate), and SC(T)
(surface-cracked plates loaded in tension) specimens. Both multiple-specimen techniques and single-
specimen techniques were used in the test procedure. For multiple specimens, several replicate
specimens were loaded, each to a different value of load or displacement, and the specimens unloaded.
Each of these specimens were sectioned, polished, and examined metallographically to measure the




Figure 6. D6-aC Specimen #10 - Fracture surface showing stable growth near surface at “b.” The dark
region adjacent to the semicircular precrack is where crack growth occurred. (mm scale bars)

extent of crack growth and the corresponding value of 8. These results were used to obtain a plot of &
versus Aa, which was then extrapolated to Aa = 0 to estimate d for crack growth initiation. For the
single-specimen evaluation, a specimen was loaded until crack growth was detected, the load reduced,
and either the specimen experienced cyclic loading to failure or it was loaded in liquid nitrogen to cause
cleavage fracture, either of which will decorate the magnitude of stable crack growth. The two fracture
surfaces were then examined using microtopography to measure 8 at crack growth initiation. See Reuter
and Lloyd13 for additional discussion of the microtopography technique.

In addition, the constraint (hydrostatic stress normalized by dividing by the equivalent stress
based on the von Mises yielding criteria) was calculated for each of the above specimen configurations,
and a relation was observed between 0§ (crack growth initiation) and constraint. This relation was
expanded and more completely developed in Hancock et al.16

In Reuter and Lloyd,13 a series of tensile tests were performed in which measurements of 5 and
crack tip opening angle were made as a function of load at several locations around the perimeter of the
surface cracks. These specimens were loaded in tension and had a a/2¢ ratio of 0.1 or 0.5. For
specimens with a/2¢ = 0.1, crack growth initiation occurred at ¢ = 90 degrees and disappeared at ¢ =
0 degrees. As the applied stress (o) to Oys ratio approached 0.96, dp] (plastic component of ) followed
the prediction of Newman and Raju.? As /oy > 0.96, there was a larger increase in 8p] near the free
surface than occurred elsewhere.

For a/2¢ = 0.5, crack growth initiation appeared to occur at ¢ = 90 degrees and disappeared at ¢ =
0 degrees. (Some crack growth was visible around much of the surface crack perimeter, but none at ¢ =
0 degrees.) As o/cys approached 1.22, 8] followed the prediction of the Newman and Raju? equation.
When 6/6yg > 1.3, a substantial increase in 8/3¢] (3¢] is an elastic component of 8) occurs, particularly at
¢ =90 degrees.
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Discussion

The results in Reuter et al.15 suggest that the use of 8 measured per E1290 may provide too severe
conservatism when predicting the condition for crack growth initiation of a structural component
containing a shallow crack. If the relation between 3 and constraint is known, it is possible to use a more
realistic value for 8. The corresponding value of & for the surface crack specimen was 1.4 times the
value obtained in the more highly constrained SE(B) specimen (see Figure 7).

From a metallurgical point of view, 0.8
the relationship between 8 or J and
constraint is unique because of the
microstructure, trace elements, and thermal
mechanical procedures used to develop the
material to its final microstructure. 5 o4 L SC(T) i
Therefore, depending on the consequences  (mm) |
of failure, it is strongly suggested that u SE(B)
specimens/crack depth that provide the 02 .J
same constraint expected in the structure be
tested to verify the magnitude of 6
responsible for crack growth initiation. 0.0

|
M(T
.()

06 ~

20 22 24 2.6 2.8 3.0
The substantial changes in § as a Constraint ( 6'/c*)

function of /oy observed in Reuter and
Lloyd13 are probably due to loss of
constraint. Parks and Wangl7 predict loss
of HRR field dominance to occur at about 6/cys = 0.85 and 1.04 for a/2¢ = 0.1 and 0.5, respectively. But
constraint was still high at the load at which crack growth initiation occurred, and it was observed that
crack growth initiation occurred at ¢ = 90 degrees.

Figure 7. Crack tip opening displacement (at initiation) for
different amounts of constraint.

This suggests that since the surface-cracked specimen (structure?) and the middle-cracked tensile
specimen (structure?) will have a constraint equal to or less than that of the test specimen designed per
ASTM standards, that J/J[¢ or 6/8i, > 1.0. Therefore, the Toughness Ratio in the FAD diagram of
Figure 1 will be conservative for flat plate specimens loaded in tension.

CONCLUSIONS

Structural components were not available to determine the ability of using fracture toughness data
to predict structural integrity, so specimens containing surface cracks were used instead. This is a logical
step as the surface cracks used in the specimens encompass many of the configurations found in
structural components but they generally experience only uniaxial loading..

These results cannot be used to evaluate crack size effects associated with differences between the
specimen size and the structure size because the surface-cracked specimens were limited in size.

For LEFM conditions, crack growth initiation did not occur when Kijax = Kic. The use of Ky
and the Newman-Raju equation resulted in conservative predictions of crack growth initiation. This was
true for surface-cracked specimens loaded in tension or in bending. For specimens tested in bending, the
conservatism may be substantial when Ky, occurs at the free surface, especially metallic specimens—
the magnitude of the conservatism was reduced considerably for monolithic ceramics. These
conclusions are limited to conditions in which crack growth initiation is detected. If stable crack growth
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occurs, then the use of the maximum applied stress and the original crack size used in conjunction with
the Newman-Raju equation to calculate Kiyax has no relevance to Kjc.

At this time, it is not possible to answer if an average K (a K at a specific location or an additional
parameter with a local K value) is responsible for initiation of crack growth for surface-cracked
specimens. There is no basis to suggest that structural components will behave differently from the
surface-cracked specimens tested. (Sufficient tests to evaluate the sensitivity of the fracture initiation
process to multiaxial loading have not been performed.)

For NLEFM conditions, it is possible to predict crack growth initiation for specimens containing
surface cracks if the relationship between 6 and constraint has been quantified. This relation is known to
vary as a function of material type and is expected to vary as a function of heat-to-heat variations within
a given material. Therefore, once this relation is known for the specific material of interest, it is then
necessary to quantify the constraint for the specific crack in the structural component. It is then possible
to identify the critical value of & associated with the specific constraint for predicting structural integrity.

The results for LEFM, where specimens are loaded in tension or in bending, and for elastic-plastic
conditions where specimens are loaded in tension, the Toughness Ratio of the FAD, is conservative. The
magnitude of the conservatism may become substantial for LEFM conditions where bending loads are
encountered and Ky ax occurs at the free surface.

The above conclusions are limited to flat plates in tension or in bending for LEFM and flat plates
in tension for elastic-plastic conditions and do not address cylinders.
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Abstract

The main problem that we address in this paper is how a robot manipulator is able to track and
grasp a part placed arbitrarily on a moving disc conveyor aided by a single CCD camera and fusing
information from encoders placed on the conveyor and also from encoders on the robot manipulator.
The important assumption that distinguishes our work from what has been previously reported in
the literature is that the position and orientation of the camera and the base frame of the robot is
apriori assumed to be unknown and is ‘visually calibrated’ during the operation of the manipulator.
Moreover the part placed on the conveyor is assumed to be non-planar, i.e. the feature points observed
on the part is assumed to be located arbitrarily in IR®. The novelties of the proposed approach in
this paper includes a (i) multisensor fusion scheme based on complementary data for the purpose of
part localization, and (ii) self-calibration between the turntable and the robot manipulator using visual
data and feature points on the end-effector. The principle advantages of the proposed scheme are
the following. (i) It renders possible to reconfigure a manufacturing workcell without recalibrating the
relation between the turntable and the robot. This significantly shortens the setup time of the workcell.
(i1) It greatly weakens the requirement on the image processing speed.

1 Introduction

Sensor-guided tracking plays an important role in today’s flexible manufacturing systems. Using sensors, a
manufacturing system can compensate for changes in environments and uncertainties in its model. Vision becomes
an especially useful sensor in Robotics. Use of visual information provides a way of overcoming some difficulties
of uncertain models and unknown environment and hence extends the domain of applications of robots without
explicit intervention or reprogramming.

Control of robot manipulators with vision in the feedback loop has an exciting history starting probably with the
pioneering work of Hill and Park [1], Weiss, Sanderson and Neuman [2]. Subsequent work in the area has focused
on “Visual Servoing” wherein the emphasis is to visually locate the position and orientation of an object and to
control a robot manipulator to grasp and manipulate the object. If the object is not stationary, then the process
of locating the object and repositioning the robot through control must be repeated iteratively until the task has
been accomplished. This leads naturally to real time vision based feedback and control problems that have been
subsequently studied in [3], [4], [5], [6], [7] and probably many others. As a result, many important tasks, such as
Bolt Insertion, Conveyor Belt Picking, Weld Seal Tracking, Part Mating, Road Vehicle Guidance, Juggling, Fruit
Picking etc, to name a few, have been accomplished with the aid of computer vision.

However, one has to overcome many difficulties in order to utilize visual information. First, visual data is
not always reliable. Vision systems could occasionally fail to generate any useful information but noise due to
variation of illumination, overlapping of different workpieces or accidental obstruction of the camera. Secondly,
image processing algorithms are always time-consuming. Therefore, direct use of visual information for robot
control purpose will lead to a poor accuracy or even, in the case of dynamic visual servoing, can cause stability
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problem. In addition, most of previous work in visual servoing area required precise calibration before control
schemes were implemented. As is well-known, calibration is also a time-consuming job and makes visual servo
control expensive or even impossible in some cases.

We propose in this paper, a new visually guided planning and control of a robot manipulator for precise po-
sitioning and tracking in an uncertain and dynamic environment. The proposed scheme is robust against precise
position of the camera and utilizes a scheme called virtual rotation wherein the observed image is transformed to
what it would appear if the camera has been pointed vertically down. Additionally the proposed scheme is also
robust against uncertainty in precise position of the robot manipulator.

In this paper, the real time part localization does not entirely depend on the data from the CCD camera.
Information from encoders attached to the rotating turntable is also used in a new "Multiple Sensor Integration”
scheme, which greatly reduces the requirement on the image processing speed while obtaining a good motion
estimation. In addition, the proposed scheme introduces the idea of considering complimentary data (instead of
redundant ones as in traditional multisensor fusion schemes) in a fusion process.

This paper also introduces a new ‘self-calibration’ scheme in order to ascertain the position and orientation of the
robot manipulator in the workcell. The scheme utilizes a set of apriori chosen points on the end-effector to compute
the coordinate transformation between the base of the manipulator and a certain fixed coordinate attached to the
workcell. (iii) Although our approach is feature based, we do not propose to visually estimate structure and motion.
The estimation scheme presented in this paper differs considerably from standard results in motion and structure
estimation from feature correspondences (see [10]). As a matter of fact, on one hand, the motion of the moving
part in a fixed disc frame is obtained by fusing visual information from the camera with readings from an encoder
attached to the rotating disc conveyor. On the other hand, the structure information in terms of the orientation of
the end-effector, is measured with respect to the base coordinate frame of the robot using the encoders attached to
the robot. One of the main issues addressed in this paper is "how to fuse information obtained by the visual and the
encoder sensors”. The main conclusion is that the procedure of 'multiple sensor integration’ already introduced in
[8] leads to a unique self-calibration scheme which is reliable and has been tested via experiments (iv) New planning
and control schemes in task space are also discussed.

The paper is structured as follows. We emphasize the real-time part localization scheme of a three dimensional
part on the turntable in sufficient details. In so doing, we show that even when the height of the part is unknown,
the relative position of the part can be computed visually. The self calibration scheme, described in this paper, has
already been reported in [8]. Thus the details of this scheme are omitted.

2 Multisensor Based Visual Sensing

The sensor fusion scheme discussed in this paper combines three sources of sensory data to obtain measurements
that individual sensors cannot obtain. The scheme is described as follows. From visual information, we recover
the relative position and orientation of the part with respect to the reference line joining the disc center and the
reference point on the turntable. Since the relative pose of the part does not change over time, from reading
the encoder of the turntable the real-time pose of the part with respect to the fixed disc frame can be obtained.
Combining the visual information with data from encoders of the robot and the turntable, we also can determine
the relation between the fixed disc frame and the base frame of the robot. Finally, we compute the real-time pose
of the part in the base frame of the robot.

In this paper, the position and orientation of the part are determined based on feature points. Fundamentally,
in our case, the problem of determining the pose of the part can be reduced to that of determining the position of
a point in some coordinate frame under the assumptions that the plane of the turntable and XY-plane of the base
frame of the robot are parallel and that the part to be manipulated has a simple known shape.

Let OXY Z be any Cartesian coordinate frame with its origin O at the disc center and its Z-axis perpendicular
to the turntable. After virtual rotation of the camera, the position of a point p in 3-D space can be represented by

_ Xrey —bYrey  (@=a)Xrer — (b—B)Yres
Xp= B + ILf h; (2
_ bXrer +aYrey " (b—b)X,es +(@—a)Yr
- 2 ILf
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where :ﬁ denotes the vector from A to B while - and X are operators of dot product and cross product, respectively.
Co, R, and P, are the transformed images of the disc center, the reference point and the point p via perspective
projection, respectively. O, is the intersection of the optical axis and the transformed image plane. h stands for
the distance of the point p from the turntable. (X c¢, Yref,0} are the coordinates of reference point in the frame
OXYZ and (Xy, Yy, k) the coordinates of the point p in the same frame. L denotes the length of the reference line
while ! is the length of the transformed image of the reference line; f is the focal length of the camera. Note that
a, b, @, b and I can be easily computed in terms of the image coordinates of Co, R, and P,. In our configuration, L
and f are known constants. For the fixed camera, [ is also a constant. Hence, if the coordinates (Xres, Yres) of the
reference point are given in the frame OXY Z, the position of the point p in the same frame is an affine function of
h, the distance of the point from the turntable.

2.1 Determination of relative position of a point

Suppose that X-axis of the fixed disc frame OaXaY;Z4 coincides with the initial position of the reference line
joining the disc center and the reference point and that X-axis of the attached disc frame O, XY Z, is along with
the real-time position of the reference line. Therefore, the two frames are exactly the same initially. The coordinates
of the reference point on the turntable in the attached disc frame are (L, 0, 0}.

From (2.1) and (2.2), the relative position of a point which has distance of h away from the turntable, with
respect to the attached disc frame, can be written as
al  (@—a), bL  (b—b)

h, =+ 2 —"Lh ).

(Xp, Yo, "2 = (@ + =M T 7

with
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where (zc,yc), (2r, y-) and (2p, yp) are transformed image coordinates of the disc center, the reference point and
the point p, respectively.

" Especially, for the points on a part of negligible height, we obtain their coordinates in the attached disc frame
(3, %.0).

Suppose that the distance of a point on the part from the turntable is unknown. we cannot hope to determine
‘the relative position of the point via a single image. However, since the part is moving as the turntable rotates and
the relative position of the part with respect to the attached disc frame does not change over time, hence we can
also determine the relative position of the part from multiple images taken at different time instants.

Let us consider a point p on the part. Suppose two different images are taken at time ¢, and ¢z, respectively.
From the image taken at ¢; (¢ = 1, 2), we have the same relative position of the point with respect to the attached
disc frame, namely,

IR o8

a a a . a; L (az - ai) b L (El - bl)
( XP! YP: P) _( l2 + lf h! 12 + lf h:h)7
where a;, b;, @ and b; are computed by means of Eqn.(2.5) with (wc(t:), ye(t:)), (z-(8:), y-(¢:)) and (z,(t:), yp(t:))
being transformed image coordinates of the disc center, the reference point and the point p at time ¢;, respectively.

Therefore, it is seen that
ay —ay +ax —as az — ai fL
= 7 h= —. .
[bl_b1+b2—b2 J [52—61 ] l (2:6)

-

A B

from which one can get a least squire solution, namely h = (AT 4)71 AT B.

As a result, the relative position of the point p can easily be determined. It should be pointed out that so far we
have only used the visual information for determination of the relative position of a point on the part with respect
to the attached disc frame via one or two images.
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2.2 Determination of the relation between the fixed disc frame and the base
frame

In order to determine the relation between the fixed disc frame and the base frame of the robot, we need to describe
a set of points in both frames since the two frames are related by

bp— PRy 4P+ BTy,

where PP and %P are the coordinates of a point in the base frame and the fixed disc frame, respectively. We
assume that the plane of the turntable and XY-plane of the base frame are parallel. It is seen that there is one
unknown in the rotation matrix °Rg. Ty has three unknown elements. For a point g, if we know its coordinates
in the both frames, i.e. °P; and P, then from the last equality we have three equations for the four unknown
variables. Obviously, in order to get a unique solution to the relation, we need to know at least two points in the
both frames. Fortunately, from reading encoders of the robot, the coordinates of points on the end-effector with
respect to the base frame of the robot can be readily obtained. In what follows, we describe the points on the
end-effector in the fixed disc frame with the aid of the single camera.

Suppose that an image was taken at time t. At the very moment the coordinates of the reference point in the
fixed disc frame are (L cos(8(t)), Lsin(8(¢)),0). _

After computing the corresponding a, b, @ and b via the image data, the coordinates of a point on the end-effector
in the fixed disc frame can be easily obtained by substituting the results into (2.1) and (2.2), as long as the distance
of the point from the turntable is known.

Suppose that the distance between the plane of the turntable and the XY-plane of the base frame is unknown
apriori. Now, we need to determine the distance of the point from the turntable in order to describe the point in
the fixed disc frame.

In [9] we proposed an algorithm to estimate the distance by considering two basic cases: two points or three
points on the end-effector are observed by the camera. Of course, more than three points may be employed to
increase robustness against the possible noise in data. To save space, we do not give details here. For those two
cases, by combining visual information with information from encoders of the robot, we have a set of quadratic
equations of one unknown. The main results we obtained in [9] include the following. In case of two points,
there are at most two solutions. In many cases, the unique solution can be determined by taking advantage of
physical constraints. In the case where three points on the end-effector are observed, the solution can be uniquely
determined. Moreover, in this case, we do not need know the individual correspondence between the points and
their images. A by-product is that we can determine the actual individual correspondence as well as the unique
solution. ’

It should be pointed out that similar problem (so-called 3D to 2D problem) has been studied in the computer
vision field [10]. As you have seen above, however, the results obtained in [9] are much stronger both regarding the
uniqueness of the solution and regarding the correspondence between points and their images because in our cases
additional information coming from the robot can be utilized.

2.2.1 Computation of the relation between the frames

Having described at least two points in both the fixed disc frame and the base frame of the robot, we obtain

b»'L'i dl‘i

b d b .

yi . + Td, 1:1’2’...
d,.

bZ,’

where (%2, i, bzi) and ( I%i, Yy, dz;) are the coordinates of the i-th point with respect to the base frame and
the fixed disc frame, respectively. Recall the assumption that the plane of the turntable and XY-plane of the base
frame are parallel, we know that °Rg4 has the following structure

ri2 0
"Ry = 0 (2.7)
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In this case, we can determine *Rg and Ty with knowing two points in the two frames. As a matter of fact, it is
seen that

bxz - b.’L‘l d.’L‘z - dx1
o= by | = "Ra| ‘- ‘n (2.8)
by — 2y dy _ Ay
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Eqn.(2.8) represents linear equations of r1; and ri2. As long as the line joining the two points is not parallel to
z-axis of the base frame, the equations always have a unique solution. However, such a solution may not satisfy the
constraint r3; + r?, = 1 due to the possible noise in observed data and computation errors. In other words, *Ry
obtained in this way may not be orthogonal and is therefore meaningless.

Actually, the problem of determining °Rq4 can be viewed as the optimization problem of determining ®Rq with
the structure in (2.7) such that

bel del
Il bey | — "Ra| ‘e Il2
bes des

is minimized subject to the constraint r?; 4+ r7, = 1. Solving this optimization problem yields
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With knowing YRa4, we have

bz 4z
b b
Td = b$2 - Rd de‘Q .
by dy.

Now, we can determine any observed point on the part with respect to the base frame of the robot. Based on
the recovered coordinates of the points on the part, we can easily know the position of the centroid of the part and
the ortentation of the part.

3 Experiments

An experimental system has been set up in the Center for Robotics and Automation at Washington University.
It consists of one PUMA 560 manipulator and a turntable with the diameter of 0.9m. On the turntable the center and
a reference point are marked so that they can clearly be seen by the vision system. The distance between the center
and the reference point is 0.295 m. The computer vision system consists of a CCD camera with image resolution of
256 x 256 and the Intelledex Vision processor based on a 16 MHz Intel 80386 CPU. The focal length of the camera
is 0.0125 m. The vision system interfaces to the host computer, a SGI 4D/340 VGX. Visual measurements are
sent to SGI by a parallel interface. The robot is controlled by UMC controller that also interfaces to SGI through
memory mapping.

In the experiments, a non-planar part was randomly placed on the turntable. The precise locations of camera
and turntable in the base frame of the robot are both unknown, though we assume that the plane of turntable and
XY-plane of the base frame of the robot are parallel. The robot has been successfully controlled to pick up the part
and then drop it to a prespecified place. In this paper, we focus on the proposed multisensor-based calibration-free
schemes for localization of the part in the base frame of the robot. The experimental results regarding robot control
are not presented here.

In the experiments, two tasks have been completed. One is to control the robot to pick up a part after the
turntable stops rotation. We call it static picking up task. The other one is to require the robot to track and pick
up a moving part while the turntable is rotating. We call it tracking and picking up task. We observed two points
on the end-effector. Recall that if the line joining the two points is approximately parallel to the turntable then
a unique solution for the distance of the end-effector from the turntable can be determined. Therefore, we can
determine the position and orientation of the part in the base frame of the robot.

The experimental results for static picking up task are indicated in Fig. 4. The actual and estimated trajectory
of the centroid of the part in base frame of the robot in Fig. 4 (a) , while Fig. 4 (b) provides the actual and estimated
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orientation of the part with respect to the base frame of the robot. Fig. 4 clearly shows the procedure during which
the robot end-effector is tracking, picking up a moving part and drop it to a pre-specified location. In the figure,
the part is undergoing a circular motion in a horizontal plane and the robot end-effector moves from some place
above the plane, approaches to the part, grasps it and then goes straightforward to the pre-specified place.

In the experiment for the static picking task, we have taken one hundred images. For each image, we can recover
the position and orientation of the part in the base frame by using the proposed multisensor fusion scheme. To
deal with possible noise in observed data, we choose average of all the results as the final estimation. Note that the
relative position and orientation of the part with respect to the turntable are time-invariant. Once the position of
the turntable in the base frame and the relative pose of the part with respect to the turntable are determined, one
can easily know the trajectory of the part in the base frame via encoder reading. In the experiment for the tracking
and picking task, fifty images have continuously been taken. In this case, we take the last computation results of
the pose of the part as our estimate and feedback the values to the planner. This is why no ”shaking” part can be
seen in Fig. 4. Because there are some estimation errors in the position of the center of the turntable, even after
completion of the estimation the trajectory error of the part is a periodic function of time due to the rotation of
the turntable. It should be pointed out that the estimation errors are within 0.01 {m). In our experiments, if the
position errors of the part are within 0.01 (m) and the orientation errors are within 5 degrees, the picking tasks can
be successfully accomplished.

The above experiments have verified the proposed estimation scheme. It does not just provide a Calibration-Free
Vision for part localization, but also significantly reduces the requirement for processing speed of the vision system.
In these experiments, a very primitive vision system with a low speed CPU was used. Nevertheless, it is capable of
providing the position and orientation estimations for a fast moving part.

4 Conclusion

In this paper we developed a sensor fusion scheme estimate the position and orientation of parts in an
uncalibrated environment in order to manipulate the parts in a typical manufacturing workcell that is composed of
arobot manipulator, a rotating turntable and a camera system. Even though the visual computations are performed
in low rate, part position and orientation information can still be updated in same rate of feedback loop using an
additional encoder sensor. We also demonstrate a practical tracking algorithm which takes into account the fact
that the torque that the robot control system can supply is bounded. The proposed algorithm is primarily based on
error feedback with an extra error reduction term added in order to force the required torque requirement to remain
within acceptable bounds. The main features of our scheme are (i) requirement of speed for image processing is
reduced and hence cost of the system is low; (ii) the scheme can handle uncalibrated environment and therefore has
certain flexibility, allowing possible reconfiguration of a manufacturing workcell without recalibrating the relation
between the turntable and the robot and also (iil) the scheme can be used in various tasks, e.g. peg-in-hole in a
horizontal plane and the like. The experimental results clearly demonstrate the advantages of the proposed scheme.
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Figure 4.1: The actual and estimated pose of the part in the base frame of the robot for the static picking
task.
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Figure 4.2: The trajectories of the moving part and the end-effector of the robot in the tracking and picking
task.




BIFURCATION AND NECK FORMATION AS A PRECURSOR TO
DUCTILE FRACTURE DURING HIGH RATE EXTENSION

L. B. Freund and N. J. Sorensen*

Division of Engineering, Brown University, Providence, RI 02912

Abstract

A block of ductile material, typically a segment of a plate or shell, being deformed homo-
geneously in simple plane strain extension commonly undergoes a bifurcation in deformation
mode to nonuniform straining in the advanced stages of plastic flow. The focus here is on the
influence of material inertia on the bifurcation process, particularly on the formation of diffuse
necks as precursors to dynamic ductile fracture. The issue is considered from two points of view,
first within the context of the theory of bifurcation of rate-independent, incrementally linear
materials and then in terms of the complete numerical solution of a boundary value problem for
an elastic-viscoplastic material. It is found that inertia favors the formation of relatively short
wavelength necks as observed in shaped charge break-up and dynamic fragmentation.

INTRODUCTION

During extension of a ductile plate or radial expansion of a ductile shell, deformation is often
found to proceed more or less homogeneously within the plastic range until it is interrupted by
the formation of localized necks or shear bands. These regions of localized deformation commonly
evolve into ductile fractures. The focus here is on the formation of such necks during high rate
extension, and on the influence of inertia on the stress level necessary for neck formation.

To this end, a rectangular block of an incompressible elastic—plastic material deforming at
high rate under plane strain conditions is considered; see Figure 1. The block can be viewed as a
segment of a plate or shell when symmetry is enforced. Opposite ends of the block are subjected
to a uniform normal velocity Vp in the 1-direction. Otherwise, the faces of the block are free of
traction. The goal is to establish conditions on loading, geometry and material properties under
which the homogeneous deformation can give way to a non—homogeneous deformation.

Up to the instant of bifurcation, the rate of deformation field throughout the material is es-
sentially uniform. Material coordinates X}, referred to an underlying cartesian basis are introduced
in the reference configuration for the block, which is taken to occupy the region —¢; < X; < /;,
—?5 < X5 < #5. The dominant material velocity field referred to these coordinates is

X1V XoW

0
, Xy, X, t) = —
7 v (X1, Xo, 1) G0+ Vot /i)

U?(Xl’XQ,t) = (1)

*Now at Department of Mechanical Engineering, Lund University, Sweden.
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Figure 1: A reference configuration (top) for a block of material, and a subsequent configuration (bottom)
achieved by homogeneous plane strain extension.

The instantaneous stretching rate in the 1-direction is Vp/4;.

It is noteworthy that the deformation (1) cannot be maintained by a homogeneous state of
uniaxial stress. The pathlines of material particles are curves in space, which implies a nonuniform
distribution of particle acceleration throughout the block. The equations enforcing the balance of
linear momentum lead to the conclusion that the stress state is a homogeneous tension in the 1-
direction, say o, plus a hydrostatic pressure which varies in the 2-direction. In terms of components
of Cauchy stress ¢;;, the distribution has the form o117 = 6 —py, 622 = —p; and 612 = 0. In terms of
material coordinates in the reference configuration, the pressure pr has the parabolic distribution

_ R B-X3
& (1+ Vot/y)*

p1(Xa2) (2)

where p is the material mass density.

A number of studies of the conditions for bifurcation of the elastic—plastic block under qua-
sistatic imposed extension or compression have been reported. Hill and Hutchinson [1] identified the
regimes of behavior and ranges of moduli for which the governing equations are elliptic, parabolic
or hyperbolic. They also calculated the spectrum of bifurcation stresses for symmetric and an-
tisymmetric diffuse deformation modes. Young [2] carried out a similar analysis for plane strain
compression. Needleman [3] extended the analysis for plane strain tension/compression to solids
characterized by a flow rule with the plastic deformation rate not being normal to the flow surface.
Recently, Benallal and Tvergaard [4] examined the case of bifurcation of a block for a particular
strain gradient plasticity theory. All of these analyses have been based on Hill’s [5,6] bifurcation
theory for quasistatic deformation. Results on inertial influence on neck formation in tension have
been reported in [7-10].

BIFURCATION ANALYSIS

In this section, attention is on the possible onset of a spatially nonuniform deformation
field as a bifurcation from the velocity field (1) at a configuration which represents some fully
developed stage of deformation. A useful simplification of the boundary value problem formulation
is obtained by choosing the current configuration, whose state is being interrogated, as the reference
configuration and by choosing the time scale so that the system is in this configuration at ¢t = 0,
as has been done in (1). Thus, the velocity field (1) evaluated at ¢t = 0 is that of both the current
and reference configurations. For this choice of reference configuration, the nominal stress s;; and
the Cauchy stress o;; are identical (but their rates are different, in general). All equations can
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be satisfied by continuing homogeneous deformation beyond the reference configuration. However,
the goal is to seek conditions for which the governing equations can also be met for a continuing
deformation which is not homogeneous beyond the reference configuration.

Following Hill and Hutchinson [1], the balance of rate of momentum in terms of rate of nominal
stress reduces to

(811 — $22) y12 +$21,22 —$12,11 = p (V1,1 —v2,2) (3)

upon elimination of the mean pressure. Likewise, the behavior of an initially isotropic and rate—
independent material can be represented by the incrementally linear relationships

511 =82 = [2,“* - %0} (v1,1 —v2,2) (4)
s12 = [N + %0} v2,1 + [ﬂ - 30+ pI] V1,2 (5)
891 = [ﬂ - %0 + PI] V2,1 + [/L - '21'0] V1,2 (6)

where o is the uniform deviatoric stress acting in the 1-direction and py is the hydrostatic pressure
given in (2). This material is characterized by two parameters, the instantaneous tangent modulus
4u* for ongoing extension and the instantaneous tangent modulus p for shearing of principal
directions. For elastic-plastic materials the parameters are limited by 0 < p/p* < -;-

The perturbation fields on the uniform background deformation which must satisfy these
equations are subject to the boundary conditions

v=0 at Xi==+4 (7)

s§12=0 at X; =44y, S99 =0 and §32=0 at Xo=+4 (8)

The condition (7) is the kinematic condition on the velocity field, and the conditions (8) are the
natural boundary conditions.

The equations governing the linear rate problem are equivalent to the variational statement
that the functional

t2
q)[’ui] = / / [%éijvj,i —%pi)ii)i] dX1dXsdt = W[’Uz] — K[’U,] (9)
ty JAx

is stationary under variations of the instantaneous velocity field, where Ax is the area of the
plane occupied by the block in its reference configuration and the times %1, ty are arbitrary. It is
important to note that, for purposes of the variational statement, the nominal stress rate depends.
on velocity only through its linear dependence on current velocity gradient.

It is obvious that the kinetic energy-like functional K{v;] is positive for all admissible velocity
fields. In analogy with the linear theory of elasticity, the uniqueness of the incrementally linear rate
problem is therefore assured if the stress work-like functional Wv;] > 0. The coeflicients in the
constitutive equations (4)—(6) are different from those in the quasistatic case because of the pressure
term py. Thus, the failure of the inequality can be expected to occur under different conditions in
the dynamic case, in general, than in the quasistatic case. Hutchinson’s [11] sufficiency criterion for
a quasistatic bifurcation of a plastic solid with a smooth yield surface under multiaxial stress states
would be unaffected by the additional hydrostatic pressure due to inertia because only deviatoric
stress measures enter this criteria. Thus, a possible dynamic bifurcation from the uniform velocity
field (1) differs from the quasistatic bifurcation because of the different constitutive coefficients or
because other types of restrictions arise from the high velocity Vp in the background motion (1).
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Figure 2: Initial configuration of the ring deformed in plane strain due to action of an impulsive radial
body force with time history as indicated.

Obviously, the coefficients in the constitutive equations (4)—(6) reduce to the coefficients for the
quasistatic case for rectangular blocks with a large aspect ratio because the effect of lateral inertia
as given by (2) vanishes with the square of the aspect ratio of the block. It is noteworthy that
the classification into elliptic, parabolic and hyperbolic regimes of the dynamic incremental field
equations without the hydrostatic pressure due to lateral inertia is identical to the classification
reported by Hill and Hutchinson [1] for the quasistatic case. The neck bifurcation modes are thus
also relevant for the dynamic extension of a block with a large aspect ratio, as long as these modes
are otherwise admitted by the dynamic nature of the problem.

NECK FORMATION IN DYNAMICALLY EXPANDING RINGS

In this section, results of simulation of steel rings expanding radially under plane strain
conditions due to dynamic loading are summarized; see Figure 2. For all results reported, the rings
have an initial radius of Ry = 0.07m and an initial thickness-to-radius ratio of hg/Rp = 1/35, 1/70
or 1/140. The loading is a uniformly distributed radial body force of large amplitude and short
duration. The time history of the body force follows a half sine curve as indicated in Figure 2. For
all results reported here, the magnitude of the body force variation is 10® N/kg and the duration is
10 us. Momentum imparted to the material by this impulse drives the deformation thereafter due
to material inertia. The wall thickness is assumed to have an imperfection in the form of a periodic
variation in half-thickness Ahg(#) = £ cos 80 where 8 is the angular distance along the ring. The
resulting deformation is assumed to be periodic and only a 22.5° segment of the ring is analyzed.

The simulations were based on a dynamic finite element procedure (e.g., see Knoche and
Needleman 1993) with an internal variable dilatant viscoplastic material model used to describe
the ductile failure by void nucleation, growth and coalescence (cf. Gurson [12], Tvergaard [13]). In
the present implementation of the Gurson model, only strain—controlled void nucleation was used.
Also, thermal softening by adiabatic heating was taken into account.

The material data used in the simulations correspond to a ductile pressure vessel steel (denoted
pvs in the following) which has been characterized by Naus et al. [14]. Some of the relevant
data for the pvs steel ring as used here are the strain hardening exponent N = 0.1, the strain
rate hardening exponent m = 0.002, the room temperature yield strength oo = 426 MPa, the
material mass density p = 7850 kg/ m?, the initial temperature 20°C, the coefficient of thermal
expansion 3 = 1.1 x 107%/°C, the fraction of plastic work converted into heat x = 0.9, the elastic
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Figure 3: Level curves of (a) effective plastic stram, (b) void volume fraction, and (c) temperature in °C
for a pvs—steel ring with ﬁ% = 710 deformed to &= R = 0.65. The ring is initially thinnest at the extreme left
end and thickest at the right end in the figure (E 0.01).

modulus E = 206.9 GPa, the Poisson ratio ¥ = 0.3 and the volume fraction of strain—controlled
void nucleating particles f, = 0.002.

A study of dynamic necking in rings has been conducted recently by Han and Tvergaard [§]
using a rate-independent plasticity model. The present computations have been carried out along
the same lines; for details on boundary conditions the reader is referred to this study. However, the
phenomenon of multiple necking observed in [8] for a rate-independent material and found here for
a slightly rate-dependent material are very similar, suggesting that strain-rate-hardening effects
play a secondary role compared with the imperfection sensitivity of the viscoplastic material in the
process of neck formation.

Typically, the average strain rate in these calculations has increased to a value somewhat less
than 10%/s at the time the impact loading on the ring ceases, and it then decays as the rate of
expansion of the ring gradually diminishes. For the case of hg/Ry = 1/70, contour plots of several
fields are shown in Figure 3 at a nominal hoop strain of 65%. It is evident that roughly periodic
necking has emerged with spacing between necks being much less than the wavelength of the initial
imperfection in wall thickness.

In order to visualize the evolution of the situation depicted in Figure 3, an average effective
plastic strain rate over a cross—section, normalized by the average strain rate R/ R, provides a useful
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instantaneous measure of the deviation from uniform deformation. Results in the form of contours
of this normalized strain rate é5(f,¢) in the #,¢—plane are shown in Figure 4 for three impact
simulations representing rings with different thickness—to-radius ratios. Viewed in this way, the
darker (lighter) shading shows plastic strain rates which are higher (lower) than the average strain
rate. For all cases, the strain rate distribution around the circumference is found to be nearly
uniform at the time when the impact loading is completely removed, that is, after 10us.

120 time (us)

Figure 4: Level curves of normalized cross-sectional effective plastic strain rate é; over the 8, t—plane for
rings of the pvs—steel with the initial thickness—to-radius ratio being equal to (a) 145, (b) 75 and (c) 3.

After the applied load is completely removed, inertia continues to drive the deformation which
is nearly uniform for the three cases in Figure 4 until the time is approximately two times the impact
time. In all cases, a slightly higher strain rate is found at the thinnest point of the ring shortly
after 20 us and this higher strain rate region grows in size thereafter. Almost simultaneously, a
strain rate slightly smaller than average is visible at the thicker part of the ring. Even with higher
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resolution in the contour plots than can be represented here, this pattern seems to be common to
all cases.

In the context of the bifurcation results for a quasistatic plane strain tension test, this situation
can be described qualitatively as slow growth of the long wavelength mode which, in the quasistatic
case, would lead to a neck developing symmetrically near 0° and extending to a few degrees to
either side of this point. However, in addition to the slowly growing long-wavelength mode, the
three cases in Figure 4 show rather different behavior from the quasistatic case in that multiple,
closely spaced high/low strain rate zones are seen to develop relatively rapidly for the dynamic
cases analyzed here. The order of appearance of these high/low strain rate zones is not the same
for the three cases. Furthermore, these short wavelength, highly non—uniform plastic strain rate
patterns do not all develop into necks with equal strain intensity. However, this mode appears to be
the critical mode in the sense that some of these neck-precursors do develop into macroscopic necks
that are visible in contour plots like those in Figure 3. Some of the neck—precursors corresponding
to the critical mode shown Figure 4 die out and the strain levels in the necks in Figure 3 vary
accordingly.

SUMMARY

Although the phenomenon of interest has been studied only over a limited range of system
parameters, some noteworthy features or trends have emerged. Among these are:

(i) even though the eventual array of necks observed seemed to have little correlation with the
original imperfection in wall thickness, it is noteworthy that the necks did not appear at
all up to overall strains of unity if no imperfection was present. This suggests that some
nonuniformity of the deformation is probably important in precipitating the distribution of
necks.

(ii) strain-rate-sensitivity effects seem to play a secondary role compared with the imperfection
sensitivity of the viscoplastic material in the process of neck formation.

(iii) the role of the dilatant plasticity model is of minor importance in the process. The constitutive
features which essentially control the failure evolution accounted for here are apparently the
adiabatic softening and the basic viscoplastic material response.

(iv) for the three cases studied, the spacing of the array of necks varied directly as the initial wall
thickness of the ring. At the time of neck formation, the spacing is roughly three to four
times the wall thickness.

(v) although most calculations were done for strain hardening parameter N = 0.1, a few cases
" with larger or smaller values were considered. A significant decrease in N results in similar
neck formation but at an earlier time, while a signifiant increase in N suppresses formation

of necks, particularly in the portion of the wall that is initial thicker.
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MODELING OF HIGH HOMOLOGOUS TEMPERATURE DEFORMATION BEHAVIOR
FOR STRESS AND LIFE-TIME ANALYSES

Erhard Krempl

Mechanics of Materials Laboratory
Rensselaer Polytechnic Institute
Troy, NY 12180-3590

ABSTRACT

Stress and life-time analyses need realistic and accurate constitutive models
for the inelastic deformation behavior of engineering alloys at low and high
temperatures. Conventional creep and plasticity models have fundamental
difficulties in reproducing high homologous temperature behavior. To improve the
modeling capabilities “unified” state variable theories were conceived. They
consider all inelastic deformation rate-dependent and do not have separate
repositories for creep and plasticity. The viscoplasticity theory based on overstress
(VBO), one of the unified theories, is introduced and its properties are delineated.
At high homologous temperature where secondary and tertiary creep are observed
modeling is primarily accomplished by a static recovery term and a softening
isotropic stress. At low temperatures creep is merely a manifestation of rate
dependence. The primary creep modeled at low homologous temperature is due to
the rate dependence of the flow law. The model is unaltered in the transition from
low to high temperature except that the softening of the isotropic stress and the
influence of the static recovery term increase with an increase of the temperature.

INTRODUCTION

Design stress analyses of highly loaded components are now performed using finite element
programs. For most structural components linear elasticity is appropriate. However, when
inelastic material behavior is experienced this model is not adequate. This can happen at low
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homologous' temperature when the elastic limit is exceeded by an overload event or is allowed to
be exceeded to ensure an economic use of the material. At high homologous temperatures a true
elastic limit may not exist. Stress levels in the quasi elastic region may lead to significant creep
deformation and even to creep rupture. For these and other cases material models that capture the
inelastic deformation behavior are needed. Once developed, they need to be implemented in
constitutive equation subroutines of finite element programs.

For the inelastic deformation behavior of metals and alloys rate(time)-independent plasticity
and combined plasticity and creep are generally used at low and high homologous temperature,
respectively. Plasticity and creep models were developed independently and were combined as
soon as the finite element programs were ready to accept these nonlinear models and as soon as
the technology demanded their use. This was the case in the 1970s when the consumer oriented
society started to demand safety and predictability of performance of engineering structures.
When the predictions of these models were compared with experimental results major deficiencies
were detected in modeling of cyclic loading, of sequences of monotonic loading and of
intermittent creep.

“Unified” models were then developed that consider all inelastic deformation as rate-
dependent. This approach is in agreement with the notions of materials science where plastic
deformation is considered to be a rate process. No separate repository for creep is introduced in
the “unified” constitutive equations. Creep and relaxation are manifestations of rate-dependence
and of diffusion processes when the boundary conditions in homogeneous states of deformation
are zero stress rate and zero total strain rate, respectively.

The conventional plasticity-creep formulation assumes that the low homologous temperature
deformation is rate-independent and that rate(time)-dependent deformation commences suddenly
when the so-called creep range is reached. Then the model has to be changed from plasticity to
combined plasticity and creep.

The separation of creep and plastic deformation models does not have a physical basis.
Inelastic deformation is caused by changes in the defect structure such as dislocation motions for
monotonic (increasing stress) and creep (constant stress) conditions.

Even if the loading on the boundary of engineering structures is kept constant in time, the
constant stress condition generally does not exist inside a structure. The inhomogeneous stress
field causes a redistribution of the stresses with time due to the stress distribution and a creep
event with constant stress does generally not exist inside the structure.

The combined plasticity-creep formulation can also lead to contradictions. Creep tests
performed at stress levels within the “quasi elastic” region of a stress-strain diagram can lead to
significant creep deformation and even to creep rupture at high temperature. The idealization of
plasticity requires that the yield surface encloses the purely elastic region as defined by the
linearity of the stress-strain diagram. So, creep deformation and even creep rupture are taking
place inside the yield surface!

“Unified” models were invented to circumvent these conceptual and technological problems.

The purpose of this paper is to introduce a “unified” model, the viscoplasticity theory based
on overstress (VBO), and to show some of its qualitative properties for high and low homologous
temperature.

! The dimensionless temperature ratio of test temperature over melting temperature both measured in °K.
Engineering structures seldom operate at a homologous temperature greater than 0.6 and operating temperatures
below 0.3 are usually considered low homologous temperature.
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THE “UNIFIED” STATE VARIABLE THEORIES

General Remarks

“Unified” models including VBO are basically continuum models and assume a representative
volume element exists. At this level the contributions of the many possible microstructural
mechanisms are only recognized through their aggregate effects. In experiments, the specimen
representing a macroscopically homogeneous state of deformation (tensile bar or thin-walled
tube) is the representative volume element. It serves as an integrator of all mechanisms. The
individual contributions are recognized in “ smeared out” form as long as they are influencing the
specimen behavior.

In VBO and other state variable theories the modeling of the changing microstructure is
accomplished by the so-called state variables and their growth laws. There is no one-to-one
correspondence between the state variables and certain micromechanisms. The correspondence is
rather diffuse. In VBO the state variables are motivated by experimental results and some
qualitative considerations, see Krempl [1]. Generally speaking, state variables for modeling work-
hardening in monotonic loading, for cyclic hardening (softening) and for the Bauschinger effect
are needed. :

Inelastic deformation in metals and alloys is primarily affected by dislocation motion and by
other changes in the defect structure. In most of the cases the dislocation density increases with
inelastic deformation and further movement of dislocations is impeded by their increasing density.
As a consequence work hardening is observed macroscopically. In some cases, when cold-worked
metals are subjected to cyclic inelastic loading for example, cyclic softening occurs indicative of
an easing in the passage of dislocations and a decrease in dislocation density.

At low homologous temperatures diffusion is negligible and the defect structure acquired
during inelastic deformation is stable in the absence of mechanical loading. As the temperature
increases diffusion processes become important. Defects can now change by “thermal action.”
Generally, diffusion tends to counteract the hardening effects of inelastic deformation. Hardening
due to inelastic deformation and softening due to diffusion occur while external mechanical loads
are applied. In the absence of external loads hardening essentially ceases and the effects of
diffusion continue until equilibrium is attained’. The defect structure is observed to change with
time, “static” recovery is said to occur. Subsequent loading shows that the hold periods with zero
external load can lead to a softening of the response’.

Hardening due to inelastic deformation and softening due to diffusion (static recovery) act
simultaneously. Depending on the loading and on the temperature, hardening or softening may be
pronounced. At low homologous temperatures hardening is dominant. Hardening and softening
can also be in equilibrium as happens when the stress is constant and secondary creep can be
observed. As the temperature increases diffusion effects become increasingly important and
hardening ceases when the melting temperature is approached.

2 Although there are no external mechanical loads acting on the material, residual internal stresses with zero
resultant exist and they influence the change in the microstructure. These internal stresses are self equilibrating
and do not enter into a continuum formulation.

3 It is assumed that the material behavior is “normal” and that effects like strain aging and age hardening do
not occur.
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At low temperatures where diffusion is negligible the growth laws for the state variables are
homogeneous of degree one in the rates so that neither time nor the rate of loading has an
influence on hardening. The modeling of the diffusion processes in a continuum approach mostly
follows the Orowan-Bailey format, via a static recovery term in the growth laws of the state
variables. This term is introduced to counteract the hardening and it is not homogeneous of
degree one in the rates. With it rate and time of loading have an influence on the growth of the
state variables. When the material is unloaded to zero load and is left at zero load, the recovery
terms return the state variables to zero with time. Majors and Krempl [2] have, however, shown
that the static recovery term alone cannot model cyclic softening and tertiary creep.

Viscoplasticity Theory Based on Overstress (VBO)
Assuming isotropy, small strains, variable temperature and volume preserving inelastic
deformation the deviatoric flow law can be written as

oo 4o =1(lt.v.s)+ 1)
di\ E

. d . o
where a bold face quantity denotes tensor and a superposed dot or 7 designates material time

derivative; e and s denote the strain and stress deviators, respectively; g is the equilibrium stress

deviator, s - g is the overstress (effective stress) deviator and "= \/%tr[(s—g)(s—g)] is the

overstress invariant or effective overstress. The elastic modulus is £ and v is the elastic Poisson’s
ratio. The function F has the dimension of 1/time and is positive, increasing with F/0]=0.
Experimental evidence for introducing the overstress dependence of the inelastic strain rate is
discussed by Krempl [1].

When all rates are zero then s = g is a solution of Eq. (1); g therefore represents the stress
that can be sustained at rest or in equilibrium and this property has given g its name.

From Eq.(1) the effective inelastic strain rate can be obtained as \[31r(é"é") = p= F[I'].

The deviatoric relations have to be augmented with a statement that the response to a
hydrostatic state of stress is elastic

1-2v :
tré=— tro |+3al 2
7 i 0') a )

where o and € are the stress and strain tensors, respectively. The coefficient of thermal expansion
is @ and T -T, is the change from the reference temperature To. The writing of the first terms on
the right hand side of Egs. (1) and (2) ensure path independence of elastic deformation when the
elastic constants are dependent on temperature, see Krempl [3].

The equilibrium stress enables the modeling of nonlinear rate sensitivity and the separation of
viscous, work-hardening and rate-independent contributions to the flow stress, see Krempl [3]. Its
growth law with a static recovery term is

e- st (A o288y -] kiele

The positive decreasing function ay/[F ] with the dimension of stress controls the transition from
the initial elastic behavior to the fully established inelastic flow. It is bounded by E > y[I']> E,




where E, is the tangent modulus in the inelastic range based on total strain rate. The second term

on the right hand side, together with corresponding expressions in the flow law, ensures path
independent elastic behavior.

The deviatoric quantity f is another state variable called the kinematic stress. It is the
repository for modeling the Bauschinger effect. In addition work-hardening, work-softening or
flow at constant stress in monotonic loading is reproduced depending on whether the slope based

on inelastic strain rate Et is positive, negative or zero. The slopes in the flow stress region are
related by E, =F, / (1 -E /E ) and are almost equal for most engineering alloys. The growth law
for the kinematic stress is

f= E“,F[r]s;g )

It is also possible to make E, a function if there is a variable slope in the flow stress region.
The positive, increasing function R[g] with the dimension of reciprocal time constitutes the

static recovery term. The equilibrium stress invariant is g = 1/-';’-tr(g,qg') and R/0] = 0. The static

recovery term reduces the growth of g and it is zero when the equilibrium stress is zero.

The scalar state variable A is called the isotropic stress. It is primarily the repository for
modeling of cyclic hardening, cyclic softening and tertiary creep, see Majors and Krempl [2]. An
appropriate growth law has to be specified.

At low homologous temperature 4 represents the rate-independent contribution to the flow
stress, see Fig. 1 of Krempl [3]. As the temperature increases diffusion becomes important and the
contribution to the flow stress represented by 4 depends on the duration of the test. It and with it
the equilibrium stress will become rate-dependent.

To account for rate-independent cyclic hardening/softening at low homologous temperature
the growth law must be formulated to be homogeneous of degree one in the rates. In this
formulation time has no effect. Examples of modeling complex situations such as extra hardening
in out-of-phase loading, see Krempl and Choi [4] and Choi and Krempl [5].

As the temperature increases a rate-dependent growth law with softening is appropriate to
model tertiary creep, see Majors and Krempl [2], Tachibana and Krempl [6] and Maciucescu et
al.[7]. The growth law used by Maciucescu et al. [7] is

. A-4,
)

where [ is a constant with dimension stress/time and A is the final value of A. If the initial
condition is A4, > 4,, softening will be modeled. This is appropriate for high homologous
temperature. Hardening would be represented if 4, < 4,. The quantity p is the inelastic strain
path length defined above.

Modeling of Deformation Behavior

The above equations represent the three dimensional version of VBO. To ascertain its
modeling capabilities the material constants E,E,,v,and @ and the functions
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F[I'), w[I], and R[g]* must be determined from appropriate tests. Included are monotonic and

cyclic loading in displacement (strain) or load (stress) control, creep (stress is constant) and
relaxation (displacement is constant). Such tests are usually performed in the uniaxial state of
stress ot, less frequently, in biaxial stress states. To start the determinations the three dimensional
equations must be specialized for the appropriate stress state and the test conditions. Then values
for the constants are assumed and the coupled, nonlinear, stiff differential equations are integrated
numerically. The results are compared with the experiments. New constants are assumed and
integration yields new results. This process is continued until a satisfactory match of simulation
and experimental data is achieved. Once the constants have been determined the constitutive
equations should be specialized for another set of tests which had not been used in the
determination of the constants. Then the model is to be specialized for these tests to affect a
prediction. If the comparison with experiment is satisfactory, the model can be used with
confidence in stress analyses.

Reduction to the Uniaxial State of Stress

Using the definition of a deviator for the strain rate Egs. (1) and (2) can be written as
1-2v 3
s -

tr(rI)+aTI+—F[F] 8 6)
E 2 r

where 1 is the identity matrix. For the uniaxial state of stress the stress deviator is given by
2 0 0
0 (N
0 0 -1
where o is the uniaxial true stress. Assuming the same relation for the equilibrium stress with G
denoting the counterpart of o, the uniaxial component of the strain rate & is found to be
d o-G

6= 2 {2 )rar+ AN} 7E ®)

It is easy to convert the growth laws for the state variables to the uniaxial state of stress. They are

= "’—gje; + a%(ﬂ;——]] + F[F](# - ij)w[r] + [1 - W[TF]') f-RlGlc  ©®
and %}q o

where f is the counterpart of o and G and where "= |0'—G|. The growth law for 4 does not

change at all but p is now the accumulated inelastic strain.

Egs. (5) and (8) through (10) are the uniaxial constitutive equations which must be
specialized for the test conditions before they can be used.

With modern servo-controlled testing machines load or displacement can be imposed on the
specimen. In most of the tests the rates are constant over certain time intervals and can change
instantaneously. For example loading up to a creep stress level can be done with a certain stress or

f=E,F[F]

* They in turn contain other constants. It is possible to use constants instead of functions thus reducing the
number of constants needed, see Maciucescu et al. [7].




strain rate with a change to zero stress rate when the creep test starts. Either engineering or true
quantities can be controlled.
It is useful to recall the relations between the true and the engineering quantities (designated

by the same symbol but with a »). With constant density assumed these relations are £ =1In(1+ &)

and o =6(1+%). To simulate the described tests the conditions listed in the last column of the

table below must be substituted into the set of constitutive equations with an appropriate value for
the constant rates.

Type of Control Condition Expression to be substituted
Strain control & =constant &= ?:/ (1+8)=é&lexpe

True strain control | £ = constant &
Stress control o =constant & =o(l+&)+0e=0cexpe+oE

True stress control O =constant o

In addition the temperature history must be specified,

Note that for relaxation both the engineering and the true strain rates are zero. There is a
difference between the “ constant load” creep test (engineering stress rate is zero) and the
“constant stress” creep test (true stress rate is zero.). It is known that the experimentally observed
constant load and constant true stress creep curves can be different. Therefore, a possibility exists
to model these differences with VBO.

Other test conditions such as a cyclic test require the specification of the stress or strain and
temperature histories.

With these expressions the coupled nonlinear non-autonomous differential equations must be
integrated numerically to simulate the specific tests. For a good model the curves obtained from
the numerical test should be identical to the experimental one.

Without specification of the test condition the constitutive equations cannot be solved. The
response of the model will depend on the temporal evolution of the input conditions.

Isothermal Creep with Constant True Stress

Loading up to the flow stress region is performed with a strain rate £ . Then the true stress
is kept constant. Applying the uniaxial equations without the recovery term immediately before
and after the switch to constant stress enables the calculation of the initial creep rate and of the
equilibrium stress rate. They are

£ =& (1-E,/E) (11)
and
G'=&E,(1-y/E) (12)
where * designates the rate at the beginning of the creep test. The equilibrium stress rate before
the start of the creep test is G~ = & E, where we have made use of the long-term asymptotic

solutions of VBO, see Krempl [3]. It is seen from Eqs. (11) and (12)that the rates at the beginning
of the creep test are reduced from the values just before the test. It is also seen that the
equilibrium stress continues to increase. Although it is believed that similar relations hold in the
presence of the static recovery term it cannot be proven mathematically.
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beginning of the creep test are reduced from the values just before the test. It is also seen that the
equilibrium stress continues to increase. Although it is believed that similar relations hold in the
presence of the static recovery term it cannot be proven mathematically.

Usually creep is classified as primary (creep rate decreases in magnitude), secondary (creep
rate magnitude is constant) and tertiary (creep rate magnitude increases)’. To ascertain the
properties of the model it is best to differentiate the flow law Eq. (8) which results in

§" =F'lo,~-G|[(-G)=&"" (13)

The prime designates total derivative and the subscript , indicates that the stress is constant.

It can be seen that the sign of the second derivative is determined by the sign of the
equilibrium stress rate. For primary creep G > 0 and G < 0 is required for tertiary creep. The
equilibrium stress rate has to be zero for the modeling of secondary creep.

The purpose of the static recovery term and the softening of the isotropic stress is to bring
about the changes in the slope of the equilibrium stress to represent secondary and/or tertiary
creep at long times.

By substitution of the inelastic strain rates in the growth law for the equilibrium stress it can
be shown that all the terms in the growth law for the equilibrium stress, except the static recovery
term, are homogeneous of degree one in the rates, see Krempl [3]. Rate and elapsed time have no
influence on their contribution to the growth of G. The influence of the static recovery term which
reduces the growth of the equilibrium stress rate increases with test duration. Also the decreasing
isotropic stress 4 reduces the equilibrium stress rate. Both are needed to model secondary and
tertiary creep. Examples of modeling are given in Tachibana and Krempl [5] and Maciucescu et al.

[7].

At low temperatures diffusion has no influence and the static recovery term is set to zero. It
is not possible to reproduce tertiary creep as long as the model is required to reproduce work-
hardening or inelastic flow at constant stress in a tensile test, see Krempl [3]°. Only primary or at
the most secondary creep can be modeled at low homologous temperature usually referred to as
“Cold Creep.” “Cold creep”, relaxation and loading rate sensitivity are simply manifestations of
rate-dependence under different boundary conditions. This type of behavior was found in
engineering alloys at room temperature, see Krempl [8] and Kujawski and Krempl [9].

CONCLUSION

The qualitative properties of VBO in modeling creep behavior were described. The transition
from low homologous temperature behavior to that at high homologous temperature is affected
by the static recovery term and the softening of the isotropic stress which is a scalar state variable
of VBO. They become increasingly important as temperature and duration increase. “Cold” as
well as high temperature creep including tertiary creep can be modeled with one constitutive
model. It is not necessary to switch to a different set of constitutive equations as temperature
increases using this “unified” approach.

5 We refer to magnitude to make the description valid for tension and compression.
® Tertiary creep can be modeled only if there is work-softening in monotonic loading.
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ORIGINS OF ASYMMETRIC STRESS-STRAIN RESPONSE IN
PHASE TRANSFORMATIONS

Huseyin Sehitoglu and Ken Gall

Department of Mechanical and Industrial Engineering
University of Illinois, Urbana, IL 61801, USA

ABSTRACT

It has been determined that the transformation stress-strain behavior of
CuZnAl and NiTi shape memory alloys is dependent on the applied stress state.
The uniaxial compressive stress necessary to macroscopically trigger the
transformation is approximately 34% (CuZnAl) and 26% (NiTi) larger than the
required uniaxial tensile stress. For three dimensional stress states, the response
of either alloy system is dependent on the directions of the dominant principal

stresses along with the hydrostatic stress component of the stress state. The stress
state effects are dominated by the favored growth and nucleation of more
martensite plates in tension versus compression. The effect of different
hydrostatic pressure levels between stress states on martensite plates volume
change is considered small. .

INTRODUCTION

The purpose of this work is to determine the physical origins of the tension-compression
asymmetry and the hydrostatic stress effect with novel experiments and measurements in two
technologically important materials (CuZnAl and NiTi). Using unique equipment, considerable
sensitivity to hydrostatic stress state has been obtained experimentally for the first time. It
should be noted that there are currently no studies available in which both effective and
hydrostatic stresses were systematically changed. Since shape memory alloys (SMA) can store
large amounts of recoverable pseudo-elastic energy, they could be used in many applications
where large strains are essential, but permanent deformation and energy loss due to plastic
dissipation is undesirable. Additionally, SMA's have an advantage over traditional materials
since the large pseudo-elastic mechanical strains can be triggered thermally, electrically, or
mechanically.

SMA'’s owe their unique stress-strain behavior to a reversible thermoelastic martensitic
transformation. It is widely accepted that the stress-induced martensitic transformation produces
two unique macroscopic stress-strain responses, pseudoelasticity and the shape memory effect
[1, 2] Analogous to stress-strain curves in the plastic regime, pseudoelastic and shape memory
stress-strain curves demonstrate macroscopic yield points, hardening regions, and mechanical




hysteresis upon unloading. The primary difference between the three curves concemns the
mechanism of recoverable strain. Plastically deformed materials recover strains upon reverse
loading, pseudoelastic materials recover strains immediately upon unloading, and materials
exhibiting the shape memory effect recover strains after being subsequently heated. The
existence of one phenomenon over another in any given alloy system is a function of test
temperature, material composition, processing technique, and heat treatment.

Despite the wide ranging applicability of SMA's, there is a limited amount of
experimental work on the response of SMA's to stress states other than tension [1-3]. This gap
in research efforts is intriguing since the dependence of stress-induced martensitic
transformations on the applied stress state was observed some 40 years ago in steels [4]. With
this in mind, the purpose of the current study is to expose the issues related to the
transformation behavior of CuZnAl and NiTi shape memory alloys under different stress states.
More precisely, this work will focus on the dependence of the critical transformation stress level
on the applied stress state.

EXPERIMENTAL TECHNIQUES

Polycrystalline Cusg 1Znz70Al138 and NisgoTisoo weight percent alloys were
employed for the study. The normal to the habit plane and the twinning direction have the
direction cosines (.199, .6804, .705) and (.1817,-.7457,.6411) respectively. CuZnAl
demonstrates a small negative change (-0.3%) in volume upon transformation from the parent
phase to the martensitic phase. The habit plane normal and transformation direction are given as
(-.8889,.404,.215) and (.435,.7543,.4874) respectively for NiTi. This results in a small
positive volume change (.19%). The heat treatment in both cases consisted of a solution heat
treatment followed by an aging treatment. The treatment was performed to keep the martensite
start temperature, M;, at a reasonable level below room temperature. This assures that the
transformation will be stress-induced. On average, the NiTi M, was about -18 °C, while the
CuZnAl M; was about -10 °C. The tests in this study were conducted at room temperature
where the sample is fully austenitic (T > Ap). Details of the unique experimental equipment used
for the triaxial tests can be found in a recent publication [3] and are also summarized below.

In our work, a servohydraulic test machine fitted with a unique high pressure vessel is
used for triaxial testing of NiTi and CuZnAl specimens. The schematic of the test system is
provided in Figure 1. As Figure 1 indicates, axial stresses are applied to the specimen by the
servohydraulic actuator of the MTS test machine; diametral stresses are applied to the specimen
through the introduction of pressurized fluid into the pressure vessel. The axial stress is changed
by applying force in the longitudinal direction, and circumferential and radial stresses are related
to applied pressure (=-p). The ability of the present triaxial testing apparatus to simultaneously
ramp the lateral and axial stresses on the specimen represents one of its main advantages over
previous triaxial research efforts. In previous works, hydrostatic compression was typically
applied first and the uniaxial stress was increased in a secondary operation. The present scheme
circumvents any arguments regarding the role of initial hydrostatic compression on the material
behavior. A personal computer was used for all test definition, command generation, and data
acquisition tasks. More details of the pressure intensifier, load and strain measurements can be
found in a recent publication [3].

EXPERIMENTAL RESULTS

The effective stress-strain curves for the CuZnAl and NiTi are shown in Figures 2 and 3
respectively. Stress states #1 and #3 are simple uniaxial tension and compression. Stress state
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#2 has the following combination of principal stresses: 0, =2p, 0, =—-p, 0, =-p, while
stress state #5 is governed by: 0, =-2p, 0, =—p, 0; =—p. Several other triaxial stress states
were studied, and the results are discussed more thoroughly in two recent publications [13, 14].
The stress-strain curves are only shown up to 3% strain because strains much larger that this
introduce considerable plastic deformation and non-recoverability [13]. In general, the NiTi has
a much higher transformation yield point while the CuZnAl demonstrates a larger post-yield
hardening modulus. Although the difference in hardening behavior is not as drastic as Figures 1
and 2 might indicate (Figure 2 has a scale twice as large as Figure 1) the difference is still
notable. Both CuZnAl and NiTi show transformation yield points which are much higher in
compression than in tension. In addition, the yield point of the zero hydrostatic case lies close to
the yield point in pure tension for both materials. The yield point of CuZnAl under triaxial
compression lies in between the tension and compression yield points. However, in NiTi, the
yield point of the triaxial compression test lies considerably above both the tensile and
compressive yield points.

DISCUSSION

For the most part, the stress state effects in CuZnAl and NiTi can be directly linked to
micro-mechanical phenomenon. When a particular stress state is imposed on a SMA specimen,
transformation strains are accumulated through the nucleation and subsequent growth of several
preferred martensite plates (variants) [S]. Figures 4a and 4b show the typical arrangement and
number of martensite plates caused by an applied stress in CuZnAl. The first image (a) is a
magnified view of the plates in a single grain while the image (b) show the formation of
different plates in several grains. The purpose of the two images is simply to demonstrate that
two variants usually control the stress-induced transformation and that different grains favor the
formation of selected variants. Unfortunately, it is not trivial to compare Figures 2-4 and
completely understand the stress-state effects. To link the experimental behavior to the
microscopic observations, a micro-mechanical model must be incorporated [1,6].

Although the model will not be extensively discussed here, the predictions of the model
are a cornerstone in the understanding of stress-state effects in these alloys. As in a real material
the model has the possibility of forming 24 martensite variants per grain. However, consistent
with experimental observations, the model predicts that only 2 or 3 of these variants actually
control the transformation under an applied stress state [1]. The advantage of the model is that it
allows the “observation” of microscopic variables controlling the transformation which are not
easily observed experimentally. One of the key predictions of the model is that more variants
will activate under an applied tensile stress versus a compressive stress (Figures 5(a) and 5(b)).
Clearly, the favored activation of martensite variants between stress states is one cause of stress
state effects in these alloys. Simply stated, if a particular stress state has dominant principal
stresses in tension, more variants will activate, the transformation will microscopically proceed
quicker, and the macroscopic transformation yield stress will be lower.

Balancing the effect of the number of transforming variants is the relationship between
the volume change during transformation and the hydrostatic component of the applied stress
state. Thus, if the applied stress state has a negative hydrostatic component then the
transformation will be triggered at a lower effective stress for CuZnAl. Macroscopically, the
difference in the transformation yield point caused by differences in the hydrostatic stress
component between stress states is not visible unless the hydrostatic stress difference is
substantial. For example, the hydrostatic stress component due to pure compression is slightly
more negative than the hydrostatic stress component due to pure tension. However, from
Figures 2 and 3 it is clear that transformation in tension is favored over transformation in
compression. One would have expected compression to have a lower yield point since its
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hydrostatic stress component is compressing in the direction which the transformation wants to
proceed. Through Figure 5(a), the model demonstrates that the transformation is indeed
“microscopically triggered” at a lower effective stress in compression in the CuZnAl case (note
the very small offset in the number of transforming variants curve). However, this small offset
is quickly overshadowed when more variants begin contributing to the transformation. In the
case of NiTi the habit plane normal and the transformation direction lead to a positive volume
change, consequently, the effect of volume change and transforming variants are additive
leading to a higher sensitivity of the results to hydrostatic stress (Figure 5(b)).

Although the origin of stress state effects is clearly related to the microscopic aspects of
the transformation, there still exists some experimental phenomenon that are not completely
accounted for. The current theory of the authors is that texture is playing an intense role in the
3-D transformation behavior. At any rate, research is now in progress to experimentally view
microscopic martensite growth in situ to better understand the dependence of martensite growth
on the stress state.

CONCLUSIONS

(1) The uniaxial compressive stress necessary to macroscopically trigger the transformation
is approximately 34% (CuZnAl) and 26% (NiTi) larger than the required uniaxial tensile stress.
For three dimensional stress states, the response of either alloy system is dependent on the
directions of the dominant principal stresses along with the hydrostatic stress component of the
stress state.

) Stress state effects in CuZnAl and NiTi alloys are a balance between the number of
transforming variants and the hydrostatic pressure (volume change) effect. The variant effects
are more pronounced when two stress states have a small difference in hydrostatic stress
components and the principal stresses are in different directions. The hydrostatic pressure
effects become evident when there are extremely large differences in hydrostatic pressures
between stress states.
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Figure 4. Scanning electron microscope image of martensite plates
(a) in a single grain and (b) in several grains of CuZnAl [1].
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ABSTRACT

Cutting states associated with the orthogonal cutting of stiff cylinders are
identified through an analysis of the singular values of a Toeplitz matrix of third
order cumulants of acceleration measurements. The ratio of the two pairs of largest
singular values is shown to differentiate between light cutting, medium cutting, pre-
chatter and chatter states. Sequences of cutting experiments were performed in
which either depth of cut or turning frequency was varied. Two sequences of
experiments with variable turning frequency and five with variable depth of cut, 42
cutting experiments in all, provided a database for the calculation of third order
cumulants. Ratios of singular values of cumulant matrices find application in the
analysis of control of orthogonal cutting

© 1997 Academic Press Limited

INTRODUCTION

The identification of cutting states, associated with the orthogonal cutting of stiff cylinders,
is realized in the following through an analysis of the behavior of the singular values of a Toeplitz
matrix of third order cumulants of acceleration measurements. A bispectral analysis of cutting tool
acceleration measurements has shown, [3], that the cutting process is quadratically phase coupled.
The determination of coefficients in an autoregressive approximation of the bispectrum, [20],
involves the construction of an unsymmetric Toeplitz matrix, R, of third order cumulants. It is
shown that the behavior of the dominant pairs of singular values of R provides a basis for the
identification of cutting states. In particular, the ratio of the two pairs of largest singular values, the
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R-ratio, is shown to differentiate between light cutting, medium cutting, pre-chatter and chatter
states. Sequences of cutting experiments were performed in which either depth of cut or turning
frequency was varied while all other cutting parameters were held constant. Two sequences of
experiments with variable turning frequency and five with variable depth of cut, a total of forty-two
cutting experiments, were studied. Results typical of the entire set are presented for a sequence of
variable cutting depth and a sequence of variable turning frequency. The R-ratio evaluated at maxlag
= 100, (4), is close to one for all cases of light cutting and two or greater for chatter. For
intermediate states the ratio increases as the chatter state is approached.

EXPERIMENTAL APPARATUS

A schematic diagram of the experimental apparatus employed is shown in Figure 1 and
consists of a Hardinge CNC lathe, a special force dynamometer (utilizing three Kistler 9068 force
transducers) and its associated electronics, and a digital spectrum analyzer (Hewlett Packard 3566A)
for data acquisition and real-time analysis.

Dynamometer plates
Cutting tool / ~ Turret
7

#h Forces Tnertial

force
compensation
| circuit

A3 - Center of mass
Force transducers X zZ accelerations [
Tool accelerometers I Y

Workpiece

Machine
controiler

Spindle Tool accelerations

HARDINGE lathe

Anti-aliasing
filters

I |
L.
 HP 3568A
Dell 333D digital spectrum
analyzer

Figure 1. The experimental system.

THIRD ORDER RECURSION

Let c;(t,, T,) = the third order cumulant of the real third order stationary random process
X(k), k=0, £1, £2. ... . If the mean of X(k) vanishes then c(t}, 1,) = m; (1,, T,) where m; (1, T,)
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= E(X(k), X(k+1,) X(k+7,)), E is the expected value, which may be estimated by

m3(tl,‘l'2) = (1/2n) kg X(k) X(k+1:]) X(k+1:2) @

where n—~ +e, The bispectrum of X(k), C;(w,, w,) is defined by

Cy(w,,w,) = Z E ¢5(7,,T,) exp [(0,T,+w,T,)] @)

1:—«:0 'tzz—oc

'

|C3(w,, wz)l = the bispectral index.
Consider an autoregressive, AR, estimation of the bispectrum, C;(w,, w,), (2) [16,17]. Ap -
th order AR process is described by

X(k) + i a(i) X(k-i) = W(k) 3

i=1

where it is assumed that W(k) is non-Gaussian, E(W(k)) = 0, E(W*(k)) = B. Multiplying through (3),
summing and noting (1) gives

c’;(-k,—l) + '{2 a(i) c’;(i—k, i-ly = B 8(k,D )

i=1

where k, 1 > 0. Letting k=l in the third order recursion equation, (4), with k =0, ..., p yields p+1
equations for the p+1 unknowns a(i) and B; p+1= maxlag. In matrix notation

Ra = b &)
where
g(0,0) g(1,1) --g(@.p)
-1,-1 , glp-1p-1
R:g( | ) g(0,0) g(p.p ) ©)
g(-p,-p) g(-p+1,-p+1) ...g(0,0)

g(i,j) = ¢;%(4), a = [1, a(1), ..., a(p)]"and b = [B, 0, ..., 0]". R is in general a nonsymmetric Toeplitz
matrix. A sufficient but not necessary condition for the representation in (5) to exist is the symmetry
and positive definiteness of R. A discussion of this and related conditions is given in [17]. The
bispectrum corresponding to (3) is given by, (4],

217




C3(©,0,) = B H(®) Hw,) H (©+w)

4
Hw) = V(1 + Y. a() exp (- ® n))

n=1

and H'(w) = complex conjugate of H(w).

An estimate of the R matrix, (6), and bispectrum, (7), for a data set X(I), I=1,...,N may be
formed [16,17], as follows:
1. Segment the data set into K records of M samples each. Xi(k), k=1,2,...,M are data points
associated with the i-th record. ‘
2. Compute c5*,; (m,n) for the i-th record as

b
S = (UMY Y XOW) XO+m) XO+n)

l=a

where i = 1,2,...,K, a = max (1,1-m,1-n) and b= min(M, M-m, M-n).
3. Average c;*,; (m,n) over all K records,

) K
é,(m,n) = (1/K) Zl c;,i(m,n)

to yield the estimate ¢;(m,n) of ¢;(m,n). Form an estimated R matrix by replacing c,(m,n) by
&;(m,n) in (6). Estimated values of a follow from (5). These results implemented in [22] are
subsequently applied to orthogonal cutting data.

SINGULAR VALUE DECOMPOSITION

If A is a real mxn matrix then there exist orthogonal matrices U € R™™ and V € R™"such that

UTA V = diag.(ol”oq) € Rmxn (11)

where q = min(m,n), 6, > 6, > ... 2 ¢, 2 0 are the singular values and R™" denotes a real mxn
matrix. A criterion for selecting the autoregressive order, p, in (3) is given in [17,22]. p is chosen
to equal the number of singular values of the R matrix which are above the noise floor. Note that
ifo,2..>0,>0.,=..=0,=0thenrank (A) =r, [5,7].
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Relationships between phase coupled trigonometric functions and the singular values of the
corresponding R matrix were established through a study of three functions f(t) where

f,(H = cos (2T - 100t+d,) + cos (27 - 100+,)

+ 0.2 cos (27 - 200t +, +&,) 2)

() =09 cos 2T - 90!+(])1) + 1.0 cos (271 - 100t+<b2)

+ 0.2 cos 2w * 190t+d, +¢,) 3)

£, = 1.0 cos(2m90t+¢,) + 1.0 cos(2m-100s+,)
+ 1.0 cos(2m190¢+d, +b,) + 1.0 cos(2m100t+¢b,) (14)
+ 1.0 cos(2m-110¢+(,) + 0.5 cos(2m210t+,+d,)

and ¢, are mutually independent and uniformly distributed over [0, 2n]. The f(t) functions were
sampled at 1024 Hz over an interval of 10 sec. R matrices were evaluated for each f(t) by averaging
over 10 one sec. intervals, (6), (9).

fi(t), (12) is an example of the self phase coupling of a 100 Hz frequency component. In the
experimental data studied frequency components in the neighborhood of 100 and 200 Hz were
always observed in the power spectra of cutting states close to chatter. A peak with frequency
coordinates in the neighborhood of (100 Hz, 100 Hz), appeared in the bispectrum of cutting states
in the neighborhood of chatter. The ratio of the mean of the largest pair of singular values to the
mean of the second largest pair defines a non-dimensional ratio of invariants of R, the R-ratio. This
ratio is shown as a function of maxlag for f,(t) in Figure 2(c). R-ratio ~ 2.0 for maxlag > 30.

£,(t), (13), involves the phase coupling of 90 and 100 Hz components. A bispectral peak at
(100, 90) indicates phase coupling between the 90 and 100 Hz components. The mean of the first
pair of singular values is nearly equal to the mean of the second pair of singular values for maxlag
> 80. Note Figure 3(b) for maxlag > 90 for which 1.0 < R-ratio < 1.2.

£5(t), (14). is the sum of a phase coupled component at 100 Hz and 110 Hz and a phase
coupling of 90 and 100 Hz components. The bispectrum of f;(t) has peaks at (100, 110), (100, 90)
and (110, 100), (90, 100) because of symmetry. In Figure 4(b) the R-ratio is plotted as a function
of maxlag from which it is seen that R-ratio = 1.5 for maxlag > 80.

CUTTING STATE CHARACTERIZATION

Sequences of cutting experiments were performed in which either depth of cut or the turning
frequency was varied with all other cutting parameters held constant. Singular values of R, (6), were
computed for two sequences with variable turning frequency and five sequences with variable depth
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of cut over a turning frequency range of 290-852 rpm. Each variable cutting depth sequence ended
in chatter while each variable turning frequency sequence contained at least one chatter state. A total
of 42 cutting experiments were performed. Typical sequences have been selected from the set.

For sequence 1, s-1, the turning frequency = 460 rpm, rake angle = 5°, surface speed = 90
m/min, feed rate = .007 in/rev, resampling rate = 1024 Hz, frequency cut-off = 1100 Hz and the
depth of cut = 2.5, 2.6, 2.7 and 2.8 mm at which depth chatter was observed.

The R-ratio vs. maxlag is shown in Figure 5(b) for a depth of cut of 2.5 mm which
corresponds to light cutting. The R-ratio, Figure 5(b), is close to 1.0. For 70 < maxlag <100, 1.12
> R > 1.08. The behavior of the R-ratio as a function of maxlag has similarities with that of f,(t),
(13), Figure 3(b). f;(t) contains two phase coupled trigonometric functions of 90 and 100 Hz
which approximates phase coupling between the first natural frequency of the system at 98 Hz and
a lower frequency component of the sideband structure.

Chatter was observed for a depth of cut of 2.8 mm. The R-ratio vs. maxlag is shown in Figure
6(b). One pair of singular values is dominant. For 20 < maxlag < 100, 2.0 < R-ratio <2.4. The R-
ratio as a function of maxlag is similar to that of £ (t), (12), Figures 2(b) and 6(b), which represents
self phase coupling of the 100 Hz component. The presence of self-phase coupling in the time series
is confirmed by peaks in the power spectrum at 100 and 200 Hz and a peak in the bicoherence index
at (100, 100). These results are consistent across all sequences of experiments in which the depth
of cut varies. For increasing depth of cut the R-ratio clearly differentiates between light cutting and
chatter.

Two intermediate states with depths of cut of 2.6 and 2.7 mm complete the sequence s-1.
The R-ratio vs. maxlag is shown in Figure 7(b), for the 2.6 mm case. For 50 < maxlag <110 the R-
ratio = 1.6, Figure 7(b). There is a similarity between Figure 4(b), R-ratio for f;(t) and Figure 7(b).
The R-ratios are close to one another for 50 < maxlag < 110.

CONCLUSIONS

The ratio of the mean of the two dominant pairs of singular values, R-ratio, evaluated for
maxlag = 100, approximates one for light cutting, two or more for chatter and near chatter states and
takes intermediate values for intermediate states, increasing from one to two as chatter is approached.
This behavior was observed in an analysis of tool acceleration time series for five sequences of
cutting experiments with increasing depth of cut and two sequences with variable turning frequency.
For chatter and light and intermediate cutting the R-ratio is seen to be a constant or slowly changing
function of maxlag for maxlag > 40 (4), Figures 5(b), 6(b), and 7(b).
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MULTI-ROBOT MOTION CONTROL FOR COOPERATIVE OBSERVATION

Lynne E. Parker

Oak Ridge National Laboratory
Oak Ridge, TN 37831-6364

ABSTRACT

An important issue that arises in the automation of many security, surveillance, and
reconnaissance tasks is that of monitoring (or observing) the movements of targets
navigating in a bounded area of interest. A key research issue in these problems is
that of sensor placement — determining where sensors should be located to maintain
the targets in view. In complex applications involving limited-range sensors, the use
of multiple sensors dynamically moving over time is required. In this paper, we
investigate the use of a cooperative team of autonomous sensor-based robots for
the observation of multiple moving targets. We focus primarily on developing the
distributed control strategies that allow the robot team to attempt to minimize the
total time in which targets escape observation by some robot team member in the
area of interest. This paper first formalizes the problem and discusses related work.
We then present a distributed approximate approach to solving this problem that
combines low-level multi-robot control with higher-level reasoning control based
on the ALLTANCE formalism. We analyze the effectiveness of our approach by
comparing it to three other feasible algorithms for cooperative control, showing the
superiority of our approach for a large class of problems.

INTRODUCTION

An important issue that arises in the automation of many security, surveillance, and reconnais-
sance tasks is that of monitoring (or observing) the movements of targets navigating in a bounded
area of interest. A key research issue in these problems is that of sensor placement — determining
where sensors should be located to maintain the targets in view. In the simplest version of this
problem, the number of sensors and sensor placement can be fixed in advance to ensure adequate
sensory coverage of the area of interest. However, in more complex applications, a number of
factors may prevent fixed sensory placement in advance. For example, there may be little prior
information on the location of the area to be monitored, the area may be sufficiently large that
economics prohibit the placement of a large number of sensors, the available sensor range may be
limited, or the area may not be physically accessible in advance of the mission. In the general case,
the combined coverage capabilities of the available robot sensors will be insufficient to cover the
entire terrain of interest. Thus, the above constraints force the use of multiple sensors dynamically
moving over time.

In this paper, we investigate the use of a cooperative team of autonomous sensor-based robots
for applications in this domain. We focus primarily on developing the distributed control strategies
that allow the team to attempt to minimize the total time in which targets escape observation
by some robot team member in the area of interest. Of course, many variations of this dynamic,
distributed sensory coverage problem are possible. For example, the relative numbers and speeds
of the robots and the targets to be tracked can vary, the availability of inter-robot communication
can vary, the robots can differ in their sensing and movement capabilities, the terrain may be either
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enclosed or have entrances that allow targets to enter and exit the area of interest, the terrain
may be either indoor (and thus largely planar) or outdoor (and thus 3D), and so forth. Many
other subproblems must also be addressed, including the physical tracking of targets (e.g. using
vision, sonar, IR, or laser range), prediction of target movements, multi-sensor fusion, and so forth.
Thus, while our ultimate goal is to develop distributed algorithms that address all of these problem
variations, we first focus on the aspects of distributed control in homogeneous robot teams with
equivalent sensing and movement capabilities working in an uncluttered, bounded area.

The following section defines the multitarget observation problem of interest in this paper, and
is followed by a discussion of related work. We then describe our approach, discussing each of the
subcomponents of the system. Next, we describe and analyze the results of our approach, compared
to three other feasible algorithms for cooperative motion control. Finally, we offer concluding
remarks.

PROBLEM DESCRIPTION

The problem of interest in this paper — the cooperative multi-robot observation of multiple
moving targets (or CMOMMT for short) — is defined as follows. Given:

S: a two-dimensional, bounded, enclosed spatial region, with entrances/exits
R: a team of m robots with 360° field of view observation sensors
that are noisy and of limited range
O(t) : a set of n targets o0;(t), such that In(o;(t),S) is true (where In{0;(t),S)
means that target o;(t) is located within region S at time t)

Define an m x n matrix A(t), where

() = 1 ifrobot r; is monitoring target o;(t) in S at time ¢
%ij\t) =1 0 otherwise

We further define the logical OR operator over a vector H as:

\I;/ b = 1 if there exists an ¢ such that h; =1
A t7 1 0 otherwise
1=

We say that a robot is monitoring a target when the target is within that robot’s observation
sensory field of view. Then, the goal is to maximize:

T n m
> 2. Vai®)

t=0 j=1 =1

over time steps At under the assumptions listed below. In other words, the goal of the robots is to
maximize the collective time during which targets in S are being monitored by at least one robot
during the mission from ¢ = 0 to t == T. Note that we do not assume that the membership of O(t)
is known in advance.

In addressing this problem, we assume the following: Define sensor_coverage(r;) as the area
visible to robot r;’s observation sensors, for r; € R. Then we assume that, in general,

U sensor_coverage(r;) K S.
rER

That is, the maximum area covered by the observation sensors of the robot team is much less than

the total area to be monitored. This implies that fixed robot sensing locations or sensing paths will

not be adequate in general, and that, instead, the robots must move dynamically as targets appear

in order to maintain observational contact with them and to maximize the coverage of the area S.
We further assume the following: ‘
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The robots have a broadcast communication mechanism that allows them to send (receive)
messages to (from) each other within the area S.

For all r; € R and for all 0;(t) € O(t), mazv(r;) > maz_v(o;(t)), where maz_v(a) gives the
maximum possible velocity of entity a, for a € R U O(t).

Targets in O can enter and exit region & through distinct entrances/exits.

The robot team members share a known global coordinate system.

To somewhat simplify the problem initially, we report here the results of the case of an omni-
directional 2D sensory system (such as a ring of cameras or sonars), in which the robot sensory
system is of limited range, but is available for the entire 360° around the robot.

RELATED WORK

Research related to the multiple target observation problem can be found in a number of do-
mains, including art gallery and related problems, multitarget tracking, and multi-robot surveillance
tasks. While a complete review of these fields is not possible in a short paper, we will briefly outline
the previous work that is most closely related to the topic of this paper.

The work most closely related to the CMOMMT problem falls into the category of the art
gallery and related problems [1], which deal with issues related to polygon visibility. The basic art
gallery problem is to determine the minimum number of guards required to ensure the visibility of
an interior polygonal area. Variations on the problem include fixed point guards or mobile guards
that can patrol a line segment within the polygon. Most research in this area typically utilizes
centralized approaches to the placement of sensors, uses ideal sensors (noise-free and infinite range),
and assumes the availability of sufficient numbers of sensors to cover the entire area of interest.
Several authors have looked at the static placement of sensors for target tracking in known polygonal
environments (e.g. [2]). These works differ from the CMOMMT problem, in that our robots must
dynamically shift their positions over time to ensure that as many targets as possible remain under
surveillance, and their sensors are noisy and of limited range.

Sugihara et al. [3] address the searchlight scheduling problem, which involves searching for a
mobile “robber” (which we call target) in a simple polygon by a number of fixed searchlights,
regardless of the movement of the target. They develop certain necessary and sufficient conditions
for the existence of a search schedule in certain situations, under the assumption of a single target,
no entrances/exits to the polygon, and fixed searcher positions

Suzuki and Yamashita [4] address the polygon search problem, which deals with searching for
a mobile target in a simple polygon by a single mobile searcher. They examine two cases: one in
which the searcher’s visibility is restricted to k rays emanating from its position, and one in which
the searcher can see in all directions simultaneously. Their work assumes no entrances/exits to the
polygon and a single searcher.

LaValle et al. [5] introduces the visibility-based motion planning problem of locating an unpre-
dictable target in a workspace with one or more robots, regardless of the movements of the target.
They define a visibility region for each robot, with the goal of guaranteeing that the target will
eventually lie in at least one visibility region. In LaValle et al. [6], they address the related question
of maintaining the visibility of a moving target in a cluttered workspace by a single robot. They
are also able to optimize the path along additional criteria, such as the total distance traveled.
The problems they address in these papers are closely related to the problem of interest here. The
primary difference is that their work does not deal with multiple robots maintaining visibility of
multiple targets, nor a domain in which targets may enter and exit the area of interest.

Another large area of related research has addressed the problem of multitarget tracking (e.g.
Bar-Shalom [7, 8], Blackman [9], Fox et al. [10]). This problem is concerned with computing
the trajectories of multiple targets by associating observations of current target locations with
previously detected target locations. In the general case, the sensory input can come from multiple
sensory platforms. Qur task in this paper differs from this work in that our goal is not to calculate
the trajectories of the targets, but rather to find dynamic sensor placements that minimize the
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collective time that any target is not being monitored (or observed) by at least one of the mobile
Sensors.

APPROACH

Overview

Since the CMOMMT problem can be shown to be NP-complete, and thus intractable for com-
puting optimal solutions, we propose an approximate control mechanism that is shown to work well
in practice. This approximate control mechanism is based upon our previous work, described in
[11, 12], which defines a fully distributed, behavior-based software architecture called ALLIANCE
that enables fault tolerant, adaptive multi-robot action selection. This architecture is a hybrid
approach to robotic control that incorporates a distributed, real-time reasoning system utilizing
behavioral motivations above a layer of low-level, behavior-based control mechanisms. This archi-
tecture for cooperative control utilizes no centralized control; instead, it enables each individual
robot to select its current actions based upon its own capabilities, the capabilities of its teammates,
a previous history of interaction with particular team members, the current state of the environ-
ment, and the robot’s current sensory readings. ALLTANCE does not require any use of negotiation
among robots, but rather relies upon broadcast messages from robots to announce their current
activities. The ALLTANCE approach to communication and action selection results in multi-robot
cooperation that gracefully degrades and/or adapts to real-world problems, such as robot failures,
changes in the team mission, changes in the robot team, or failures or noise in the communication
system. This approach has been successfully applied to a variety of cooperative robot problems,
including mock hazardous waste cleanup, bounding overwatch, janitorial service, box pushing, and
cooperative manipulation, implemented on both physical and simulated robot teams.

Our proposed approach to the CMOMMT problem is based upon the same philosophy of control
that was utilized in ALLIANCE. In this approach, we enable each robot team member to make
its own action selections, without the need for any centralized control or negotiation. The low-
- level, behavior based control of each robot calculates local force vectors that attract the robot to
nearby targets and repel the robot from nearby teammates. Added above the low-level control is
a higher-level reasoning system that generates weights to be applied to the force vectors. These
weights are based upon previous experiences of the robot, and can be in the form of motivations
of behavior or rule-based heuristics. The high-level reasoning system of an individual robot is thus
able to influence the local, low-level control of that robot, with the aim of generating an improved
collective behavior across robots when utilized by all robot team members.

Target and robot detection

Ideally, robot team members would be able to passively observe nearby robots and targets
to ascertain their current positions and velocities. Research fields such as machine vision have
dealt extensively with this topic, and have developed algorithms for this type of passive position
calculation. However, since the physical tracking and 2D positioning of visual targets is not the
focus of this research, we instead assume that robots use a global positioning system (such as GPS
for outdoors, or the laser-based MTI indoor positioning system [13] that is in use at our CESAR
laboratory) to determine their own position and the position of targets within their sensing range,
and communicate this information to the robot team members within their communication range?.

For each robot 7;, we define the predictive tracking range as the range in which targets localized
by other robots ri # 7; can affect r;’s movements. Thus, a robot can know about two types
of targets: those that are directly sensed or those that are “virtually” sensed through predictive
tracking. When a robot receives a communicated message regarding the location and velocity
of a sighted target that is within its predictive tracking range, it begins a predictive tracking of
that target’s location, assuming that the target will continue linearly from its current state. We

!This approach to communication places an upper limit on the total allowable number of robots and targets at
about 400. Since the communication is O(nm), we compute this upper limit by assuming a 1.6 Mbps Proxim radio
ethernet system (such as the one in our laboratory) and assuming that messages of length 10 bytes per robot per
target are transmitted every 2 seconds. With these numbers, we find that nm must be less than 4 x 10* bps to avoid
saturation of the communication bandwidth.
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Figure 1: Functions defining the magnitude of the force vectors to nearby targets and robots.

assume that if the targets are dense enough that their position estimations do not supply enough
information to disambiguate distinct targets, then existing tracking approaches (e.g. Bar-Shalom
[8]) should be used to uniquely identify each target based upon likely trajectories.

Local force vector calculation

The local control of a robot team member is based upon a summation of force vectors which are
attractive for nearby targets and repulsive for nearby robots. The first function in figure 1 defines
the relative magnitude of the attractive forces of a target within the predictive tracking range of a
given robot. Note that to minimize the likelihood of collisions, the robot is repelled from a target if
it is too close to that target (distance < do1). The range between doy and dog defines the preferred
tracking range of a robot from an object. In practice, this range will be set according to the type
of tracking sensor used and its range for optimal tracking. The attraction to the object falls off
linearly as the distance to the object varies from dos. The attraction goes to 0 beyond the predicted
tracking range, indicating that this object is too far to have an effect on the robot’s movements,

The second function of figure 1 defines the magnitude of the repulsive forces between robots.
If the robots are too close together (distance < dri), they repel strongly. If the robots are far
enough apart (distance > drs), they have no effect upon each other in terms of the force vector
calculations. The magnitude scales linearly between these values.

One problem with using only force vectors, however, is that of local minima. As defined so
far, the force vector computation is equivalent for all targets, and for all robots. Thus, we need
to inject additional high-level reasoning control into the system to take into account more global
information. This reasoning is modeled as predictive weights that are factored into the force vector
calculation, and are described in the next subsection.

High-level reasoning control

To help resolve the problems of local minima, the higher-level reasoning control differentially
weights the contributions of each target’s force field on the total computed field. This higher-level
knowledge can express any information or heuristics that are known to result in more effective
global control when used by each robot team member locally. Our present approach expresses
this high-level knowledge in the form of two types of probabilities: the probability that a given
target actually exists, and the probability that no other robot is already monitoring a given target.
Combining these two probabilities helps reduce the overlap of robot sensory areas toward the goal
of minimizing the likelihood of a target escaping detection.

The probability that a target exists is modeled as a decay function based upon when the target
was most recently seen, and by whom. In general, the probability decreases inversely with distance
from the current robot. Beyond the predictive tracking range of the robot, the probability becomes
zero.

The probability that no other robot is already monitoring a nearby target is based upon the
target’s position and the location of nearby robots. If the target is in range of another robot, then
this probability is generally high. In the future, we plan to incorporate the ALLIANCE motivation
of “impatience”, if a nearby robot does not appear to be satisfactorily observing its local targets
(perhaps due to faulty sensors). This impatience will effectively reduces the probability that the
other robot is already monitoring nearby targets. In more complex versions of the CMOMMT
problem, robots could also learn about the viewing capabilities of their teammates, and discount
their teammates’ observations if that teammate has been unreliable in the past.
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The higher-level weight information is combined with the local force vectors to generate the
commanded direction of robot movement. This direction of movement is given by:

N M
S (FVO; x Plezists;) x P(NT;))+ »_ FVR;
i=0 j=0

where FV Oy, is the force vector attributed to target o, P(existsy) is the probability that target
oy exists, P(NT}) is the probability that target o is not already being tracked, and FV R; is the
force vector attributed to robot r;. This movement command is then sent to the robot actuators
to cause the appropriate robot movements. We also incorporate a low-level obstacle avoidance
behavior that overrides these movement commands if it would likely result in a collision.

EXPERIMENTAL RESULTS AND DISCUSSION

To evaluate the effectiveness of the algorithm we designed for the CMOMMT problem (which we
will refer to as A-CMOMMT, we conducted experiments both in simulation and on a team of mobile
robots. In the simulation studies, we compared four possible cooperative observation algorithms:
(1) A-CMOMMT (high-level plus local control), (2) Local control only, (3) Random/linear robot
movement, and (4) Fized robot positions.

In all of these experiments, targets moved according to a “random/linear” movement, which
causes the target to move in a straight-line until an obstacle is met, followed by random turns
until the target is able to again move forward without collision. The local control only algorithm
computed the motion of the robots by calculating the unweighted local force vectors between robots
and targets. This approach was studied to determine the effectiveness of the high-level reasoning
that is incorporated into the A-CMOMMT algorithm. The last two algorithms are control cases for
the purposes of comparison: the random/linear robot movement approach caused robots to move
according the the “random/linear” motion defined above, while the fized robot positions algorithms
distributed the robots uniformly over the area S, where they maintained fixed positions. In both of
these control approaches, robot movements were not dependent upon target locations or movements
(other than obstacle avoidance).

We compared these 4 approaches by measuring the average value of the A(¢) matrix (see PROB-
LEM DESCRIPTION section) during the execution of the algorithm. Since the algorithm perfor-
mance is expected to be a function f of the number of robots n, number of targets m, the range of
a given robot’s sensor r, and the relative size of the area S, we collected data for a wide range of
values of these variables. To simplify the analysis of our results, we defined the area S as the area
within a circle of radius R, fixed the range of robot sensing at 2,600 units of distance, and included
no obstacles within § (other than the robots and targets themselves, and the boundary of S).

We collected data by varying n from 1 to 10, m from 1 to 20, and R from 1,000 to 50,000
units. For each instantiation of variables n, m, and R, we computed the average A(t) value every
At = 2 seconds of a run of length 2 minutes; we then repeated this process for 250 runs for each
instantiation to derive an average A(t) value for the given values of n, m, and R. In all runs of all
4 algorithms, the targets were placed randomly at the center of & within a circle of radius 1,000.
In all runs of all algorithms (except for fized robot positions), the robots were also placed randomly
within the same area as the targets.

To analyze the results of these experiments, we speculated that the function f(n,m,r, R) would
be proportional to ratio of the total collective area that could be covered by the robot sensors

(i.e. nwr?) over the area that would be allotted to one target (call it a target slot), were S divided
2

T
equally over all targets (i.e. ——), we have:
m

TL’I’I"I"Q

TR T
m

j.(n7 m’ 7.7 R) =

Thus, this function was used to compare the similarity of experiments that varied in their
instantiations of n, m, and R.
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Since the optimum value of the average A(t) for a given experiment depends upon the value of
m (and, in fact, equals m), we normalized the experiments by plotting the average A(t)/m which
is the average percentage of targets that are within some robot’s view at a given instant of time.

Figure 2 gives the results of our experiments, plotting the average A(t)/m versus f(n,m,r, R)
for all of our experimental data. For each algorithm, we fit a curve to the data using the locally
weighted Least Squared error method. Since there is considerable deviation in the data points
for given values of f(n,m,r, R), we computed the statistical significance of the results using the
Student’s ¢ distribution, comparing the algorithms two at a time for all 6 possible pairings. In these
computations, we used the null hypothesis: Hg : p3 = po, and there is essentially no difference
between the two algorithms. Under hypothesis Hy:

T=-X=%X  yhere o= miSj+na§3
o /Ll ni+ng—2
V 71 T2

Then, on the basis of a two-tailed test at a 0.01 level of significance, we would reject Hy if T were
outside the range —t.gg95 to t.995, which for ny +ns — 2 = 2504+ 250 — 2 = 498 degrees of freedom, is
the range -2.58 to 2.58. For the data given in figure 2, we found that we could reject Hy at a 0.01
level of significance for all pairing of algorithms that show a visible difference in performance in
this figure. Thus, we can conclude that the variation in performance of the algorithms illustrated
by the fitted curves in figure 2 is significant.

We see from figure 2 that the A-CMOMMT and local control only algorithms perform better
than the two naive control algorithms, which is expected since the naive algorithms use no in-
formation about target positions. Note that all approaches improve as the value of f(n,m,r, R)
increases, corresponding to a higher level of robot coverage available per target. The random/linear
robot movement approach performed better than the fized robot positions, most likely due to the
proximity of the initial starting locations of the robots and objects in the random/linear robot
movement approach. This seems to suggest that much benefit can be gained by learning areas of
the environment & where targets are more likely to be found, and concentrate on locating robots
in those areas.
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Of more interest, we see that the A-CMOMMT approach is superior to the local control only
approach for values of f(n, m,r, R) greater than about 2; the local control only approach is slightly
better for f(n,m,r, R) less than 2. This means that when the fraction of robot coverage available
per target is low (< 2), relative to the size of S, then robots are better off not ignoring any tar-
gets, which is essentially what happens due to the high-level control of A-CMOMMT. Examples
of experimental scenarios where the local control only approach is better than the A-CMOMMT
approach are (n,m,R) = (2,1,5000-50000), (2,2,4000-50000), (3,1,5000-50000), (3,2,5000-50000),
(3,3,8000-50000), and (3,4,8000-50000). However, for more complex cases, where the number
of targets is much greater than the number of robots, and the environmental area is not “too
large”, we find that the higher-level reasoning provided by A-CMOMMT works better. Exam-
ples of scenarios where A-CMOMMT is better include (n,m, R) = (2,4,1000-5000), (2,6,1000-6000)
(2,20,1000-10000),(3,3,1000-5000), (3,4,1000-6000), (3,6, 1000-7000), and (3,12,1000-11000). Note
that A-CMOMMT approaches perfect performance as f(n,m,r, R) reaches 10, whereas the results
of the random/linear robot movement and local control only approaches begin to level off at around
85%. In continuing and future work, we are determining the impact of these results on multi-robot
cooperative algorithm design.

We have also implemented the A-CMOMMT algorithm on a team of a team of four Nomadic
Technologies robots to illustrate the feasibility of our approach for physical robot teams. We have
demonstrated a very simple case of cooperative tracking using these robots. Refer to [14] for
details.

CONCLUSIONS

Many real-world applications in security, surveillance, and reconnaissance tasks require multi-
ple targets to be monitored using mobile sensors. We have presented an approximate, distributed
approach based upon the philosophies of the ALLIANCE architecture and have illustrated its ef-
fectiveness in a wide range of cooperative observation scenarios. This approach is based upon

-a combination of high-level reasoning control and lower-level force vector control that is fully dis-

tributed across all robot team members and involves no centralized control. Empirical investigations
of our cooperative control approach have shown it to be effective at achieving the goal of maximiz-
ing target observation for most experimental scenarios, as compared to three other feasible control
algorithms.
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ABSTRACT

The accurate imaging of subsurface structures requires the fusion of data collected
from large arrays of seismic sensors. The fusion process is formulated as an
optimization problem and yields an extremely complex “energy surface”. Due
to the very large number of local minima to be explored and escaped from, the
seismic imaging problem has typically been tackled with stochastic optimization
methods based on Monte Carlo techniques. Unfortunately, these algorithms are
very cumbersome and computationally intensive. Here, we present TRUST - a
novel deterministic algorithm for global optimization that we apply to seismic
imaging. Our excellent results demonstrate that TRUST may provide the necessary
breakthrough to address major scientific and technological challenges in fields as
diverse as seismic modeling, process optimization, and protein engineering.

INTRODUCTION

In many geophysical tasks, seismic energy is detected by receivers which are regularly spaced
along a grid that covers the explored domain. A source is positioned at some grid node to produce
a shot. Time series data is collected from the detectors for each shot; then the source is moved to
another grid node for the next shot. A major degradation of seismic signals usually arises from near-
surface geologic irregularities [1, 2]. These include uneven soil densities, topography, and significant
lateral variations in the velocity of seismic waves. The most important consequence of such
irregularities is a distorted image of the subsurface structure, due to misalignment of signals caused
by unpredictable delays in recorded travel times of seismic waves in a vertical neighborhood of
every source and receiver. To improve the quality of the seismic analysis, timing adjustments (called
“statics corrections” ) must be performed. One typically distinguishes between “field statics”, which
correspond to corrections that can be derived directly from topographic and well measurements,

“and “residual statics”, which incorporate adjustments that must be inferred statistically from the
seismic data. The common occurrence of severe residual statics (where the dominant period of
the recorded data is significantly exceeded), and the significant noise contamination render the
automatic identification of large static shifts extraordinarily difficult. Thus, multisensor fusion
must be invoked [3]. This problem has generally been formulated in terms of global optimization
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and, to date, Monte-Carlo techniques (e.g., simulated annealing, genetic algorithms) have provided
the primary tools for seeking a potential solution.

The objective function associated with the task of fusing data from an array of seismic sensors
depends on a very large number of parameters. Finding the extrema and, in particular, the absolute
extremum of such a function turns out to be painstaking difficult. The primary difficulty stems
from the fact that the global extremum, say minimum, of a real function is - despite its name
- a local property. In other words, significant alteration of the location and magnitude of the
global minimum can be carried out without affecting at all the locations and magnitudes of the
other minima. Short of exhaustive search, it would then appear extraordinarily unlikely to design
unfallible methods to locate the absolute minimum for an arbitrary function. In recent years
there has been a remarkable surge of interest in global optimization [5 - 8]. Although significant
progress has been achieved in breaking new theoretical ground [9 - 19], the need for efficient and
reliable global optimization methods remains as urgent as ever. In particular, a major need exists
for a breakthrough paradigm which would enable the accurate and efficient solution of large-scale
problems. In response to that need, we have been focusing, at ORNL’s Center for Engineering
Systems Advanced Research (CESAR), on two innovative concepts, namely subenergy tunneling
and non-Lipschitzian terminal repellers, to ensure escape from local minima in a fast, reliable, and
computationally efficient manner. The generally applicable methodology is embodied in the TRUST
algorithm [4], which is deterministic, scalable, and easy to implement. Benchmark results show
that TRUST is considerably faster and more accurate than previously reported global optimization
techniques. Hence, TRUST may provide the enabling means for addressing major scientific and
technological challenges in fields as diverse as seismic modeling, process optimization, and protein
engineering.

The classical theory of optimization started to develop almost concomitantly with classical
mechanics by trying to find extremal values (minima or maxima) of certain functions that bear
special physical meaning and practical significance. For instance, Newton studied projectile
trajectories and obtained their maximum range by taking into account the friction with the
atmosphere. He was also interested in minimizing resistance by modifying the shape of an object
propelled through water. The Bernoulli brothers, who were active in Switzerland between 1670 and
1720, discovered that the shortest time of descent between two points under gravity is achieved not
on the straight line joining the two points, but on a convex curve, called brachistocrone. Another
famous optimization problem is to find the greatest area enclosed between a straight line and an
arbitrary curve of fixed length joining two points on the line. By Virgil’s account (Aeneid, Book I,
line 367), Queen Dido solved the problem by determining the shape of the curve and the position
of the points, thereby founding Carthage.

The completion of the main body of classical physics around the turn of the century came with
the realization that many natural processes take place according to extremal principles such as:
(i) the principle of stationary (minimum) action in mechanics and electrodynamics; (ii) the principle
of minimal potential energy in stable mechanical equilibrium states; (iii) the principle of maximal
entropy in isolated thermodynamic systems at equilibrium; and (iv) the principle of motion along
geodesics (Fermat’s principle in geometrical optics and Einstein’s principle in relativity theory).
Thenceforth extremal principles and, more generally, optimization problems have been perceived
as a systematic and elegant framework for addressing and solving more complex problems with
applications to economy, investment policies, and social or political negotiations. In these domains,
optimization is, in turn, used to determine “the best” model for a complex situation , to make “the
best” choice within a given model, and to solve the associated, purely technical, sub-problems that




occur in the mathematical analysis and implementation of the model. In this context, optimality
is, almost always, to be obtained under certain constraints and/or at the expense of a certain price.

The generic global optimization problem can be stated as follows. The overall performance
of a system is described by a multivariate function, called the objective function. Optimality of
the system is reached when the objective function attains its global extremum, which can be a
maximum or a minimum, depending on the problem under consideration. From an algorithmic
perspective, however, there is essentially no difference between the two.

THE TRUST ALGORITHM

We now define the global optimization problem considered in more rigorous terms. Let
f(x) : D — R be a function with a finite number of discontinuities, and x be an n-dimensional
state vector. At any discontinuity point, x°, the function f(-) is required to satisfy the inequality
lim, s inf f(x) > f(x®) (lower semicontinuity condition). Hereafter, f(x) will be referred to as
the objective function, and the set D as the set of feasible solutions (or the solution space). The
goal is to find location of the global minimum, i.e. the value x9™ of the state variables which
minimizes f(x),

f(x™) = min{f(x) | x € D} . (1)
Without loss of generality, we shall take D as the hyperparallelepiped
D={wz|ﬁ,—5$zﬁﬁz+, i=1,2;"'7n} . (2)

where ;" and ﬂl?*" denote, respectively, the lower and upper bound of the i th state variable.

We define the subenergy tunneling transformation of the function f(x) by the following nonlinear
monotonic mapping:

Esup(x, x*) = log(1/[1 + exp(=f(x) — a))) . (3)
In Eq. (3), f(x) = f(x) — f(x*), a is a constant that affects the asymptotic behavior, but not the
monotonicity, of the transformation, and x* is a fixed value of x, whose selection will be discussed

in the sequel. Whenever f is differentiable, the derivative of Egyu(x,x*) with respect to x is given
by

OB qup(x,x") /0x = (8f(x)/8%)(1/[L + exp(f(x) +a)]) , (4)
which yields
OEgup(x,x*)/0x=0 & 0f(x)/0x=0 . (5)

It is clear that Egu(x,x*) has the same discontinuity and critical points as f(x), and the same
relative ordering of the local and global minima. In other words, Egup(x,x*) is a transformation
of f(x) which preserves all properties relevant for optimization. In addition, this transformation
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is designed to ensure that: (i) Esus(x,x") quickly approaches zero for large positive f(x); and
(i) Equp(x,x*) rapidly tends toward f(x), whenever f(x) < 0.

An equilibrium point x4 of the dynamical system % = g(x) is termed an attractor (repeller)
if no (at least one) eigenvalue of the n x n matrix M, M = 0g(x.q)/0x has a positive real part.
Typically, a certain amount of regularity (Lipschitz condition) is required to guarantee the existence
of a unique solution for each initial condition x(0) and, in those cases, the system’s relaxation time
to an attractor, or escape time from a repeller, is theoretically infinite. If the regularity condition
at equilibrium points is violated, singular solutions are induced, such that each solution approaches
a terminal attractor or escapes from a terminal repeller in finite time. The above concepts are
at the foundation of our Terminal Repeller Unconstrained Subenegy Tunneling (TRUST) global
optimization algorithm.

Let f(x) be a function one wishes to globally minimize over D. We define the TRUST virtual
objective function

E(x,x*) = log(1/[1+exp(~F(x) - a)]) - (3/4)p(x — x*)*/%6(f(x)) (6)
= Euup(X,x*) + Erep(x,x*).

In the above expression 8(-) denotes the Heaviside function, that is equal to one for positive values
of the argument and zero otherwise. The first term on the right-hand side of Eq. (6) corresponds to
the subenergy tunneling function; the second term is referred to as the repeller energy term. The
parameter p > 0 quantifies the strength of the repeller. Application of gradient descent to E(x, x*)
results in the dynamical system(i = 1,..n)

&i = —(0f(x)/0:)(1/[1 + exp(f (x) + a)]) + plai — 2})/*0(f()) - (7)

Figure 1 illustrates the main characteristics of TRUST for a one-dimensional problem objective
function E(z,z*). A schematical representation of a sufficiently smooth f(z) is shown, which has
three local minima, one of which is the global minimum. We assume that the solution flows in
the positive direction (i.e., away from the left boundary), and that the local minimum at z = Fx
is encountered by a local minimization method, gradient descent for example. The task under
consideration is to escape this local minimum, in order to reach the valley of another minimum
with a lower value. We set z* = Hz; then the objective function in Eq. (6) performs the following
transformation (see Figure 1):

e the offset function f(z) = f(z) — f(z*) creates the curve parallel to f(z), such that the local
minimum at z = z* intersects with the z-axis tangentially;

o the term E,(z, 2*) forms the portion of the thick line denoted by II (i.e., the lower valley)
as a result of the properties of the subenergy transformation;

e the repeller energy term Ey., (%, 2*) essentially constitutes the portion of the thick line denoted
by I

e finally, as the complete thick line (i.e., I and IT) shows, the virtual objective function E(z, z*),
which is a superposition of these two terms, creates a discontinuous but well-defined function
with a global mazimum located at the previously specified local minimum #z.
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To summarize, as seen in Figure 1, E(z,z*) of Eq. (7) transforms the current local minimum of
f(z) into a global maximum, but preserves all lower local minima. Thus, when gradient descent
is applied to the function E(z,z*), the new dynamics, initialized at a small perturbation from the
local minimum of f(z) (i.e., at x = 2*+d, with z* = #z), will escape this critical point (which is
also the global maximum of E(z,z*)) to a lower valley of f(z) with a lower local minimum. It is
important to note that the discontinuity of E(xz,z*) does not affect this desired operation, since
the flow of the gradient descent dynamics follows the gradient of E(z,z*), which is well-defined at
every point in the region. It is clear that if gradient descent were to be applied to the objective
function f(z) under the same conditions, escaping the local minimum at x = *z would not be
accomplished.

Hence, application of gradient descent to the function E{z,z*) as defined in Eq. (6), as opposed
to the original function f(z), results in a system that has a global descent property, i.e., the new
system escapes the encountered local minimum to another one with a lower functional value. This
is the main idea behind constructing the TRUST virtual objective function of Eq. (6). Additional
details and formal derivations can be found in [4, 15, 18].

BENCHMARKS AND COMPARISONS TO OTHER METHODS

This section presents results of benchmarks carried out to assess the TRUST algorithm using
several standard test functions taken from the literature. A description of each test function is
given in Table 1. In Tables 2-3, the performance of TRUST is compared to the best competing
global optimization methods, where the term “best” indicates the best widely reported reproducible
results the authors could find for the particular test function. The criterion for comparison is the
number of function evaluations.

One of the primary limitations of conventional global optimization algorithms is their lack
of stopping criteria. This limitation is circumvented in benchmark problems, where the value
and coordinates of the global minima are known in advance. The achievement of a desired
accurracy (e.g., € = 1075) is then considered as a suitable termination condition [6]. For consistent
comparisons, this condition has also been used in TRUST, rather than its general stopping criterion
described earlier. For each function, corners of the domain were taken as initial conditions; each
reported result then represents the average number of evaluations required for convergence to the
global minimum of the particular function. The TRUST calculations were performed using the value
a = 2, for which the subenergy tunneling transformation achieves its most desirable asymptotic
behavior [15]. The dynamical equations were integrated using an adapitive scheme, that, within
the basin of attraction of a local minimum, considers the local minimum as a terminal attractor.
Typical base values for the key parameters A; and p were 0.05 and 10., respectively.

In Table 2, the benchmark labels, i.e. BR (Branin), CA (Camelback), GP (Goldstein-Price),
RA (Rastrigin), SH (Shubert) and H3 (Hartman), refer to the test functions specified in Table 1.
The following abbreviations are also used: SDE is the stochastic method of Aluffi-Pentini [9]; EA
is the annealing evolution algorithms of Yong, Lishan, and Evans [17] and Schneider [19]; MLSL
is the multiple level single linkage method of Kan and Timmer [10]; IA is the interval arithmetic
technique of Ratschek and Rokne [19]; TUN is the tunneling method of Levy and Montalvo [11];
and TS refers to the Taboo Search scheme of Cvijovic and Klinowski [16]. The results demonstrate
that TRUST is substantially faster than these state-of-the-art methods.




Table 1. Standard Test Functions used for global optimization benchmarks.

Name Definition Domain
Branin F0O = [ — (5.1/472)22 + (5/7)wy — 6]2 + 10(1 — 1/87) cos z1 + 10 -5. < ;1 < +10.
0. <z < +15.
Camelback FO) = [4 = 2.122 + (3/3)] 22 + @122 + (~4 + 422)2] -3. <z < +3.
—2. < Ty < +2.
Goldstein-Price FGO =11 4 (21 + w2 + 1)? (19 — 14z + 322 — 142y + 62125 + 302)] 2. < g; < +2.
X[30 4 (2x1 — 3232)2 (18 — 3221 + 1227 + 48w — 36z122 + 2722)]
R,astrlgln f(x)= zf + mg — cos(18z1) — cos(18x2) -1. S I; < +1.
Shubert» Ff(x) = {E?:l icos[(i + )=y + 1}} {Zf:l i cos{(i + Lzg + z]} —-10. < Ty S +10.
Hartman* 169 = 3171 e exnl = 307 ety — i) 0.<z; <1
Styblinski and Tang f =3 E:? (=} - 1627 + 52;) + E:Z (z: — 1)2 —46<x; <+4.6

(*)The values of the parameters are given in ( [6], p. 185).

Table 2. Number of function evaluations required by different methods to reach a global minimum
of Standard Test Functions.

Method BR CA GP RA SH H3
SDE 2700 10822 5439 - 241215 3416
EA 430 - 460 5917 ~ -
MLSL 206 - 148 - - 197
1A 1354 326 - - 7424 -
TUN - 1469 - - 12160 -
TS 492 - 486 540 727 508
TRUST 55 31 103 59 72 58

Table 8. Number of function evaluations and precision for Styblinski and Tang function. Global
minimum FSA and SAS results taken from Ref. [13].

Method FSA SAS TRUST Exact
Cost 100,000 3,710 89 n/a
1 -2.702844 -2.903506 -2.90353 -2.903534
T -3.148829 -2.903527 - 2.90353 -2.903534

T3 1.099552 1.000241 1.00004 1.

T4 1.355916 0.999855 0.99997 1.

5 1.485936 1.000194 0.99997 1.
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In Table 3, FSA is the fast simulated annealing algorithm of Szu [12], and SAS denotes the
stochastic approximation paradigm of Styblinski and Tang [13]. As can be observed, TRUST is
not only much faster, but produces very consistent and accurate results. Therefore, it seemed the
ideal candidate for the solution of the notoriously difficult problem of multisensor fusion for seismic
imaging, formulated as residual statics optimiation.

RESIDUAL STATICS CORRECTIONS FOR SEISMIC DATA

Statics optimization is typically done in a surface consistent manner to seismic traces corrected
for normal moveout (3]; consequently, the correction time shifts depend only on the shot and
receiver positions, and not on the ray path from shot to receiver. Shot corrections S correspond to
wave propagation times from the shot locations to a reference plane, while the receiver corrections
R are propagation times from the reference plane to receiver locations. From an operational
perspective, data Dy, are provided by trace (t = 1,... N;), and sorted to midpoint offset coordinates
(common midpoint stacking). For each trace, the data consist of the complex Fourier components
(f =1,...Ny) of the collected time series. Each trace ¢ corresponds to seismic energy travel from
a source s; to a receiver r; via a midpoint k;. Assuming the availability of N common midpoints,
we seek statics corrections S and R that maximize the total power F in the stacked data:

E=3_3 1> explamif(Ss, + Rr.)|Dsebir,)” - (8)
k f t

The above expression highlights the multimodal nature of E which, even for relatively low
dimensional S and R, exhibits a very large number of local minima. This is illustrated in Figure 2.

To assess the performance of TRUST, we considered a problem involving 77 shots and 77
receivers. A dataset consisting of 1462 synthetic seismic traces folded over 133 common midpoint
gathers was obtained from CogniSeis Corporation (J. DuBose). It uses 49 Fourier components for
data representation. Even though this set is somewhat smaller than typical collections obtained
during seismic surveys by the oil industry, it is representative of the extreme complexity underlying
residual statics problems. To derive a quantitative estimate of TRUST’s impact, let Ej denote the
total contribution to the stack power arising from midpoint k, and let By, refer to the upper bound
of Ey in terms of S and R. Using a polar coordinates representation for the trace data Dy, i.e.,
writing Dy; = oy exp(iwy:), we can prove that

Br=>_ (> apbum) . 9)

ot

The TRUST results, illustrated in Figure 3, show the dramatic improvement in the coherence
factor of each common gather. This factor is defined as the ratio x; = Ej /By, and characterizes
the overall quality of the seismic image.

CONCLUSIONS

TRUST is a novel methodology for unconstrained global function optimization, that combines
the concepts of subenergy tunneling and non-Lipschitzian “terminal repellers.” The evolution of a
deterministic nonlinear dynamical system incorporating these concepts provides the computational
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Figure 3. The coherence factors, i.e., the dimensionless ratios E, /B,, are plotted for each common
gather using the initial and the optimal time shifts (“residual statics™). Ideally, at the global
optimum, these ratios should be equal to one.
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mechanism for reaching the global minima. The benchmark results demonstrate that TRUST
is substantially faster, as measured by the number of function evaluations, than other global
optimization techniques for which reproducible results have been published in the open literature.
The application of TRUST to the problem of multisensor fusion for accurate seismic imaging
(residual statics corrections) proves that the method is not a mere academic exercise for toy
problems, but has the robustness and consistency required by large-scale, real-life applications.
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ALGORITHMS FOR FUSION OF MULTIPLE SENSORS HAVING
UNKNOWN ERROR DISTRIBUTIONS
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Oak Ridge National Laboratory
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ABSTRACT

The sensor S;, i = 1,2..., N, of a multiple sensor system outputs Y® € ®
in response to input X € R according to an unknown probability distribution
Py x. For a fusion rule f : RN — R the expected square error is given by
I{(f) = E[(X = f(Y))*. When only a training sample is available, f* that
minimizes I(.) over a family of functions F cannot be computed since the
underlying distributions are unknown. We consider methods to compute an
estimator f such that I(f) — I(f*) < e with probability 1 — §, for any ¢ > 0
and 0 < 6 < 1. We present a general method based on the scale-sensitive
dimension of F. We then review two computational methods based on the
Nadaraya-Watson estimator, and the finite dimensional vector spaces.

INTRODUCTION

In a number of engineering applications, there has been an increased need for solving
difficult sensor fusion problems. The fuser is very critical in these problems since an inap-
propriate fuser can render the system worse than the worst individual sensor. Additionally,
the fuser must be efliciently computable in order to be of practical use. Early sensor fusion
methods require either independence of sensor errors or closed-form analytical expressions
for error densities. Under the first condition a general majority rule suffices, while under the
second condition the Bayesian methods can be used to design the fuser. Furthermore, there
have been only a limited number of studies on the computational aspects of sensor fusion
problems. In practical applications, however, independence can seldom be assured and, in
fact, may not be satisfied. The fusion rules are typically obtained from a specific function
class which can be chosen to make the estimation problem simple, while the underlying
distributions cannot be so chosen since they depend on the sensors. As a result, the prob-
lem of obtaining the probability densities required by the Bayesian methods can be more
difficult than the fusion problem itself (in an information theoretic sense). When sensors
are available for operation, one can collect “empirical data” by sensing objects with known
parameters. Such data can then be exploited to solve the fusion rule estimation problems
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under very general conditions as shown in [1]. In this paper, we generalize the results of [1]
in terms of function classes by using the scale-sensitive dimension [2], and also by removing
the requirement of sensor error densities.

Consider a system of N sensors such that corresponding to input X € R, the sensor S;, 7 =
1,2,..., N, outputs Y € R according to an unknown distribution Py x. Anindependently
and identically distributed (iid) training n-sample (X1, Y3),(X3,Y2),...,(X,,Y,) is given
where Y; = (Yi(l), Yi(z), e Y;(N)) and Y;-(j) is the output of S; in response to input X;. We
consider the expected square error

1() = [IX = f(Y)PdPrs, (1)

where Y = (Y Y@ ' YIM) to be minimized over a family of fusion rules F, based on
the given n-sample. In general, the expected best fusion rule f* that minimizes I(.) over F
cannot be computed since the underlying distributions are unknown. We consider conditions
under which, based on a sufficiently large sample, an estimator f can be computed such that

PU(f)~I(f) > ¢ < é, (1.2)

where ¢ > 0 and 0 < § < 1. Informally, Eq. (1.2) states that the “error” of f is within € of
the optimal error (of f*) with arbitrary high probability 1 — é, irrespective of the underlying
sensor distributions.

The sensor fusion problem (1.1) is solved under the criteria (1.2) in [1] using empirical
estimation methods of Vapnik [3] when F has a finite capacity. The computational problems
associated with this approach are intractable even for simple function classes. Under addi-
tional conditions, the stochastic approximation algorithms are shown to solve this problem
[4], but, these conditions are hard to verify in practical cases. Sample size estimates to ensure
the criterion (1.2) using feedforward sigmoidal neural networks are derived in [5] based on
three different properties. A polynomial-time solution is obtained in [6] using the classical
Nadaraya-Watson estimator when: (a) the densities corresponding to Py x exist and are
smooth, and (b) the function class itself is smooth. When the function class F forms a finite
dimensional vector space, finite sample results as well as polynomial-time computation are
obtained in [7]. A review of the last two methods will be presented in this paper.

PRELIMINARIES

Let S be a set equipped with a pseuodometric v. The covering number N(e,v,S) is
defined as the smallest number of closed balls of radius €, and centers in S, whose union
covers S. Let d7 be a specific pseudometric defined on [0, 1]™ such that for a, b € [0,1]™, we
have d7(a,b) = max la; — b;| where a = (a1,0a3,...,am) and b= (by,bs,...,by).

Let F be a class of [0, 1]-valued functions on some domain set D and let p be a positive
real number. We say that F P,-shatters a set A C D if there exists a function s : A — [0,1]
such that for every £ C A there exists some fg € F satisfying: for every z € A — E,
fe(z) < s(z) — p, and for every z € E, fg(z) > s(z) + p. Let the P,-dimension of F,
denoted by P,-dim (F), be the maximal cardinality of a set A C D that is P,-shattered by
F.




Let @ denote the unit cube [0,1]" and C(Q) denote the set of all continuous functions
defined on Q). The modulus of smoothness of f € C(@)) is defined as

weo(f57) = sup |f(y) — f(2)]

”y_ZHOO <r, y,ZEQ

where || ¥ — 2z [|oo= max ly; — 2] For m = 0,1,..., let Q,, denote a family of diadic cubes
(Haar system) such that Q= U J,JnJ =0 for J#J, and the N-dimensional volume
JEQm

of J, denoted by |J|, is 27V™. Let 1;(y) denote the indicator function of J € Q,.: 15(y) =1
ify € J,and 1;(y) = 0 otherwise. For given m, we define the map P, on C(Q) as follows: for
f € C(Q), we have P, (f) = P, f defined by P, f(y) = T«lf_lfJ f(z)dz fory € J and J € @Qm
[8]. Note that P, f : ¢ — [0,1] is a discontinuous (in general) function which takes constant
values on each J € @Q,,,. The Haar kernel is given by

Pa(y, ) = ﬁJz 1(y)Ls(2)

€Qm

for y,z € Q.

GENERAL SOLUTIONS FOR FUSER DESIGN

In this section, we consider conditions for solving the general sensor fusion problem in
(1.1} under the criterion (1.2). Consider the empirical error of f € F given by

1 n
Long () = 7 3016 = FV)P (3.1)

1=1
based on the sample (X1, Y1), (X2,Y2),...,(Xx,Ys). To approximate f* € F that minimizes
the expected error in (1.1), we minimize instead the empirical error in (3.1) to obtain the
empirical best fusion rule f. The following theorem presents an estimate of the sample size
to ensure the condition (1.2) when F has finite scale-sensitive dimension [2] and X € [0, 1].

Theorem 1 Let f* andf denotes the expected best and empirical best fusion rules chosen
from a function class F with range [0,1]. Given an iid sample of size

2040

€2

max {d In2 == 50d 48 }

"
where d = P,.j4-dim (F), we have P[I(f )= I(f*) > € <

Proof: From Vapnik [9] we have P{I(f) —I(f*) > 6} < P {ilelg emp(f) — I()] > 6/2} ,
where G = {(z — f(y))*: f € F}.
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Let Gon = {9(X1,Y1),9(X2,Y3),. .., 9(Xan, You)|g € G} C [0,1]**, based on an iid sample

of size 2n. From Lemma 3.3 and 3.4 of [2], we have.

geG

P{Sﬂplfemp(f)—f(f)|>e/2} < 24nExen[N(e/12,d%, Gy)]e ™ /144

< a8n (4608‘”) dlog, (96en/(de)) e—e2n/144

€2
where d = P./4-dim (F). By equating the right hand side to 4, we obtain our sample size
estimate. The derivation closely follows that of Theorem 1 of [2]. O

The result of Theorem 1 is more general than that in [1] which is based on the capacity
of F [9] in that finiteness of capacity implies that of scale-sensitive dimension but not vice
versa. This theorem can be generalized in a straight forward manner to handle the cases: (a)
Y is a multi-dimensional vector from ¢, and/or (b) X € [0,7], 7 > 0. The cost function
can also be generalized to Lipschitz cost functions with an appropriate change in the sample
size (see [10]).

The sample bound of Theorem 1 is based on uniform convergence of empirical means to
their expectations for function classes, which are available from the empirical process theory
[11, 12] and its applications to machine learning [3, 13]. Results of this kind are available
based on a number of characterizations of F such as pseudo-dimension [11], fat VC-dimension
[14], scale-sensitive dimension [2], graph dimension [15}, and Euclidean parameters [12],
which can be used to obtain sample size estimates along the lines of Theorem 1. Finiteness
of these parameters is only sufficient for the “learnability” of bounded functions, while that
of the scale sensitive dimension is both necessary and sufficient [2]. Moreover, the latter is
only such deterministic quantity known to us, while other similar quantities are based on
expected capacity or entropy [3]. )

A solution based on Theorem 1 simply requires that f minimize the empirical error,
and does not specify methods to compute it. The problem of computing f in this general
framework is intractable; for example in the special case that F is set of feedforward neural
networks with threshold hidden units, this problem is NP-complete even for simple archi-
tectures. In the next sections, we consider more restrictive cases where F is chosen to be a
special class to make the computational problems easier.

FUSERS BASED ON NADARAYA-WATSON ESTIMATOR

We now present a polynomial-time (in sample size n) computable estimator which guar-
antees the criterion (1.2) under additional smoothness conditions. Given an n-sample, the
Nadaraya-Watson estimator based on Haar kernels is defined by

. £ XiPrly, Y5) > X
Jmnly) = =

YjeJ

Xn: Pm(yay‘) ) YZE:J 1J(Yj)
=1 !

for y € J [16] (see also Engel [17]). The second expression indicates that Fmn(y) is the mean
of the function values corresponding to Y;’s in J that contains y. This property is the key
to efficient computation of the estimate [18].
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Theorem 2 [6] Consider a family of functions F C C(Q) with range [0, 1] such that we(f;r)
< kr for some 0 < k < co. We assume that: (i) there exists a family of densities P C C(Q);
(ii) for each p € P, we(p;r) < kr; and (iii) there exists u > 0 such that for each p € P,
p(y) > p for all y € [0,1]. Suppose that the sample size, n, is larger than

22m+4 k,zm k2m N-1 o 22m+6
o (G AN IR

where €, = e(u—e)/4,0 < B < mﬂm, m = [&287] gnd A = b (%)1/N+1—1/2,8+b (%)1/N+1—1/2ﬁ'
Then for any f € F, we have P [I(fm,n) - I(f*)| > 6] < 6.

The value of fmn(y) can be computed in O((logn)") time after a preprocessing step in
O(n(log n)¥ 1) time (see [18]). The smoothness conditions required in Theorem 2 are not
very easy to verify in practice. However, this estimators is found to perform well in a number
of applications including those that do not have smoothness properties.

VECTOR SPACE METHODS

We now consider the case when F forms a finite dimensional vector space. The advantages
of vector space methods over the existing methods are three-fold: (a) the sample size estimate
is a simple function of the dimensionality of F, (b) the estimate can be easily computed by
well-known least square methods in polynomial time, and (c) no smoothness conditions are
required on the functions or distributions.

Theorem 3 [7] Let f* andf denote the ezpected best and empirical best fusion functions
chosen from a vector space F of dimension dv and range [0,1]. Given an iid sample of size

512 [dv In (% +1n %> + 1n(8/6)] )
€ €

€2

~

we have P[I(f)— I(f*) > €] < 6.

d
Let {f1, f2y---, fa, } be a basis of F such that f € F can be written as f(y) = EV a; fi(y)
=1

. dy
for a; € R. Then consider f = Y a;fi(y) such that & = (a4, as,...,aq, ) minimizes the cost
=1

expressed as (with abuse of notation)

2
1 n dv
Iemp(a) = ; Z (Xk - Za,f,()’}g)) ;
k=1 =1
where a = (a4, a2, ...,a4, ). Now I.n,(a) can be written in the quadratic form a¥Ca +a? D,

where C = [c;;] is a positive definite symmetric matrix, and D is a vector. This problem can
be solved in polynomial-time using quadratic programming methods [19].
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The potential functions of Aizerman et al. [20], where fi(y) is of the form ezp((y —a)?/8)
for suitably chosen constants « and J3, constitute an example of the vector space methods.
Note that the above sample size is valid only for the method that minimizes Iomy(.) and is
not valid for the original incremental algorithm of the potential functions.

The two-layer sigmoidal networks of Kurkova [21], where the unknown weights are only
in the output layer, constitute another example for the vector space methods. The specific

dy
form of these networks enables us to express each network in the form Y a;n;(y) where
k—.

n:(.)’s are universal.

APPLICATION

We consider the problem of recognizing a door (an opening) wide enough for a mobile
robot to move through. The mobile robot (TRC Labmate) is equipped with an array of
four ultrasonic and four infrared Boolean sensors on each of four sides as shown in Figure
1. The sensors are periodically polled while the robot is in motion. This example deals
with only the problem of detecting a wide enough door when the sensor array of any side
is facing it. The ultrasonic sensors return a measurement corresponding to distance to
an object within a certain cone as illustrated in Figure 1. The infrared sensors return
Boolean value based on the light reflected by an object in the line-of-sight of the sensor;
white smooth objects are detected due to high reflectivity, while objects with black or rough
surface are generally not detected. Both ultrasonic and infrared sensors are unreliable. It
is very difficult to derive accurate probabilistic models for these sensors since it requires a
detailed knowledge of the physics and engineering of the device as well as a priori statistical
information. Thus a Bayesian solution to this problem is very hard to implement. We employ
the Nadaraya-Watson estimator to derive a non-linear relationship between the width of the
door and the sensor readings. Here the training sample is generated by actually recording the
measurements while the sensor system is facing the door. Positive examples are generated if
the door is wide enough for the robot, and the sensory system is facing the door. Negative
examples are generated when the door is not wide enough or the sensory system is not
correctly facing a door (wide enough or not). The robot is manually located in various
positions to generate the data. Consider the sensor array of a particular side of the mobile
robot. Here Y}, Y3, Y3,Y, correspond to the normalized distance measurements from the four
ultrasonic sensors, and Ys, Y, Y7, ¥5 correspond to the Boolean measurements of the infrared
sensors. X is 1 if the sensor system is correctly facing a wide enough door, and is 0 otherwise.
The training data included 6 positive examples and 12 negative examples. The test data
included 3 positive examples and 7 negative examples. The Nadaraya-Watson estimator
predicted the correct output in all examples of test data.

CONCLUSIONS

We presented recent results on a general sensor fusion problem, where the underlying
sensor error distributions are not known, but a sample is available. We presented a general
method for obtaining a fusion rule based on scale-sensitive dimension of the function class.
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TRC Labmate Mobile Robot

uitrasonic

mobile
platform

infrared

Figure 1: Schematic of sensory system (only the side sensor arrays are shown for simplicity).

Two computationally viable methods are reviewed based on the Nadaraya-Watson estimator,
and the finite dimensional vector spaces.

Several computational issues of the fusion rule estimation are open problems. It would
be interesting to obtain necessary and sufficient conditions under which polynomial-time
algorithms can be used to solve the fusion rule estimation problem under the criterion (1.2).
Also, conditions under which the composite system is “significantly” better than best sensor
would be extremely useful. Finally, lower bound estimates for various sample sizes will be
very important in judging the optimality of sample size estimates.

ACKNOWLEDGEMENTS

This research is sponsored by the Engineering Research Program of the Office of Basic En-
ergy Sciences, of the U.S. Department of Energy, under Contract No. DE-AC05-960R22464
with Lockheed Martin Energy Research Corp., and by the Office of Naval Research under
order N00014-96-F-0415.

REFERENCES

[1] N. S. V. Rao. Fusion methods for multiple sensor systems with unknown error densities.
Journal of Franklin Institute, 331B(5):509-530, 1994.

[2] N. Alon, S. Ben-David, N. Cesa-Bianchi, and D. Hausler. Scale-sensitive dimensions, uniform
convergence, and learnability. In Proc. of 1993 IEEE Symp. on Foundations of Computer
Science, 1993.

[3] V. N. Vapnik. The Nature of Statistical Learning Theory. Springer-Verlag, New York, 1995.

247




[4] N. S. V. Rao. Fusion rule estimation in multiple sensor systems using training. In H. Bunke,
T. Kanade, and H. Noltemeier, editors, Modelling and Planning for Sensor Based Intelligent
Robot Systems, pages 179-190. World Scientific Pub., 1995.

[5] N. S. V. Rao. Fusion methods in multiple sensor systems using feedforward neural networks.
Intelligent Automation and Soft Computing, 1996. submitted.

[6] N. S. V. Rao. Nadaraya-Watson estimator for sensor fusion. Optical Engineering, 36(3):642—
647, 1997.

/[7] N. S. V. Rao. Fusion rule estimation using vector space methods. In Proceedings of SPIE
Conference on Sensor Fusion: Architecture and Applications. 1997.

[8] Z. Ciesielski. Haar system and nonparametric density estimation in several variables. Proba-
bility and Mathematical Statistics, 9:1-11, 1988.

[9] V. Vapnik. Estimation of Dependences Based on Empirical Data. Springer-Verlag, New York,
1982.

[10] N. S. V. Rao and V. Protopopescu. Function estimation by feedforward sigmoidal networks
with bounded weights. 1997. manuscript, submitted for publication.

[11] D. Pollard. Empirical Processes: Theory and Applications. Institute of Mathematical Statis-
tics, Haywood, California, 1990.

[12] M. Talagrand. Sharper bounds for Gaussian and empirical processes. Annals of Probability,
22(1):28-76, 1994.

[13] D. Haussler. Decision theoretic generalizations of the PAC model for neural net and other
learning applications. Information and Computation, 100:78-150, 1992.

[14] M. J. Kearns and R. E. Schapire. Efficient distribution-free learning of probabilistic concepts.
Journal Computer and Systems Sciences, 48(3):464—, 1994.

[15] R. Dudley. Universal Donsker classes and metric entropy. Annals of Probability, 15:1306-1326,
1987.

[16] B. L. S. Prakasa Rao. Nonparametric Functional Estimation. Academic Press, New York,
1983.

[17] J. Engel. A simple wavelet approach to nonparametric regression from recursive partitioning
schemes. Journal of Multivariate Analysis, 49:242-254, 1994,

[18] N. S. V. Rao and V. Protopopescu. On PAC learning of functions with smoothness properties
using feedforward sigmoidal networks. Proceedings of the IEEFE, 84(10):1562-1569, 1996.

[19] S. A. Vavasis. Nonlinear Optimization. Oxford University Press, New York, 1991.

[20] M. A. Aizerman, E. M. Braverman, and L. I. Rozonoer. Frtrapolative problems in automatic
control and method of potential functions, volume 87 of American Mathematical Society Trans-
lations, pages 281-303. 1970.

[21] V. Kurkova. Kolmogorov’s theorem and multilayer neural networks. Neural Networks, 5:501—-
506, 1992.




AN ALGORITHM FOR NOISY IMAGE
SEGMENTATION

(Extended Abstract)

Ying Xu, Victor Olman, and Edward C. Uberbacher
Computer Science and Mathematics Division
Oak Ridge National Laboratory
Oak Ridge, TN 37831-6364

Abstract

This paper presents a segmentation algorithm for gray-level images and addresses issues
related to its performance on noisy images. It formulates an image segmentation problem as a
partition of an image into (arbitrarily-shaped) connected regions to minimize the sum of gray-
level variations over all partitioned regions, under the constraints that (1) each partitioned region
has at least a specified number of pixels, and (2) two adjacent regions have significantly different
“average” gray-levels. To overcome the computational difficulty of directly solving this problem,
a minimum spanning tree representation of a gray-level image has been developed. With this
tree representation, an image segmentation problem is effectively reduced to a tree partitioning
problem, which can be solved efficiently. To evaluate the algorithm, we have studied how noise
affects the performance of the algorithm. Two types of noise, transmission noise and Gaussian
additive noise, are considered, and their effects on both phases of the algorithm, construction
of a tree representation and partition of a tree, are studied. Evaluation results have shown that
the algorithm is stable and robust in the presence of these types of noise.

1 Introduction

Image segmentation is one of the most fundamental problems in low-level image processing. The
problem is to partition (segment) an image into connected regions of similar textures or similar
colors/gray-levels, with adjacent regions having significant dissimilarity. Many algorithms have been
proposed to solve this problem (see surveys [1, 2]). Most of these algorithms fit into two categories:
(1) boundary detection-based approaches, which partition an image by discovering closed boundary
contours, and (2) region clustering-based approaches, which group “similar” neighboring pixels
into clusters. Rigorous mathematical solutions to the image segmentation problems are generally
difficult to achieve due to their (intrinsic) computational complexity. Hence many researchers
have exploited either probabilistic/stochastic methods, which guarantee only asymptotic results,
or heuristic methods while sacrificing the mathematical rigor.

In this paper, we present an efficient region-based segmentation algorithm. We formulate an
image segmentation problem as a partition of an image into a number (not predetermined) of
arbitrarily-shaped connected regions to minimize the sum of gray-level variations over all par-
titioned regions under the constraints that (1) each partitioned region has at least a specified
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number of pixels, and (2) two adjacent regions have significantly different “average” gray-levels.
To overcome the computational difficulty of directly solving this problem, we have developed a
minimum spanning tree representation of an image. The minimum spanning tree representation,
though simple, captures the essential information of an image for the purpose of segmentation, and
it facilitates a fast segmentation algorithm. The technical contribution of our approach includes
(1) a new spanning tree representation of an image that captures all the key information for the
purpose of segmentation, and (2) a fast and mathematically rigorous tree partitioning algorithm.

To evaluate the algorithm, we have studied how two types of noise, transmission noise and
Gaussian additive noise, affect the performance of the algorithm. We have shown, both analytically
and experimentally, that (1) both types of noise have very little effect on the minimum spanning
tree construction algorithm, i.e., the property that an originally homogeneous region corresponds
to one subtree of the spanning tree will generally not be affected by noise; (2) transmission noise,
in general, has less effect on the performance of our tree-partitioning algorithm than Gaussian
additive noise does.

2 Image Segmentation: the problem formulation

Consider a gray-level image I. Each pixel z of I has a gray level G(z) € [0,K]. An image segmen-
tation problem can be naturally formulated as follows: find a partition {/, ..., It} of I with each I;
being a connected region of I, such that

minimize Sy Yl (average(l;) — g(xf))z

subject to: (1) ||| > L, for each I,
(2) |average(I;) — average(Iy)| > D, for all adjacent I; and I;.

where || - || denotes the cardinality of a set, average([;) denotes the average gray-level of region I;,
and L and D are two (apphca,tlon dependent) parameters.

Though this formulation captures the intuition of segmenting an image it is computatmna,]ly
difficult to solve due to two reasons: (1) segmenting a 2-D object to optimize some non-trivial
function is always difficult, and (2) explicit calculation of averages implicitly requires to consider
all the possible partitions. Two strategies have been developed to overcome these difficulties: a tree
representation of an image, and an approximation scheme to avoid explicit calculation of averages.

2.1 Spanning tree representation of an image

For a given image I, we define a weighted (undirected) planar graph G(I) = (V, E) as follows: The
vertex set V = { all pixels of I } and the edge set E = {(u,v)|u,v € V and distance(u,v) < 2 },
with distance(u,v) representing the Euclidean distance in terms of the coordinates of the image
array; Each edge (u,v) € E has a weight w(u,v) = |G(u) — G(v)].

A spanning tree T of a connected graph G([I) (note that G(I) is connected) is a connected
subgraph of G(I) such that (1) T contains every vertex of G(I), and (2) T’ does not contain cycles.
A minimum spanning tree is a spanning tree with a minimum total weight.

A minimum spanning tree of a weighted graph can be found using greedy methods, like in
the classical Kruskal’s algorithm [3]: the initial solution is a singleton set containing an edge with
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the smallest weight, and then the current partial solution is repeatedly expanded by adding the
next smallest weighted edge (from the unconsidered edges) under the constraint that no cycles are
formed until no more edges can be added. For the above defined planar graph G(I), 2 minimum
spanning tree can be constructed in O(||V||log(||V||)) time and in O(|}V]|) space.

A key property of a minimum spanning tree representation obtained by Kruskal’s algorithm is
that pizels of a homogeneous region are connected in the tree structure only through pizels of this
region, i.e., pixels of a homogeneous region form a (connected) subtree of the minimum spanning
tree. The following theorem formalizes this statement.

Consider an object A in a given image I. Let G(I) be the planar graph representation of I
and 7 be its minimum spanning tree obtained by Kruskal’s algorithm. A is called T-connected if
every pair of pixels of A are connected in T only through pixels of A. We use G(A) to denote the
subgraph of G(I) induced by the pixels of A. A set of edges C of G(A) is called a cutset if deleting
C divides G(A) into two unconnected parts.

Theorem 1 A is not T-connected if and only if there exists a cutset C of G(A) and a path P in
G(I) that has its two end vertices on two sides of the cut of G(A) and has its remaining vertices
outside of G(A) such that every edge of P has smaller* weight than every edge of C. O

2.2 An approximation scheme

To formulate the image segmentation problem in a natural and intuitive way, we have explicitly
used the average gray-levels of a region in the problem formulation, which makes the computation
difficult. This subsection presents an approximation scheme to avoid the explicit calculation of
averages.

Consider the following formulation of an image segmentation problem. Given an image I and
two parameters D and L, find a partition {1, ..., Iz} of I with each I; being a connected region of
I, and a g; € R (real value) for each I;, such that

minimize i1 Trep, (0~ G(2))?

subject to: (1) |Z:|| = L, for each I,
(2) lg; — gi| > D, for all adjacent I; and .

The relationship between this formulation, which does not involve explicit calculation of aver-
ages, and the original one can be intuitively described as follows: if a solution to this formulation is
stable around the given parameter D, then the two formulations are equivalent. This can be stated
more rigorously as in the following theorem. Let

k .
F(k,I,9)= 3" 3 (9i = (=],
=laler

and

R(D,L) = {(k,I,g)| which satisfies constraints (1) and (2)},

1We ignore the case of equality for the simplicity of discussion.
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where I = Ui-;l I; and g = (g1, ..., 9%). Hence the above formulation can be rewritten as
min{F(k,I,9)|(k, T, 9) € B(D, L)}

Theorem 2 For the given parameters D and L, if there is an € > 0 such that

-‘g}}g{l*”(k,f,g)l(k,f, 9)€ R(d, L)} = Fy (1)

for some constant Fy, for all d € [D,D + €], then any minimum solution I* = {If,...,I}} and
g* = {93, ..., 95} toming 1 { F(k,1,9)|(k,I,9) € R(D+e,L)} has g7 = average(I?), for alli € [1,k].
O

Note that g¢;’s, as defined above, are real values € [0,K]. To facilitate a fast algorithm, we
restrict g;’s to integer values € [0, K]. Now we can give the tree-based image segmentation problem
as follows. Given a minimum spanning tree representation T of an image and two parameters D
and L, find a partition {74, ..., T%} of T with each T; being a connected subtree of T, and an integer
g; € [0,K] for each T;, such that

minimize zi?:l in eT.'(gi - G(z]))?

(P)
subject to: (1) |73 > L, for each T3,
(2) |g;: — gir| > D, for all adjacent T; and Tj.

To estimate how close the approximation problem is to the original problem, we have the
following result:

By [ Tilaverage(T) — ) -
B(Thy X yscploverage(z)) - G(aD)®) =

which indicates the minimum value of the approximation problem is fairly close to the minimum
value of the original optimization problem, where E() represents the mathematical expectation.

3 A Tree-based Image Segmentation Algorithm

A dynamic programming algorithm is developed to solve the optimization problem (P). The algo-
rithm first converts the given tree into a rooted tree by selecting an arbitrary vertex as the root.
Hence the parent-children relation is defined. We assume that the vertices of T are labeled consec-
utively from 1 to ||T|| with the tree root labeled as 1. We use T* to denote the subtree rooted at
vertex 7. For each tree vertex ¢, the dynamic programming algorithm solves a number of constraint
version of the problem (P) on T* by combining solutions to the “corresponding” problems on 77’s,
with j’s being #’s children. It does this repeatedly in such a bottom-up fashion and stops when it
reaches the tree root.

Let score(i, k, g) denote the minimum value of (P) on T, under the additional constraint that
the partitioned subtree of T containing i has at least k vertices and is mapped to a fixed value
g, for k € [0,L] and g € [0,K]. These quantities can be efficiently calculated using the following
lemma and can be used to construct an optimum partition of 7.
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Lemma 1 (a) If iy,1s,..., 1, are the children of vertez i, n < 8 and 1 < k < L, we have

score(i, k,g) = min Y 7_, score(ij, k;, 9) + (9 — G(1))?,
Jork = E?:l kj,k:j >0, when ”TZ“ > L
scores(i,k,g)={ Erer (9= S0 “Tz'” ’
| ¥ Il # ¢
when (|T"|| < L

where D(7) is the set of all i’s descendants, 1 is defined to be € D(7) and score(i;,0,g) is defined to
be
min _score(i;, L, ¢").
o Zaap 7 L)

(b) ming score(1, L, g) is a minimum solution of (P), where 1 represents the tree root. O

Based on Lemma 1, we can solve the optimization problem (P) by calculating score() for each
tree vertex in a bottom-up fashion using the recurrence from Lemma 1(a), and stopping at the tree
ToOt.

Theorem 3 ming score(1, L, g) can be correctly calculated by the above algorithm in O(max{(]|T||
~L), 1}K(log(K) + L?)) time and in O(||T||LK) space. O

4 Algorithm Evaluation on Noisy Images

Potentially noise affects the algorithm’s performance in both stages of the algorithm: spanning tree
construction and tree partitioning. We will show that noise has greater effects on the performance
in the tree partitioning stage than in the spanning tree construction stage. In this study, we consider
two types of noise: transmission noise and Gaussian additive noise.

The model for generating transmission noise is defined as follows: each pixel of the image
has a probability P to keep its original gray level during transmission and the probability 1 —
P to randomly change to arbitrary gray level € [0,K]. Gaussian additive noise adds to each
pixel independently a random normal value (using the floor function for real-to-integer conversion)
according to a normal distribution N(0,0?) censored to [-X/2,K/2].

4.1 Effect of noise on tree representation

One basic premise for our image segmentation algorithm to be effective is that each object, given as
a homogeneous region in an image, is represented as one subtree of the spanning tree representation.
In the following, we show how noise affects this property. Theorem 1 provides the basic framework
for such a study.

To estimate how probable the if-and-only-if condition in Theorem 1 is we have conducted the
following computer simulation. The experiment is done on a 256-gray-level image I having one
object A in the center of the image. I is a 256 x 256 image and A is a 30 x 30 square. The
background has a uniform gray level 100 and A has a uniform gray level 150. We add transmission
noise and Gaussian additive noise, respectively, to I as follows. When adding transmission noise,
each pixel of I has a probability 0.3 to keep its original gray level and the probability 0.7 to
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randomly and uniformly change to arbitrary gray level € [0,255]. When adding Gaussian additive
noise, each pixel of I is added by a value |6 + 1/2| (modulo 256), where § is random number
generated according to the normal distribution N(0,0?) censored to [-128, 128] with ¢ = 50.

For each type of noise, we estimated the probability that there exist a path P connecting two
pixels ¢ and b, and a cutset C' of A separating a and b such that every edge of P has smaller weight
than every edge of C, where @ and b are two randomly chosen pixels both of which are 5-pixels
from the left boundary of A and are at least 5 pixels from the lower and upper boundaries of A,
and P has at least 20 edges.

We have observed, for this particular experiment, that the probability that there exist such a
P and a cutset C is very small (< 1073), for both types of noise. This experiment suggested that
both types of noise have very little effect on the property that a homogeneous region corresponds
to one subtree of the minimum spanning tree constructed by Kruskal’s algorithm.

4.2 Effect of noise on tree partitioning

Though both types of noise have little effect on the property that a homogeneous region corresponds
to one subtree of the spanning tree representation they could affect the tree partitioning result in
a form we call corrosions. Consider an object A in a given image and its representing subtree T4.
With noise, T4 may contain a subtree (or subtrees) that has a (significantly) different average gray
level than the rest of T4, and contains more than enough vertices (> L) to be partitioned into a
separate region. This subsection presents a comparative study on how the two types of noise affect
the formation of corrosions.

Let g(A) be the (uniform) gray level of A before noise is added. We compare the probabilities, P;
and P, that a connected region A’ of A will have its gray level changed to the same value g(A) + k&,
for any k£ # 0, when transmission noise and Gaussian additive noise are added, respectively. Let
pi, denote the probability that one pixel of A’ changes its gray level from g(A) to g(A) + k when
Gaussian additive noise is added. For the simplicity of discussion, we assume that g(A) = 0, hence
k € [1,K]. Recall P denotes the probability that a pixel keeps its original gray level in the presence
of transmission noise. It can be shown by a simple calculation that

n X
) (K-1), and P= sz,
k=1

where n = ||A’|| (note that P, = Y&, p} is true for any type of independent noise). Theorem 4
shows the relationship between P; and P, which can be proved using Jensen’s inequality [5] (page
433).

Theorem 4 For any N € [2,K] and n > 0, when Zﬁfzo pr =1 and pg = P,

N
Vo [1=P\"

k=1

Theorem 4 implies that transmission noise is the least possible to form corrosions among all
possible forms of noises (including Gaussian additive noise) when P or pg is fixed.
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4.3 Tests on noisy images

This subsection presents a case-study on an aerial image of 202x503 pixels and with 256 gray
levels, and on how noise of different types affects the performance of the segmentation algorithm.
Throughout this study, the same set of parameters D and L are used. Segmentation on each image
takes less than 1 CPU minute on a SPARC-20 workstation. Figure 1 gives the test examples on
the image with noise added. For each figure, the image on the left is the original image with added
noise and the one on the right represents the segmentation results.

Table 1 summarizes the performance of algorithm and the effect of the averaging operation on
the two types of noise. Each entry of the first row represents the correlational coefficient between
the original image and the image with noise, and each entry of the second row represents the
correlational coefficient between the segmentation result of the original image and the segmentation
of the noisy image.

Table 1: Performance summary of segmentations

Transmission noise Gaussian additive noise
P=01|P=03|P=05|{P=0T7|0c=40|0c=60|0c=80|0=100
noisy image 0.86 0.62 0.41 0.24 0.82 0.69 0.57 0.47
segmentation 0.95 0.89 0.80 0.70 0.87 0.84 0.81 0.76
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Figure 1: (b) Aerial image with added transmission noise and P = 0.7.
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ABSTRACT

‘We present an optimization-based adaptive controller design for nonlinear systems exhibiting
parametric as well as functional uncertainty. The approach involves the formulation of an
appropriate cost functional that places positive weight on deviations from the achievement
of desired objectives (such as tracking of a reference trajectory while the system exhibits
good transient performance) and negative weight on the energy of the uncertainty. This
cost functional also translates into a disturbance attenuation inequality which quantifies
the effect of the presence of uncertainty on the desired objective, which in turn yields an
interpretation for the optimizing control as one that optimally attenuates the disturbance,
viewed as the collection of unknown parameters and unknown signals entering the system
dynamics. In addition to this disturbance attenuation property, the controllers obtained also
feature adaptation in the sense that they help with identification of the unknown parameters,
even though this has not been set as the primary goal of the design. In spite of this
adaptation/identification role, the controllers obtained are not of certainty-equivalent type,
which means that the identification and the control phases of the design are not decoupled.

INTRODUCTION AND PROBLEM DESCRIPTION

We consider in this paper the problem of control of partially unknown, uncertain nonlinear systems so
that the system output tracks (at least asymptotically) a given reference trajectory while all internal states
remain bounded and the system exhibits acceptable transient performance. The uncertainty is due to the
presence of unknown deterministic signals entering the system dynamics, and unknown (and unmeasurable)
noise in the measurements. To capture the presence of all these factors that impact the overall performance
of the system, and to quantify various tradeoffs that exist, we base our control design on the minimization of
a carefully selected cost functional, which leads to a systematic construction of robust adaptive controllers
that attenuate the disturbances optimally. These adaptive controllers have distinguishable identifier and
control dynamics, which however are not decoupled, and hence the controllers are not certainty equivalent
— in contrast to many existing designs in the literature. This “noncertainty equivalence” structure, which
comes about naturally as a result of the optimization procedure, brings with it many appealing features such
as robustness to unmodeled dynamics, attenuation of disturbances, and excellent transient performance.
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To introduce the approach adopted in this paper in general terms, consider the n-dimensional dynamic
system described by

T = f(z,0)+G(z,0)u+o(z)w, z(0)=ux (1)

where 8 is a p-dimensional unknown parameter vector, z is the n-dimensional state, u is an r-dimensional
control, w is a g-dimensional unknown disturbance, f, G and o are appropriate dimensional vectors and
matrices, continuous in x, and with f and G linear in 8. Let us assume for the moment that the control
uses state feedback with memory, that is for some measurable function g,

u(t) = plt,zpg), (2)

and that the objective is for an m-dimensional (m < n) output of the system,

h(z), ®3)

to track a given m-dimensional reference trajectory, z., in spite of the presence of the disturbance w, and
regardless of what the true value of 8 is. Hence, what is being sought is a controller that achieves the desired
objective (of tracking) while attenuating the disturbances at the output of the error systems, which is the
tracking error, and at the same time keeping all internal states of the system bounded. A criterion that
captures this objective is now given in the following.

Let us first introduce the notation

Wi = [ woPar WG = v,

for any vector-valued L, function y, where / stands for transpose of a vector (or a matrix), the latter is
the square of a weighted Euclidean norm of y(7), where @ is a positive definite weighting matrix, and the
former is the square of the £ norm of the function y(r) restricted to interval [0,¢]. Then, consider for each
t >0,

lz - zli7 + Et(m{o 4 ¥0,4])
T = — > — 4
W) = P 16— 0%, + (20,0 —0) )

as the performance index to be minimized by the controller u for each ¢t > 0. Here

t
i, = /E(.’L'[O,T];’U,(T),T)dT
0

is a nonnegative integral cost on the state and the control, z — z, is the tracking error, 8 is an initial estimate
for 8, Qo is a positive definite matrix, and £y is a nonnegative cost on zo and # — @, vanishing at zg = 0
and 6 = §. Note that Z; involves a maximization operation with respect to the unknowns, w, 6 and =z,
and hence characterizes a worst case scenario. By minimizing this index with respect to u we would be
minimizing the worst-case effect of w, 8 and £y on the tracking error z — z,., the state z and the control .
Now let

2

inf Z(p) = %, t>0,

and pick v > 0 such that v >« for all ¢ > 0. Let 1, be a controller that achieves a better (lower) level of
disturbance attenuation than ~ for all £ > 0, that is

L(py) < 7% (5)

Then, (4) implies that for all w € £2]0,0), 8 € R?, zp € R", the following dissipation inequality holds, for
allt > 0, with u = u(-):

Th(psw) = N1z = 2|7 + &lzo,05 upo,) — ¥ llwllf —°16 — 013, —7* bo(z0,6 —8) < o. (6)
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Denote the left hand side of this inequality for an arbitrary p and w := (w, 6, zo) by I,ty(u; w). Then, clearly,
a u. satisfying (5) can be obtained by solving the minmax problem:

inf sup J& (u;w), t>0 (7
Eow

This can be viewed as a zero-sum differential game between two players [2], with the minimizer choosing p
and the maximizer w, and the quantity in (7) is the upper value of such a game. Note that whenever this
value is bounded, it has to be zero, since by picking w = 0, = 8 and zy = 0 the maximizer can force it to
be nonnegative, and on the other hand we know from inequality (5) that it cannot be positive.

OQur approach to this problem is based on the recognition that the supremization part of (7) can be
broken into two sequential supremizations,

sup Ji(p;w) = sup sup  Jr(mw) (8)
W

6,210,151 (W[o0,00)|%10,61,8)

where the inner supremization is over all disturbance trajectories consistent with the observed state trajec-
tory xo,y) and for a fixed value of the parameter vector 6, and the outer supremization is over all possible
values of # € R and all continuous state trajectories xjg ;. If the controller did not have access to full state
measurements, but only to partial measurements, possibly corrupted with (unknown) noise, such as

y(t) = h{z,0)+n(z)w

where A and n are continuous functions of their arguments, then (8) would be replaced by the more general
relationship

supJy(w;w) = sup sup Ta (15 w) (9)
w 0,71,y[0,5] (%0, W[0,00) ¥[0,1].0,2(t)=21)

with the inner and outer supremizations interpreted in a similar way (as in (8)). Now, this splitting of
ny into two parts leads to a sequential design procedure that generates worst-case identifiers and robust
adaptive controllers. The inner supremization (maximization) is the worst-case identification step which can
be solved using the recently developed tool of cost-to-come function [4,5] which leads for some important
classes of problems (as to be discussed shortly) to closed-form expressions for an identifter for the unknown
parameters and an estimator for the unmeasured states. During this identification step the control ug 4,
generated by u, can be regarded as an open-loop time function since it is merely a causal function of the given
output waveform y[g ¢ (or of the state zo 4, if state measurements are available). After thus completing the
inner supremization, we then proceed with the outer supremization of Jf, over all measurement waveforms
Y[o,¢], berminal states x; and parameter values 6, while structuring the control in such a way that Jf, remains
nonpositive. This is the control design step which leads to a robust disturbance attenuating controller.

The problem just formulated above can also be viewed as a nonlinear H* control problem with partial
state information [1], by adjoining to the system dynamics (1) the natural parameter dynamics

=0, 6(0)=46 (10)

where now 6y is the unknown parameter vector. This H control problem is one with partial state informa-
tion even if full state measurements are available, because 8 is now considered a part of the extended system
dynamics, which is not measured directly. Nonlinear H* control problems with partial state information are
known to be inherently difficult to solve, and generally they do not admit finite-dimensional solutions [1,3].
It turns out, however, that (as shown in our recent research [9,10]) for some special subclasses of the robust
adaptive control problems formulated above, finite-dimensional closed-form solutions do exist; this will be
discussed also in the following sections.

Our approach to robust adaptive control as delineated above is inherently different from other existing
approaches which are either Lyapunov-based or estimation-based. The former places restrictions on the
selection of parameter update laws, whereas the latter {which generally makes use of the “certainty equiva-
lent” principle) uses a wide variety of estimation/identification tools, among which are the standard gradient
and least-squares algorithms. Any stabilizing controller can in fact be combined with any such identifier,
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as long as the identifier guarantees certain boundedness properties independently of the controller module.
This modularity feature has made estimation-based schemes more popular in linear adaptive control than
their Lyapunov-based counterparts, but efforts to extend this to nonlinear systems have failed to a large
extent. The source of this failure is mainly the fact that nonlinear systems exhibit different instability
characteristics (than linear systems) such as finite escape. Various measures have been taken to overcome
this difficulty [6,7,8], but the designs have involved certainty-equivalent controllers, which are known to
have weaknesses in the framework of nonlinear systems, in particular as regards robustness against model
uncertainty and external disturbance inputs.

The approach presented above, and discussed in some detail (as length restrictions permit) in the fol-
lowing sections, is a direct optimization-based approach that brings in robustness as an essential component
of the design procedure. To carry out the details of the two-step procedure outlined above, and to obtain
explicit expressions for the optimally disturbance attenuating controllers, we focus on a special, but impor-
tant, class of systems where the dynamics (1) are in triangular form, the control is of dimension one, and
the system output is the first component of the state. Such systems are called “systems in parametric strict
feedback form,” and one of their appealing features is that a recursive technique called backstepping can
be used to construct an optimizing controller. Formulation of this specific problem is provided in the next
section, followed by presentation of some explicit results.

SYSTEMS IN PARAMETRIC-STRICT-FEEDBACK FORM

In view of the discussion above, consider now the class of single input-single output (SISO) nonlinear
systems described by (as a special case of (1}, and by a possible abuse of notation):

&1 = zo+ filzr) + ¢y {z1)01 + o1 (z1)ws

jf'n—-l Tp + .fn—l(xly s ,J;n—l) + ¢;7,—1(-7317 e ;xn—l)an—l
4'0;1——1(3711 R 7xn—-1)wn—1
Zn = falT1,e o, Zn) F O (X1, Tn)Pn + 021, -y Ta)u + op(T1, ., Tn)Wwp
z = .

where w := (wf,...,w,) is the ¢-dimensional disturbance input, where w; is of dimension ¢;, i =1,...,n;
8 = (6},...,8,) is the p-dimensional vector of unknown parameters, where ; is of dimension p;, i = 1,...,n;
z is the scalar output; and the nonlinear functions f;, ¢, 0;, ¢ = 1,...,n, are known and satisfy the triangular
structure depicted above. We assume that

Al fi, s, 05 €C i i=1,...,n;beC, (1/b) € CL.

A2 ol(z)oi(z) > ¢, Vz e R", i =1,...,n, for some ¢ > 0.

A3 The reference trajectory z,. € C®, and both z. and its first n derivatives are uniformly bounded on
[0, 00).

Let us first endow the controller (2) with also the derivative of the state, £, under which the inner
maximization of (8) can be performed to yield [5] the identifier dynamics (for 6):

b; = Sipi(ojoi) HE — X - ¢i8:);  6:(0) =6 (12)
¥ = —Bi(¢iloo) T el — Qi) Z3(0) = Qg;" (13)

i 1,...,n

Xi = fi+$i+la i:l,...,n—l; Xn = fn+bu (14)

and Q;, Qo; are positive-definite matrices constituting the i-th diagonal blocks of Q and Q,;, respectively.
The identifier 6;, i = 1, ..., n, above is asymptotically convergent to the true value of the parameter vector 8
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provided that ¥;(t) > 0 V¢t € [0,00), i = 1,...,n, which is a persistency of excitation condition, that can be
guaranteed by restricting the disturbance inputs to a particular set [5]. This set can be made unconstrained,
and equal to £, by choosing the design matrix @; as

Qi = cidi(oio) e, cel0,1), i=1,...,n (15)
The identification error 6 := 6 — § satisfies:
b = ~5¢i(olos) Lol i=1,...,n (16)
where
v = w;+oi(ole) T e, i=1,...,n (17)

is a transformed disturbance input. This converts the original attenuation problem with respect to w to a
new (but equivalent) attenuation problem with respect to v, with dynamics described by (in place of (11)):

B = Xi+¢bi+oly, i=1,....n (18)
b = Sigilojoi) o, i=1,...,n (19)

along with (13). Note that there is no parametric uncertainty here, and hence the problem has been
converted to one with perfect state measurements, where z;, éi and ¥;, ¢ = 1,...,n, constitute the new
states. This new nonlinear H control problem (with perfect state measurements) corresponds to the outer
maximization problem in (8), where the cost to be maximized is

/ ((z )+ L) - S i, —72Ivf2) dr =723 10(t) 2rgy —ola(©),0-8)  (20)
i=1 i=1

=

where we have dropped the control dependence in £, and have absorbed 42 in £.

This is now the control design step, which we carry out under assumptions A1-A3. The design procedure
here is backstepping, which proceeds as follows: We first consider the first subsystem (i = 1), and treat
To as an input to this system. Introducing the transformed variable y; := 1 — z,, one can show that this
decoupled scalar system with x5 as an input can be made to achieve arbitrarily small levels of disturbance
attenuation by picking x» appropriately. A corresponding value function for (20) for only this subsystem is
Vi(yy) = %y% However, since x2 is not a control input this is not exact, and hence we proceed to the next
subsystem (¢ = 2} and choose x3 as the new control input, where the dynamics for x5 are now replaced
by the dynamics of ys, which stands for the difference between x5 and its ideal value, had it been the
control variable at step 1. At this step, again there exist choices for 3 that make the attenuation level
arbitrarily close to zero, with a corresponding value function being V, = %(y% + y2). Again z3 is not the
true control and hence this result is not exact ....... Proceeding in this manner, we arrive at step n at
the last subsystem where the real control appears, a proper choice for which makes the overall attenuation
level again arbitrarily small. Because of space limitations, expressions for the construction of this controller
(which are quite lengthy) are not given here; they can be found in an internal report available from the
author. These steps now lead us to the following theorem.

Theorem 1. Consider the nonlinear system described by (11) and with the performance index (4) where
£; does not depend on u. Let assumptions A1-A3 hold, and disturbances belong to a set (say W) that

makes ¥;(t) positive definite for allt > 0,4 = 1,...,n. Finally, let the derivative of x also be available for
feedback. Then:

(i) The control law generated by the backstepping procedure outlined above achieves asymptotic tracking
with an arbitrarily small level of disturbance attenuation, -, for all w € W.

(i) For any wip,c0) € Loo, z(0), 6 and t > 0, if the covariance matrices ©;’s are uniformly upper bounded

on [0,t], then the expanded state vector ¢ (consisting of z, 6 and %) is uniformly bounded on [0,¢],
and ¥;’s are further uniformly bounded from below by some positive-definite matrices.
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(iii) For any uncertainty triple in the set W such that Wio,00) = 0, if the covariance matrices ¥;,i =1,...,n,
become uniformly upper bounded on [0, c0), then the parameter estimates are uniformly bounded and
the transformed state variable y := (y1,...,y,)’ converges to zero as t — oo; if, in addition, the
reference signal z, is persistently exciting, i.e., lim¢—,o0 Amax2i = 0, ¢ = 1,...,n, then { converges to
zero as t — oo.

Remark 1. The controller above is not a certainty equivalent controller, that is it does not correspond to
the controller obtained by assuming full knowledge of parameter values and then replacing the true values of
the parameters by their estimates. It is, however, asymptotically certain equivalent, as ¥; —» 0,i=1,...,n,
under a specified choice of the design parameters. o

A disadvantage of the controller presented above is that it depends (through the identifier dynamics)
on the derivative of the state, which may not be available. To remove this dependence, so as to obtain a
controller under the original measurement scheme (2}, we first consider a noise-perturbed measurement:

u(t) = pt (),  y(t) =z(t) +ev(?),

where ¢ is a small positive parameter and v is an unknown disturbance. The identifier dynamics corre-
sponding to this measurement (as the counterpart of (12)-(13)), and after v is set equal to zero are [5]:

Eid’i(az{ai)_l/z%(xz‘ — i;); 6:(0)=48; (21)
—Si(di(ojos) T, — Q)% Ti(0) = Qg (22)
Xi + ¢i0; + %(0401‘)1/2(%' =) #(0) = zi(0) (23)
1,...,n

where we now have additional dynamics representing the estimate for . An appropriate choice for the
design matrix @; in this case turns out to be

Qi = T7AZSTI Qs A kol (24)
for some symmetric matrices A; and Q;. Now, introducing
e = z)/e

whose i-th component is e; = (z; — &;)/€, we can equivalently write (21)-(22) as (using also the specific
choice made for @Q;):

b; = Sipi(oioi)" Ve, (25)
N o= —Ni(gilolo) ¢~ Q)T + A (26)
€e; = —(0’;0’1‘)1/267; + (b;éz + agwi, 27)

which involves singularly perturbed dynamics. It should be noted that formally setting ¢ = 0 in (27) and
substituting the resulting expression for e; into (25) yields precisely the identifier dynamics (19). Using
this limiting relationship (which can be made precise using singular perturbations analysis), and the same
backstepping design tool as in the earlier case, we obtain a robust disturbance attenuating controller in
exactly the same form as in Theorem 1 but with the identifier now generated by (25)-(27). For a precise
statement of this result, which would be the counterpart of Theorem 1 here, we first introduce a class
of admissible uncertainties, Wc, as the counterpart of W introduced in Theorem 1. For some arbitrary
positive constant C, let

We = {(a:(O), 0, w[o,oo)) : Amaxzi(t) < Ca |.’L’(0)| < 07 |9| < C7 ,w(t)l < C’Vt € [0,00),V’i =1,... ’n}28)




Theorem 2. Consider the nonlinear system described by (11) with perfect state (but not derivative)
information, and with performance index (4) where ¢; does not depend on v and is positive definite. Let
assumptions A1-A3 hold, Q; be given by (24), and W¢ be as defined by (28). Then:

(i) There exists a positive scalar €9 > 0 such that for all € € (0,€), the control law of Theorem 1,
with identifier (25)-(27), achieves asymptotic tracking with disturbance attenuation level v for any
uncertainty triple in the set W¢. Furthermore, the closed-loop signals generated by the overall system
are uniformly bounded on [0, c0).

(i) For any uncertainty triple in the set W¢ such that wig o) = 0, the expanded state vector, including
the system state, and both slow and fast parameter errors, converges to 0 ast — oo for any € € (0, €g}.

Remark 2. The passage from Theorem 1 to Theorem 2 has involved (in order to avoid the use of derivative
information, and singularity in the optimization problem under pure state measurements) the introduction
of small noise in the measurement equation, obtaining a controller along with a worst-case identifier under
this noise-perturbed measurement, and then setting the disturbance (noise) entering the measurement
equation to zero. The resulting identifier dynamics still depend on the small parameter ¢ multiplying
the measurement disturbance even after the disturbance has been eliminated. This way, any performance
achieved under derivative information can be achieved by using only state information. We should also note
that in this case, due to the requirement that the error covariance matrices be bounded away from zero,
the robust adaptive controller will ot be certainty equivalent, even asymptotically. <

THE CASE OF OUTPUT MEASUREMENTS

Let us now turn to the case of output measurements, that is the case when not all state variables but
only a subset of them is available for control purposes. In particular, let us consider in the context of the
parametric strict feedback form (11) only the output, z, to be available. As in the previous section, let us
first assume that the derivative of z is also measurable and is available for control purposes. Then, the first
subsystem of (11) serves as the measurement equation:

2—f1(z) = z+ ¢1(2)81 + o1(2)wy, (29)

through which noisy information is available on z2 and §; — with the noise being due to the presence of
the disturbance w;. Denote the remaining components of z by zp, and let £ denote the extended state
(6", z'%)", which satisfies an equation of the form

§ = At+f+Hw, &0)=(9,2r(0)) (30)

with obvious definitions for A, f and H. It should be noted that A depends on u (linearly) , and the
dependence of f on zp is in a lower triangular form. In terms of this notation, (29) can be rewritten as

F-fi(z) = CURE+0l (2w (31)

where again the definition of C should be obvious.

Now, with (30) serving as a state equation and (31) as the measurement equation, the inner supremization
of (9) becomes an H™ filtering problem which can be solved using the theory of [1, chapter 7], leading to
the following optimal (worst-case) observer and error covariance equations:

§ = A+ i+ RO+ DNG-fi-0d), &0 =( 2 ) @
5 = (A-LNC)E+5(A- LNCY - S(2CNC' - Q)5 +y~%(HH' — LNL),
£(0) = y%blockdiag(Xo o) (33)

where 6y and #p, denote the initial (a priori) estimates for 8 and zr(0), respectively, L := Hoy, N :=
(0101)71, and Q is a nonnegative-definite matrix, serving as a Euclidean weighting on the estimation error
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¢ — £, which is a part of 4 in (4) (or equivalently (6)). To ensure boundedness of parameter error, it is
generally useful to add to the right hand side of (32) a smooth function that forces the parameter estimate
(the first p components of £) to stay within an a priori known set 6 (where all the parameters lie); see {10]
for details. This then completes the design of the identifier /estimator, and brings us to the control design
stage (i.e., the outer maximization in (9)). The combined state, estimator and error covariance dynamics
are again in strict feedback form, which makes it possible to apply the backstepping tool of the previous
sections; the details are lengthy and have not been included here due to page limitations.

The procedure outlined above leads to a controller that depends not only on z but also on 2. To remove
the dependence on # we again follow a procedure similar to that carried out in the previous section, to go
from derivative measurements to the state measurement case. We introduce a new measurement, y, which
is a noise-perturbed version of z: y = z + ev, where v is a scalar unknown disturbance, and ¢ is a small
positive parameter. The inner maximization problem of (9} can be solved as in the derivative measurement
case, to which we subsequently apply singular perturbations analysis to obtain estimators that are well-
defined when v = 0 and ¢ is small. Then, the solution of the outer maximization problem again involves
backstepping, leading to a robust adaptive controller which uses only the given scalar output measurement.
Under some technical conditions, one can then prove a result similar to Theorem 2, assuring asymptotic
tracking property of the derived controller for sufficiently small € > 0, with an arbitrary level of disturbance
attenuation, and for all uncertainty belonging to a given set. Furthermore, all closed-loop signals remain
bounded for all time.
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ABSTRACT

We have demonstrated that cavity ring-down spectroscopy (CRDS), a highly sensitive absorption
technique, is versatile enough to serve as a complete diagnostic for materials process control. In
particular, we have used CRDS in the ultraviolet to determine the concentration profile of methyl
radicals in a hot-filament diamond reactor; we have applied CRDS in the mid-infrared to detect 50
ppb of methane in a N, environment; and, we have extended CRDS so that we can use continuous-
wave diode laser sources. Using a laser diode at 810 nm, we were able to achieve a sensitivity of
2 x 10® cm™. Thus, CRDS can be used not only as an in situ diagnostic for investigating the
chemistry of diamond film deposition, but it can also be used as a gas purity diagnostic for any
chemical vapor deposition system.

INTRODUCTION

Present-day technology is dominated by the synthesis of materials, ranging from biocompatible
plastics, to metal-semiconductor heterostructures for lasers used in telecommunications, to silicon
oxides and nitrides that provide the backbone of the electronics industry. Materials process control
is rapidly becoming more important in industry, and is triggering fundamental research of materials
and their chemistries.

Diamond films, because of their mechanical hardness, high thermal conductivity, and excellent
optical properties are commercially important in a wide set of applications, ranging from the more
traditional tool coating to integrated circuit fabrication to even modern sound system
manufacturing. Diamond deposition by plasma, oxy-acetylene flame, and hot-filament chemical
vapor deposition is a rapidly gtowing technology. Intense interest exists in the study of the basic
reaction mechanisms in both the gas-phase and surface chemistries, because presently diamond
synthesis remains more an art than an empirical process. New laser diagnostics developed during
this study are being directly applied to various diamond deposition environments, such as
inductively coupled plasma torch and hot-filament chemical vapor deposition, under the continuing
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collaboration with the nonequilibrium plasma chemistry program of Prof. Charles H. Kruger at the
High Temperature Gas Dynamics Laboratory, Stanford University.

Our principal diagnostic tool is based on cavity ring-down spectroscopy (CRDS). CRDS is a
high-sensitivity absorptlon technique with potential for absolute concentration measurements of
trace gases and impurities’. CRDS is usually practiced by coupling a pulsed laser source into a
high-finesse optical resonator (Fabry-Perot cavity) that encloses the sample of interest, and
detecting the decay of light in the resonator. Under many conditions, the decay i is exponential, and
a plot of the ring-down lifetime versus frequency gives the absorption spectrum’. The ring-down
lifetime is controlled by the resonator finesse, and changes wherever the sample absorbs the
wavelength of the incident radiation.

Most diagnostics used in research, however, tend to rely on expensive equipment that is difficult to
maintain. To increase the utility of our diagnostics, we have begun to investigate practical schemes
for CRDS. In particular, laser diodes, owing to their small size, low cost and relative ease of use,
have begun to play a more dominant role in our research, and will open the possibility of portable
diagnostics.

A MODEL SYSTEM: DIAMOND FILM GROWTH

A particularly suitable system for study of energy-related phenomena is the diamond film reactor,
where the growth mechanism directly involves plasma chemistry. Two of the commonly used
diamond film deposition methods are a CVD reactor using hot-filament chemical vapor deposition
(HFCVD) or an inductively coupled atmospheric plasma torch. Both techniques are already under
investigation at the Stanford High Temperature Gas Dynamics Laboratory. In order to understand
the elementary growth mechanisms involved in diamond deposition, data bases of information
about the numerous radicals present (e.g., hydrocarbon radicals as CH3, CH2, CH, C2H, Ca,
etc., or atomic hydrogen) are being compiled and will be used in future computer modeling, and
subsequent numerical simulation of the complex plasma chemistry (e.g., gas-phase reactions of
atomic hydrogen with hydrocarbon radicals or diamond interface reactions of atomic hydrogen
selectively with graphite).

A CRDS setup has been demgned to measure trace radical species generated in a hot-filament

reactor for diamond deposition’. The methyl (CH3) radical is an important free radical present
during the initial stages of hydrocarbon combustion: it is believed to be a precursor for diamond
growth by CVD. In siru measurements of methyl radical concentratlons (cf. schematic diagram of
reactor in figure 1a) have been carried out under various conditions**. Typically, a mixture of Hp

of CHg4 is flowed through the previously evacuated reactor. A tungsten filament is positioned

vertically inside the reactor chamber and is resistively heated to a specified brightness temperature.
Methyl rad1cal absorption is observed near 216 nm, where feature lines are a few nm wide (cf.
figure 1b)®. It is also important that the ground-state population of the absorber molecule is not
significantly depleted by excitation during the time the laser pulse is circulating inside the optical
cavity. In our experiment, for 216 nm light pulse of energy about 0.2 mJ and TEMgQ mode radius

w = 250 mm, for mirrors reflectivity R = 0.991, and for CH3 absorption cross-section s < 10-17

cm? / molecule, the fraction of molecules excited by the laser pulse inside the cavity is less than
3x10-3, which is sufficient for accurate CRDS measurements.

A profile of CH3 absolute concentration near the hot filament has been determined by CRDS using
a topological method - Abel inversion of the spatial profile of CH3 absorbance (cf. figure 1¢)**’.




This approach allowed us to estimate the uncertainty in the inverted profile. The error bars
represent one standard deviation. The shaded part of the figure indicates radial distances from the
filament where the gas temperature is between 1250 K and 2000 K. Based on a hydrogen
diffusion model, methyl concentration should peak at the filament. It was unexpectedly observed,

however, to peak about 5 mm from the filament. This behavior can 4;;ossibly be explained by the

Soret effect or dissociation of methyl near the filament (cf. figure 1d)

1.0p

%z 08
K=
=)
£ 06t
=
=
~§ 0.4
g0
2
=)
< 02}
ool ) . L ) L
214 215 216 217 218 219 220
Wavelength fnm}
. ° 0.0007
—— AbetTnverted Experimental Data s
WFE AN | -e-- Model Calculation 0.0006
7F
:§ 08 | iE‘ sl 00005 E—
= ERrls omo0s §
2 o6l = 2
g & T oous &
E 04} _§ N g
2 0.0002
2k
oz} e
H ——Model for T, = 500 °C g oo
0.0 L 2 ML o " . 3 I I L ' 00000
o 5 10 15 20 -8 -6 -4 -2 ) 2 4 € 2
Radial Distmot from Filemen: { mom ) Position [ mun )
© (d)

Figure 1: (a) CRDS setup for radical concentration measurements, (b) spectrum of methyl
absorption at 216 nm, (c) radial distribution of CH,, and (d) spatial profiles of the measured
number density within the hot-filament reactor at two different substrate temperatures.

EXTENSIONS TO THE MID-INFRARED

The 1.5 to 10 um region of the electromagnetic spectrum is rich in rovibrational transitions forming
molecular "fingerprints” that are well known to be a means for identifying and characterizing
specific species. This region is therefore rather ideal for mapping species concentration or
temperature gradients in hot-filament reactors and arc jets. We have begun to exploit the high
sensitivity, linearity, and simplicity in quantifying number densities provided by CRDS in the mid-
infrared.

The application of CRDS to a problem presupposes the existence and availability of suitable light
sources and cavity mirrors. With the advent of nonlinear optical devices, it has recently become
possible to obtain tunable coherent light sources in the mid-infrared based on optical parametric
oscillators (OPO)>. Simultaneously, highly reflecting mirrors with only minute scattering and
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absorption losses have become available for wavelengths in the visible and the near infrared
regions.

Our light source is a Nd:YAG laser-pumped OPO system (Continuum Mirage 3000) that can
generate nearly Fourier transform-limited nanosecond Gaussian pulses with a manufacturer-
specified bandwidth of 500 MHz (0.017 cm'!) at a repetition rate of 10 Hz?. The wavelength can
be tuned continuously from 1.5 to 4.0 pm, with the pulse energy decreasing from 8 mJ to 1 mJ,
respectively. The OPO system architecture is shown in figure 2a”.
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Figure 2: (a) Continuum Mirage 3000 OPO system diagram, and (b) absorption spectrum of a 100
ppm CH, in N, mixture at 50 Torr pressure.

We are currently pursuing CRDS studies of the well-known methane fundamental C-H stretching
mode (n3), that occurs around 3.17 mm, and should serve as a good reference for future

calibrating purposes. A typical absorption spectrum is given in figure 2b. All recorded spectra
showed a very strong absorption, allowing us to record methane lines below 10® Torr partial
pressure in N,.

We have also applied our OPO system to the measurement of water vapor in various types of
flames, to demonstrate the effectiveness of CRDS as a diagnostic tool for hostile environments
such as flames, discharges, flashes, or plasmas A strong need exists for spectroscopic methods
that can serve as remote dlagnostncs in these environments because they remain difficult to
characterize, owing to their wide range of extreme physical conditions: high temperatures and
consequently strong luminous background, sharp gradients in both temperature and density, and a
reactive medium with ions, electrons and a variety of free radicals or intermediate states. CRDS, a
laser-based spectroscopy, which is noninvasive, species specific, and spatially resolved, is ideally
suited for probing environments like these.

We have measured the spectrum of water vapor in air from 810 to 820 nm, from atmospheric
pressure to 20 mTorr, with a resolution of 0.001 nm ( 0.015 cm™). This demonstrates a nominal

measurement sensitivity (with R=99.99% mirrors) to absorption coefficients as low as 1.7 x 107

cm®. We have also been able to extract accurate species partial pressure measurements of water

vapor in a regulated cell (figure 3)°. We have subsequently measured a similar spectra of water
vapor generated at the tip of a propane torch flame (T = 2000 K), and at various heights above a
controlled plane methane-air burner®. By using the HITEMP database, we can extract rotational
temperatures of water vapor at different heights above the plane burner surface. Figure 4 compares
spectra of water vapor at room temperature to those in the propane flame, while figure 5 illustrates
changes in the water spectrum, caused by the decreasing temperature gradient in a controlled flame.
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Figure 3: (a) Absorption spectra of water vapor at various cell pressures, and (b) variation of
linewidth with pressure.
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Figure 4: Absorption spectra of water vapor at (a) room temperature, and (b) at the tip of a propane
torch. Measured spectra are at the top, while spectra from HITRAN96 are on the bottom.
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Figure 5: Absorption spectra of water vapor at various heights in a controlled methane burner.
MINIATURIZATION WITH LASER DIODE SOURCES

Much of current ring-down spectroscopy still relies on fairly costly laser sources. As solid state
lasers (e.g., Ti:Sapphire lasers, Nd:Yag-pumped OPOs, and ECDLs) have gained in reliability,
tuning range, and output power, they have started to replace the more traditional tunable dye lasers,
although they are no less expensive. Simultaneously, semiconductor laser diodes (LDs) have also
been improving in power, wavelength coverage, and reliability. The rapid growth of the
communications industry in recent years has resulted in the availability of tunable UV-, near- and
mid-infrared LDs at a rapidly diminishing cost ( < $2000). In fact, owing to their compactness,
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low cost, durability, high wallplug efficiency, and compatibility with both fiber and silicon
technologies, infrared laser diodes seem to be an ideal light source for realizing practical CRDS
systems.

Early attempts demonstrated difficulties in applying LD sources to CRDS: whenever a LD beam is
reflected directly back into the laser, as is inevitable in a linear cavity configuration, even under
optical isolation, the optical feedback results in phase fluctuations and mode hopping of the LD. In
fact, at higher feedback levels, a wide variety of effects ranging from linewidth broadening to
complete “coherence collapse' (linewidth > 10 GHz) is often observed and is illustrated in figure
6a’. The inherent problem is the formation of “external cavities' by reflective optics with the back
facet of the LD that affect both the gain and phase relations of the LD. Thus, whenever back
reflection is allowed, the lasing characteristics of the become highly dependent on uncontrollable
experimental parameters, most notably the external cavity length.

Several solutions exist to this coupling problem. A LD with a high quality (but expensive) AR
coated output facet can function as a gain medium in an external cavity; the feedback from a linear
cavity configuration can be completely eliminated by using a ring resonator structure, as will be
investigated in the future; or, the external cavity effect can be controlled by placing an acousto-optic
modulator (AOM) inside the external cavity, thereby stabilizing the time-averaged behavior of the
LD. The last approach, first demonstrated by Martin et al.” as a useful scheme for stabilizing LDs
in the presence of direct back reflections, was the point of departure for our LD research.

By placing an AOM between the laser diode and the input mirror of the ring-down cavity, the AOM
can be used not only to switch the CW beam into and out off the first order diffraction, but
simultaneously control LD linewidth. The AOM driving power determines the diffraction
efficiency and hence the amount of feedback to the LD. The external cavity length fixes the
maximum achievable linewidth for each feedback level (cf. figure 6b). The first order diffraction

feedback drives the LD phase and stabilizes linewidth. Finally, the linewidth can be further
enhanced by introducing nonfrequency-shifted that cyclically chirps the LD output through multiple
external cavity modes, at twice the AOM driver frequency (cf. figure 6¢)®. The flexibility in
achievable LD linewidth in turn enables many different CRDS applications.

Using the AOM stabilization scheme for a laser diode source, shown in figure 7, we were able to
perform CRDS on water vapor present in ambient air or in an evacuated optical cavity®. LD
linewidth control was performed with feedback from both first and zeroth orders. Spectra of water
vapor in room air and at 5 Torr are given in figure 8%. Spectra were obtained in one continuous
scan. Spectra at ambient pressure used maximum zeroth order feedback (47.6 dB) to achieve the
largest possible linewidth (240 - 500 MHz) and cavity coupling. Spectra at low pressures ( < 100
Torr) used less zeroth order coupling ( 58 dB) to achieve a narrower laser linewidth (180 - 240
MHz) and to avoid convolution of the laser line with the absorption line. Scan step size in both
cases remained limited to 0.001 nm resolution by the current step resolution (0.1 mA) of the LD
driver. No baseline adjustments have been made, and the overall baseline noise results from the
excitation of multiple transverse modes in the cavity, which were used to improve light throughput.
Nonetheless, our detection limit of 2 x 10® cm™ remains quite respectable for an inexpensive LD
source, especially when compared to pulsed CRDS.
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Figure 6: (a) Linewidth for a frce-runr(ung LD (sohd) and for a LD under feedback (dashed). (b)
LD linewidth as a function of external cavity length for only first order feedback: L, =215 cm

(solid), L, =100 cm (dashed), and L, =215 cm (dash-dotted), (c) LD linewidth for only first order

feedback (solid) and both first and zeroth order feedback (dashed).
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Figure 7: Laser diode CRDS setup using AOM feedback stabilization.
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Figure 8: Spectrum of (a) water vapor in room air and (b) 5 Torr water vapor in a cell previously
evacuated below 1 mTorr. Spectra based on HITRAN96 are shown as dashed lines.

CONCLUSIONS

CRDS has been applied for quantitative diagnostic study of methyl radicals in a hot-filament reactor
used for diamond film synthesis. The methyl radical concentration was found to peak at several
mm away from the filament surface, and is attributed to the effect of Soret diffusion. We have
extended the diagnostic capabilities of our OPO laser from near-infrared studies of water vapor in
harsh environments, such as flaroes, to mid-infrared studies of the C-H stretch in methane. This
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will allow us to perform highly sensitive CRDS diagnostics of an arc-jet torch used for diamond
synthesis.

Simultaneously, we have demonstrated that it is possible to not only stabilize a free-running laser
diode in the presence of strong reflections from a ring-down cavity, but also control the linewidth
of the laser diode. The laser diode can also be stabilized to only several MHz, if high resolution is
required. We have performed CW-CRDS with ring-down repetition rates of 10-50 kHz, and have
achieved a noise level of 2 x 10® cm™, comparable to pulsed CRDS.
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