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A LARGE CAPACITY, HIGH-SPEED MULTIPARAMETER

MULTICHANNEL ANALYSIS SYSTEM*

R. W. Hendricks. t P . A. Seeger ,f J . W. Scheert and S.

ABSTRACT

A data a c q u i s i t i o n system for recording raultipararaeter d i g i t a l

data in to a large memory a r ray over 2.5 MHz i s descr ibed . The system

c o n s i s t s of a MOSTEK MK8600 2048K x 24-bi t memory system, I/O ports

to var ious ex te rna l devices including the CAMAC dataway, a memory

incrementer /adder and a daisy-chain of exper iment-speci f ic modules

which ca l cu l a t e the memory address which is to be incremented. The

design of the daisy-chain permits mul t ip le modules and provides for

easy modification as experimental needs change. The system has been

designed for use in mult iparameter , multichannel ana lys i s of high-speed

data gathered by p o s i t i o n - s e n s i t i v e de tec to r s at conventional and

synchrotron x-ray sources as well as for fixed energy and t ime-o f - f l i gh t

d i f f r a c t i o n at continuous and pulsed neutron sources . Modules which

have been developed to date include a buffer for two-dimensional

p o s i t i o n - s e n s i t i v e d e t e c t o r s , a mappe. for high-speed coordinate

t ransformat ions , a buffered t ime-o f - f l igh t clock, a t ime-cor re l a to r

for synchronized d i f f r ac t i on experiments, and a d isplay uni t for data

bus d i a g n o s t i c s .
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INTRODUCTION

This paper describes a high-speed digital dita acquisition system

which has been designed for use at the Los Alamos WNR pulsed neutron

source (Russell et a l . , 1978), at the Oak Ridge 10-m Small-Angle X-Ray

Scattering Camera (Hendricks, 1978) and at the ORNL beam line now under

design for the National Synchrotron Light Source at Brookhaven National

Laboratory. Applications to other areas of research will be pointed

out.

Very large quantities of data can be generated by two-dimensional

position-sensitive detectors, especially when a third parameter must be

monitored. At LASL, the neutron time-of-flight must he recorded, while

at ORNL high-speed time switching experiments are being performed in

synchronization with an applied stress on the sample (Hendricks, 1979).

The ORNL synchrotron beam line will use an array of linear TSD's at

f i rs t (an area detector is planned la ter) ; but the data rates will be

very high, perhaps in excess of 10*> events/s. These experimental con-

ditions are not very different from those at many major radiation scat-

tering centers around the world. To date, each facility has developed

i t s own approach to these data acquisition problems with varying degrees

of sophistication. Many of the problems were discussed at a recent

LASL-ANL meeting (Kitchins, 1979) where it became clear that a joint

effort might develop an excellent, general purpose data acquisition

syste.n which could be suitable for a wide range of experimental needs.

This paper describes one possible implementation of such a system.



DESIGN CONSIDERATIONS

When data rates over! i M H Z are anticipated, it is clear that the

internationally accepted CAMAC data acquisition interface system (U.S.

NIM Committee, 1976) with its 1 JJS dataway cycle time is impractical,

especially if data must be processed by multiple modules. On the other

hand, data processing with TTL logic and with readily available inexpen-

sive commercial memory systems at rates well in excess of 3 MHz is

easily achievable. Following ideas presented by Machen (1979) and

others, an obvious solution is to perform data acquisition on a

separate, faster bus than the CAMAC dataway, but to continue to use

CAMAC for lower speed module control. Further, in most data acquisition

systems, the flow of data from the experiment to the recording system is

unidirectional. However, it is usually essential that external devices

(e.g., a computer) have bidirectional access to the memory but at a

lower priority than the experiment.

To achieve maximum throughput and flexibility, we have concluded

that the experiment (which determines the memory location to be incre-

mented) and any other memory accessing devices should be on separate

buses. A schematic configuration is shown in Fig. 1. It is seen that

we propose a system which consists of a large capacity 24-bit memory

system for which we have developed a four-port interface which contains

three general-purpose I/O ports and a high-speed adder/incrementer

port. Various interfaces to other computer I/O systems are handled

through the general-purpose ports while the interface to the experiment

is via the adder/incrementer port and a series of address manipulating

CAMAC modules. A photograph of our completed system is shown in Fig. 2.



In the following paragraphs, we describe our specifications for a

general-purpose daisy-chain bus for the experimental modules, our selec-

tion of the memory system and i ts bus, and the design of our four-port

interface to the memory bus which allows access to the CAMAC dataway,

the minicomputer I/O bus, the LASL Bulk Memory Processor (BMP) and other

devices such as on-line microprocessors. Complete design details of

each of these components, including electronic schematic diagrams, are

given in a separate report (Hendricks, Seeger, Scheer, and Suehiro 1981).

MEMORY SYSTEM

Introduction

There is a wide variety of memory systems with well-established bus

structures available from numerous manufacturers. For our application,

we require a system capable of directly addressing at least 2 Megawords

of 24-bit memory. Parity and error checking and correction (ECC) were

considered as nonessential luxuries. The large word size (24 bits) was

considered essential in order to minimize overflow checking in very high

data-rate applications such as the synchrotron data acquisition system.

A read-modify-write split cycle with a cycle time (not including modify)

of <600 ns is required in order to meet our goal of 1 MHz data rates on

the data bus. The system must consist of at least: (1) a chassis and

power supply to contain and power the memory cards, (2) automatic

refresh (if the memory is dynamic as anticipated), (3) an easily acces-

sible and well-defined bus, and (4) user-adaptable interface cards.

Memory System and Bus

Following McMillan et a l . (1979), who are designing a 4 Megaword semi-

conductor Bjulk Memory bit-slice microprocessor system (BMP) and who have

thoroughly investigated the cost-effectiveness of various commercially



available memory systems, we have selected the MOSTEK MK8600 Memory

System (MOSTEK Inc . , 1979) as the memory system of choice for th is

projec t . This system has a capacity per chassis of 16 cards each con-

taining 128 K by 24-bit words for a to ta l of 2048 K words. The access

time is 250 ns and the cycle time i s 450 ns. Further information,

including detai led descript ions of the signals on the memory bus, can be

found in the MOSTEK MK8000 MOS RAM technical manual. The system defines

a bus with 24 b i t s of input data, 24 b i t s of output data, 21 b i t s of

memory address (per chass i s ) , and a number of control l i n e s . In

developing the interface described below, we have also implemented a

16-way inter leaving scheme which reduces the effective cycle time for

sequential or random accesses to the memory to about 275 ns.

Memory I/O Port

External devices are interfaced to the memory through one of three

ident ica l I/O ports or through the increment port described in the

following paragraph. The device-dependent portion of the interface

between a peripheral device and the memory system may be mounted on a

board near or associated with the device while the three general memory

I/O ports and the memory-increment port are constructed on a MOSTEK

MK8500 I/O card. The bus connecting the two sections is defined in Fig. 3.

A device sets up a 22-bit memory address and a R/W signal and may strobe

MREQN whenever the I/O port is not BSY. The port will then asser t BSYN

and hold i t un t i l the requested operation is complete. All writes are

done in a read-modify-write cycle, so that the external device may operate

on the data. Whenever data are ready for writing (which may be a t the

beginning of the cycle) , the device issues the write ready strobe (WRDYN).
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The address and control signals are TTL levels; the control signals use

a low-true convention. The data bus is a bidirectional t r i -s ta te bus; if

the device is going to read data from memory i t must assert the READN line

to allow the port to place data on the bus. READN should be removed no

later than the beginning of data set-up for a write.

A timing diagram for the I/O port is shown in Fig. 4. The times

schematically indicated there are given in Table I. I t is seen that the

address (and data on write) must be valid 20 ns prior to MREQ11 (or

WRDYM) and must be held 60 ns following the + transition. The data (on

read) will be set up 20 ns prior to the t transition on BSYN and are

guaranteed for 60 ns following the transition.

With an I/O port structure of the design described here, i t is easy

to construct device-dependent interfaces which will make the MOSTEK

memory available to a wide variety of devices. One such interface (tne

firs t to be considered for this project) is that to the CAMAC dataway

and is described in the CAMAC Dataway I/O Port section of this paper.

Also, the LASL BMP will interface directly as the same signals and con-

nectors are used. Interfaces planned for future development include a

DMA access to the ModComp I/O bus and an interface to at least one

industry-standard microcotnpter bus such as Intel ' s MULTIBUS (Barthmaier,

1980) or Motorola's VERSABUS (Kister and Robinson, 1980).

Memory Increment Port

In the experiments of interest to us, various kinds of x-ray and

neutron detectors record the presence of single particles (Hendricks,

1976). The data acquisition modules described in the next section com-

pute the address in MOSTEK memory which represents the event. That
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address is passed to a unique fourth port in the memory, the Memory Incre-

ment Port. The purpose of this port is to fetch the contents of the address

presented, increment i t (or add data to i t ) and restore the new value.

A block diagram of the auto-increment circuit is shown in Fig. 5.

In response to a Request In (REQI) strobe, which is only allowed when

Busy Out (BSYO) is not true, the address to be incremented is latched

and BSYO is asserted back to the data acquisition bus. Whenever the

memory bus is available, a split cycle (read-modify-wrlte) is initiated;

this port has higher priority than the general ports. The data out from

memory are loaded into a 24-bit full adder, and the "Data Available"

signal from the memory (after a suitable delay) asserts "Cycle Continue"

which loads the modified value back into the same memory address. The

measured cycle time for the adder/incrementer port, as determined from

the leading edge of REQI to the trailing edge of BSYO, is 385 ns. As

will be seen, this is the slowest time in the data acquisition daisy

chain, and thus limits the date rate of our system to just over 2.5 MHz.

If the 24-bit adder overflows, the address may be made available to

an external port along with an OVF strobe. This address may be latched

into a standard CAMAC 24-bit input register and a LAM may be initiated.

At our design rate of 1 MHz, when incrementing by one, a 24-bit memory

will overflow every 16.8 s if every event is directed at a single memory

location. Thus, overflow handling even under the worst conditions is a

very low data-rate problem.

Although the detectors which are of immediate application in LASL

and ORNL, research are of the single-event gas-filled proportional type,

the merits of TV-based position-sensitive detector systems (Hendricks,

1976), especially for synchrotron radiation research, should not be

overlooked. In such devices, data at a given (x,y) coordinate pair are

integrated for a fixed time, T, in the video tube. The contents are
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read out by the scanning electron beam, the intensity of which repre-

sents the number of photons stored during T. After digitization, the

number of photons stored at each location in the vidicon tube will then

be added to the contents of the corresponding memory location. In our

interface, the speed of this addition is the same as the single-event

increment mode: 2.5 MHz. The auto-increraent port has been constructed

on the same MOSTEK MK8500 I/O card as the three general-purpose I/O ports,

as shown in Fig. 6.

Priority Arbitration

Competition among the three I/O ports and memory incrementer for

priority on the MOSTEK bus must be ,-irbitrated. In the present applica-

tion, the memory incrementer clearly has priority; priority among the

I/O ports is at the discretion of the experimenter, merely by choosing

which connector he uses for each device. For these purposes, a very

simple daisy-chain request/grant type arbitration scheme can be used (as

is done with several well-known mini- and micro-computer systems). No

port may demand the bus for more than a single cycle. At the time a

port is ready to request a bus cycle (1) i t disables the grant-out line

to lower priority ports, (2) i t affirms the request line, and (3) i t

waits for grant-in to come down from higher priority ports. The highest

priority device (in our case, the incrementer) has its grant-in true and

i t s grant-out false until a request comes in from a lower priority port.

The maximum time for priority arbitration is normally 75 ns. In case of

coincidence (within about 3 ns), the fail-safe solution implemented is

not to grant priority to either port, but to start another arbitration

cycle.
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CAMAC DATAWAY — I/O PORT INTERFACE

In order to make the data a c q u i s i t i o n system descr ibed in t h i s

paper available as rapidly as possible for several different experiments,

some of which use different computers, we have chosen to develop a

computer-independent CAMAC I/O port f i r s t . Computer-specific interfaces

will follow at a later time.

The CAMAC interface must rea." .ze several goals: (1) data must be

buffered on both memory read and write requests because there is no way

to synchronize the CAMAC dataway and the memory bus and because the

memory bus may not be available at the time the CAMAC dataway requires

access to i t ; (2) block transfers of multiple words of data must be

possible; and (3) the memory locations accessed in a block transfer need

not be sequential. The last requirement will allow the block transfer

of various combinations of two orthogonal parameters regardless of the

mapping scheme. This capability is very important for on-line graphical

display of time-varying data.

A block diagram of our implementation of the CAflAC interface is

shown in Fig. 7 and the function codes to which it responds are given

in Table I I . A photograph of the completed module is shown in Fig. 8.

I t is seen that there are three on-board registers; the memory address

register (AR), the memory address increment register (AIR), and the

transfer count register (TC). There is also a data buffer which is

filled in response to memory read requests. The data buffer for memory

write requests resides in the I/O port interface. Two types of CAMAC

operations are decoded in the interface; those which actually ini t ia te

an I/O request to the memory I/O port, and those which operate on infor-

mation contained exclusively in the CAMAC module. As can be seen in the
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timing diagram of Fig. 9, when an I/O request is initiated the I/O port

immediately (within 30 ns) asserts BSY. If there is an attempt to exe-

cute a CAMAC command which initiates an I/O request while the I/O port

is busy, the CAMAC system may take one of two actions depending on the

design of the crate controller. The module described here, on decoding

A(0)[F(4)+F(16)+F(22)]+A(l)[F(20)+F(22)], immediately sets the crate

controller line P2 low if BSY is asserted by the I/O port (see Fig. 9).

If the crate controller has the P2 "stretch cycle" feature implemented

[as in the case for the crate controllers developed by Seeger (1976) and

which are in use in Oak Ridge and at WNR], then if P2 goes low before

the SI strobe, the dataway cycle is held and does not resume until P2

returns high. Thus, dataway functions which initiate I/O port activity

are forced to wait for completion of a prior request. The module

generates a Q = 1 response to indicate successful completion of the

requested function. If the crate controller does not respond to P2, the

dataway cycle continues without pause. In this case, our module (1)

makes no data transfer, (2) does not initiate any I/O port request, and

(3) generates Q = 0 for that dataway operation. Because the timing and

logic are slightly different in each of these cases, we have implemented

a jumper selectable logic for both. Clearly, it is the programmer's

responsibility always to check for a Q = 1 response to be eure the I/O

request was actually performed.

Single-word data transfers are performed quite simply. The

programmer first loads the memory address register and then reads or

writes the data buffer. The CAMAC functions are:

READ: A(l)F(20) Load AR; initiate REQ
A(0)F(0) Read buffer

WRITE: A(1)F(16) Load AR
A(0)F(16) Write buffer; initiate REQ
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In each case, any I/O request; following the second function should be

checked for a Q - 1 response to ensure that the I/O request was

performed. If Q = 0, the operation can be reinitiated without loading

AR again. It is also important for the programmer to be sure that any

previously issued I/O requests have been completed prior to changing

AR, AIR or TC.

The above example indicates that two dataway cycles are required

for each word of data which is to be moved between the computer and

the memory. The overhead of loading the memory address register for

every word can be reduced significantly by implementing a means of auto-

matically changing the contents of the memory address register following

each successful I/O transfer. In addition, if the crate controller

design has implemented a means for automatically re-executing a CAMAC

function (Seeger, 1976), the operation can be performed multiply until

a recognized STOP event occurs. The module described here implements

two of the most common STOP modes for block transfers; Q = 0 (Q-STOP)

and LAM. Here, in addition to loading the memory address register, one

also loads a memory address increment register and a transfer count.

The following CAMAC operations will then transfer a block of data:

READ: A(2)F(16) Load TC

A(3)F(16) Load AIR
A(1)F(22) Load AR; initiate REQ; AR = AR + AIR; TC = TC - 1
A(0)F(4) Read; initiate REQ; AR = AR + AIR; TC = TC - 1
A(0)F(4)
• •

A(0)F(4) Repeat until Q = 0 or LAM

WRITE: A(1)F(16) Load AR
A(2)F(16) Load TC
A(3)F(16) Load AIR
A(0)F(22) Write; initiate REQ; AR = AR + AIR; TC = TC - 1
A(0)F(22) .
• •

A(0)F(22) Repeat until Q = 0 or LAM
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Note that if the P2 "stretch" is not implemented, a Q = 0 response may

be generated even though TC > 0 if any I/O operation occurs while BSY is

asserted. Thus, when the block transfer terminates, the programmer

should read the TC register to verify that al l the requested data were

transferred.

If hardware direct memory processor (DMP) data transfers have been

implemented in the CAMAC crate controller, the block I/O transfers

described above can be very efficient. Even without hardware DMP mode

transfers they reduce the amount of register-mode computer I/O data

transfers by a factor of 2.

DATA ACQUISITION SYSTEM

Introduction

The various experiments for which this data acquisition system was

designed vary significantly in their needs for digital pre-processing

prior to feeding a memory address to the auto-increment port. However,

al l experiments need some form of interface to the detector analog

position-encoding electronics, an address mapper or calculator, and

perhaps some time information either in the form of time-of-flight data

or time-synchronization with external stimulae on the sample. In

addition, a first-in/first-out (FIFO) buffer is desirable to handle data

bursts or situations in which the data acquisition chain does not have

priority access to the memory. A typical experimental setup is shown in

Fig. 10.

It is especially important to note that for the experiments in

which we are interested data flow is unidirectional from the experiment
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to the memory. Thus, in order to achieve as much f l e x i b i l i t y and modu-

l a r i t y as possible , we have designed a unidirect ional 24-bit data bus

with two control l i ne s . This bus is specified in the next section, and

then in succeeding sections we describe some of tue modules which have

been designed to do t ime-of-f l ight reutron scat ter ing with an area

detector and x-ray and neutron small-angle sca t ter ing with an area

detector during time-synchronized mechanical deformation of the sample.

Specification of Data Bus

The MOSTEK MK8600 Memory System selected in the Memory System and

Bus section is limited (in one bo:.) to 2048 K words; any memory location

may be d i rec t ly addressed with 21 b i t s . (Note however that the BMP

wil l support 22-bit addresses.) Thus, our intermodule data bus is up to

22-bits wide. These are in a single cable with Cannon double density

52-pin connectors. As suggested in the IEEE CAMAC standard (1976), the

chassis-mounted connectors are pin blocks and the cables have sockets.

The bus is controlled by two l ines ; request (REQ) and busy (BSY). These

l ines are separate from the address bus and are individual cables with

LEMO connectors. In this manner, various modules can be wired in the

daisy chain to exert control as dictated by experimental condit ions.

The data may be e i ther low or high true while the control l ines

(REQI, REQO, BSYI, BSYO) are high t rue. Differences between low or high

true addresses are accommodated by replacing four chips in the incre-

raenter port; 74LS366 are used for low true or 74LS367 for high true

addresses. A module may asser t Request Out (REQO) any time that Busy In

(BSYI) is not t rue. I t is the responsibi l i ty of the next module down-

stream to latch the input data following a REQI and then immediately to

asse r t BSYO. This BSYO will normally be connected back to BSYI in the
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upstream module, where the posit ive t rans i t ion ( t ) of BSYI indicates

acceptance of the data by the downstream module. Data output from a

module raus. be set up at leas t 20 ns prior to asser t ing REQO. REQO may

be a pulse (at leas t 30 ns wide), but in general BSYI should be used to

inhibi t further REQO's. REQO must be dropped before the t r a i l i ng edge of

BSYI. The timing diagram for these specif icat ions is shown in Fig. 11.

and the times are specified iii Table I I I .

Experiment Buffer

As a typical experiment buffer, we show the module developed to

synchronize the output from two Wilkinson-ramp ADCs. These ADCs are

used to encode the (x,y) coordinates of an event in a two-dimensional

pos i t ion-sens i t ive x-ray or neutron counter. Because the conversion

time in this type of ADC depends on the address converted, the time the

x- and y-axis addresses become available may be hundreds of nanoseconds

(or even several microseconds) apart . Further processing requires these

data to be available simultaneously. The c i rcu i t shown in Fig. 12 per-

forms this task. CAMAC control functions include RUN[A(0)F(26)] ~nd

HALT [A(0)F(24)]. A photograph of the completed module is shown in

Fig. 13 ( a ) .

Mapper

Once a pair of (x,y) coordinates have been latched and synchronized

in the experiment buffer, it is necessary to map the data from a two-

dimensional matrix notation to a linear vector in MOSTEK memory. In an

earlier system, an 8X300 microcontroller was used to perform this task

(Hendricks, 1978; Turner and Hendricks, 1979, 1980). The software cycle
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time was about 5 us. Such times are unacceptable if our goal of 1 MHz Is

to be achieved. In this section, we describe a hardware concept in which

data rates over 2.5 MHz are readily achieved. The concept is outlined in

Fig. 14. Here, 14 lines of input data (representing an area detector

with a resolution of 128 x 128) are used as the address for a 14 line-in,

16 line-out data selector constructed from static RAMs. The information

stored in RAM under CAMAC control consists of the 14-bit (or less) mapped

address corresponding to the two 7-bit input addresses, an internally

generated parity bit , and a transfer control bit . If the transfer con-

trol bit is 1, the event will generate a REQO; if the bit is 0, the event

will be ignored. A LAM is generated if there is a parity error. Four

additional data lines are passed without comment. A front panel switch

is provided to prevent unauthorized access to the RAM. All control com-

munication with the module is via the CAMAC dataway. The functions to

which the module responds are given in Table IV. The module is built on

a standard LASL model WW-3A wire-wrap card. A photograph of the com-

pleted modulj is shown in Fig. 13 (b). The propagation delay through the

module, as determined from the leading edge of REQI to the leading edge

of REQO, was measured to be 380 ns.

The mapper module described here presents several exciting features.

First , even though i t is the slowest module of those developed to date,

the throughput is extremely high— 2.6 MHz. Second, non-rectangular

coordinate transformations are easily handled. Thus, the device is ideal

for use with the LASL cylindrical-coordinate area detector in use on the

small-angle scattering beam line. I t could also perform on the fly the

rectangular to spherical coordinate transformations required for spheri-

cal drift chamber detectors now under development for crystallographic
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research In the U.S. and Europe. The corrections for imperfect electro-

nic transformation of coordinate systems could also be included.

Finally, with appropriate use of the transfer control bit con-

siderable preprocessing of the input data is possible. Consider a

crystallographic example in which an area detector is used to record

many Bragg reflections simultaneously. The situation is depicted in

Fig. 15. For initial crystal alignment, the mapper is loaded to map a

128 x 128 array to memory. Following preliminary graphic analysis the

various reflections can be indexed. The mapper is then loaded to map

all the intensity In a A x 4 box surrounding a given (hk£) reflection

into a block of 16 locations in memory. The memory array is indexed to

contain the data sequentially for each (hk£) reflection in ascending

order. All data falling outside the boxes around the various reflec-

tions are discarded. More elegant schemes in which a second, larger box

is used to surround each reflection in order to measure the local back-

ground can be envisioned. Clearly, the resolution of the box surrounding

each reflection may be selected depending on the needs of the experiment.

It is important to note that, unlike the microprocessor mapping

system developed earlier, the mapping time is a constant 380 ns, i de-

pendent of the complexity of the coordinate transformation scheme in

use. The only limitation is that only 14 bits can be mapped.

Time Correlation

LASL Time-of-Flight Clock

The neutron source at LASL is the Weapons Neutron Research (TOR)

facility, which is a spallation source associated with the LAMPF linear

protron accelerator (Russel et al., 1979). Instead of monochromatizing

neutrons, the entire broad-band spectrum is used; the time of each
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neutron event, measured from the time the proton pulse h i t s the spa l l a -

tion ta rge t , is l inear ly proportion to the neutron wavelength. Thus,

measurement of t ime-of-fl ight (TOF) is of fundamental importance.

The Model 5 TOF Clock is a revision of previous LASL modules in

order to accommodate the new data bus and handshaking signals required

by the present data acquis i t ion system. This unit allows simultaneous

storage f up to 14 b i t s of routing information. To accommodate a l l

these b i t s within the 24-bit CAMAC format, the amount of time infor-

mation produced by the clock is fixed at 10 b i t s , or 1024 time channels.

A compression scheme may be program selected to give adequate resolution

a t small wavelengths and yet to extend to long wavelengths: af ter each

256 channels, the channel width doubles. For instance, assuming a f l ight

path (source to sample to detector) of 6.288 m, we may have a recording

channel width of 0.001 f\ up to X = 0.256 A, of 0.002 A for 0.256 A < A £

0.768 A, of 0.004 A for 0.768 A < X £ 1.792 A, and of 0.008 A for 1.792

A < A _<_ 3.840 A. In terras of t ime-of-f l ight , the resolution varies from

1.6 to 12.8 us and the to ta l counting time is 6.144 ms. The resolut ion

may be set to any power-of-two value between 0.2 and 25.6 us per channel,

and the scale may be set to l inear or to the compressed form described

above. There are always 10 b i t s of time information.

A block diagram of the clock is shown in Fig. 16, and the CAMAC

ins t ruc t ion set is given in Table V. A photograph of the completed

module is shown in Fig. 13 ( c ) . Basically, a sealer ch&xn begins

counting a free-running 20 MHz crys ta l o sc i l l a t o r when a " s t a r t " pulse

ar r ives from the proton beam l ine monitor, and whenever an "Event" pulse

occurs the contents of the sealer are latched on the fly into a fast
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memory, along with the corresponding tag b i t s ( e . g . , from the Mapper

output) . A burst of up to 16 events can be stored with a dead time of

only 40 ns per event ( ! ) . Whenever one or more events have been stored

and BSYI is not se t , a REQO is asserted and readout proceeds asynchron-

ously via a front panel connector to the data bus. The time-average

throughput is limited by the speed of the data bus and the response time

of the MOSTEK memory to the adder/incrementer port . This has been tested

a t >1.2 MHz.

ORNL Time Correlator

At ORNL, we are developing an apparatus which will allow the

recording of small-angle x-ray and neutron scat ter ing data with a two-

dimensional pos i t ion-sens i t ive detector in synchronization with a

periodic s t ress applied to the sample (Hendricks, 1979). A servo-

controlled oi l-driven piston is used to apply a time-varying load to a

polymeric sample. The time dependence of the piston displacement is

determined by a CAMAC programmable function generator (Turner et a l . ,

1980). At various preprogrammed points in the function generator

output, a logic level t rans i t ion is given to indicate that the d i f f rac -

tion pattern should be recorded in a different memory array. We a n t i c i -

pate recording 32 to 128, 64 x 64 data arrays and repe t i t ive ly switching

between them during many (10^—10*) deformation cycles.

A time correlat ion module which will change the origin of the two-

dimensional data array on command from our function generator is shown

in Fig. 17. The CAMAC functions to which the module responds are given in

Table VI and a photograph of the completed module is shown in Fig. 13 (d ) .

There are two r eg i s t e r s ; a reg is te r to store the base address of data
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acquis i t ion array (TR) and a reg is te r to store the amount by which the

base address is incremented at each command (TIR). On receipt of a C = M

pulse, the contents of TIR are added to TR. The current value of TR is

added to a l l input from the mapper unt i l the next C = M signal again

increments TR. At the end of a cycle, the function generator issues

PC = 0 which zeros TR and the process begins again. The propagation

delay through the module, as determined from the leading edge of REQI to

the leading edge of REQQ, was measured to be 170 ns.

Data Bus Display

The data mrnipulations provided by the various modules described

in previous sections can often become quite complex and i t is desirable

to have some method for performing diagnostic checks on their correct

operation. We have developed a buffered data bus display (DBD) module for

th i s purpose. This module consists of a 24-bit input la tch , a CAMAC-

controlled steering reg is te r which allows the input source to be e i ther

an upstream data module or the CAMAC dataway, a 6-digi t hexadecimal LED

display, a CAMAC-accessible output r eg i s t e r , and manual/automatic control

c i r c u i t r y . The output can be routed e i ther to the next downstream module

on the data bus, or to the CAMAC dataway. A LAM may be generated for each

event. A block diagram is shown in Fig. 18 while the CAMAC control func-

t ions are given in Table VII. A photograph of the completed module is

shown in Fig. 13 ( e ) .

The Control Register (CR) determines the mode of operation of the

module as indicated in Table VIII. If the dataway is selected, the input

r eg i s t e r may be f i l l ed with a 24-bit CAMAC write A(0)F(16). The con-

tents of the latch may be read with A(0)F(0) regardless of the source

data . The data in the reg is te r may be automatically passed to the next
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downstream module as soon as BSYI is asserted, or may be held until

manually released by a front panel pushbutton (AW SW). The contents of

the register are displayed by six TIL311 hexadecimal LED displays on the

front panel. For operation in Mode 1, trie display is held for a period

of 0.1 * 2 n s where n is loaded into the display control register.

During this display hold time, all data received by the module are

passed without display. The propagation delay for the module operating

in Mode 1, as determined from the leading edge of REQI to the leading edge

of REQO, was measured to be <20 ns.

In normal operation two data bus displays are used — one imme-

diately follows the ADC buffer and one is used as the last unit before

the adder/incrementer port. In this manner it is possible to completely

test the correct operation of all address manipulation modules. A

package of FORTRAN diagnostic subroutines is currently being developed

which loads the mapper and time correlator (and any other modules in the

system) with known memory mapping schemes and then transmits known random

bit patterns through the first data bus display via the CAMAC dataway.

The resultant mapped pattern is read back from the second display onto

the CAMAC dataway anri is compared witii the expected transformed pattern.

When not in use for such diagnostics, the data bus displays are left in

the system (with no change in cabling). With the units programmed to

operate in Mode 1, the experimental data are passed through without

modification and with only a 40 ns total delay (20 ns per DBD). Events

are periodically sampled and displayed, as described above, to give a

visual indication of the correct operation of the data bus.

It should be noted that if the data rates are relatively low and if

the memory requirements are not too large, a very simple and inexpensive
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CAMAC data acquisition system can be built by using any of the address

manipulation modules described above and a data bus display module set

to operate in Mode 2 with the LAM enabled. The data acquisition array

would then reside in the control computer memory (rather than the MOSTEK

memory, which is not used in this scheme) and the mapped memory location

would be incremented by a LAM-driven software interrupt routine.

Other Modules

I t is clear from the previous discussion that the various modules

on the experimental bus may be daisy-chained together in any desired

manner. Further modules can be developed as experimental needs dictate.

Two potentially valuable modules for use with position-sensitive detec-

tors are a direct time digitizer (TO) which would replace the time-to-

amplitude converters (TAC) and analog-to-digital converters (ADC)

currently in use, and a first-in/first-out (FIFO) buffer which could be

placed immediately in front of the memory increment stage.

The signals generated in PSDs are time-related. I t thus appears

that direct time digitization is philosophically more appealing than the

present TAC-ADC approach. However, at high data rates, there are some

difficult gating problems associated with direct time digitization.

Solutions to these problems are now available. Lynch (1980) and LeCroy

(1980) have developed fast CAMAC TDs specifically for use with position-

sensitive detectors. An interface for the LeCroy TDs to the data bus

described in this paper is now being developed.

In experiments where the data rates are quite high and where con-

siderable activity on the MOSTEK bus is also anticipated, the dead-time

of the data bus could be compensated if a FIFO buffer were placed as the

last module on the data bus. In addition, such a FIFO would allow for
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burs t s of data from the detector system, provided the mean data ra te did

not exceed the incrementer port throughput of 2.5 MHz. The ac tua l burs t

r a t e which could be accommodated depends on the spec i f ic modules i n s t a l l e d

in the system, but with the modules developed to date could be from 2.6 to

>10 MHz. Such a module i s planned for the system proposed here .

FUTURE EXPANSION

The data acqu i s i t ion system described here i s very f l ex ib le because

of i t s modular design and has considerable po ten t i a l for future expan-

s ion . The most obvious p o s s i b i l i t i e s are (1) d i r ec t minicomputer — I/O

port i n t e r f aces , (2) mult iprocessor — I/O port i n t e r f ace s , and (3) dedi -

cated custom microprocessor data processing. These options are ou t -

l ined in Fig. 1.

I t i s c lear that moving large blocks of data between the control

computer anci the memory system via the CAMAC dataway i s r ea l l y qui te

i n e f f i c i e n t . One obvious solut ion i s the construct ion of a custom I/O

device for the computer which in te r faces d i r e c t l y to the I/O port bus.

Such a module i s ea s i l y constructed for the ModCorap computers in use a t

both LASL and ORNL. I t wi l l be implemented on a A805 general purpose

c o n t r o l l e r and wi l l contain much of the logic developed for the f a s t -

response cra te con t ro l l e r (Seeger, 1976).

The memory system described here could be used in place of the high-

speed swapping disc necessary for the time-sharing operating systems

ava i l ab le on many minicomputers. For 16-bit minicomputers, the 24-bit

memory might appear unnecessary. However, with readi ly avai lable

integrated circuits it is reasonable to use six bits for error checking

and correcting (ECC) algorithms. The remaining two bits can be used for
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protection codes and/or end-of-file bits needed to simulate the opera-

tion of many standard disc drives. We propose to implement this hard-

ware in such a manner that various blocks of memory within the same

system can be used as either 24-bit data acquisition arrays or as 16-bit

ECC memory storage arrays.

The general nature of the four-port memory interface described in

the Memory System section allows the memory system to be interfaced to a

completely independent computer I/O bus. Thus, the memory can be shared

by multiple computers which need not be of either the same manufacture

or the same word size. An obvious possibility would be the implemen-

tation of an interface to a widely accepted microcomputer I/O bus such

as the Intel MULTIBUS as described by Barthmaier (1980) or the Motorola

VERSABUS as descibed by Kister and Robinson (1980). Such an interface

would provide inexpensive distributed data processing for a variety of

dedicated functions (such as for video displays e tc . ) .

Finally, one of the I/O ports could be used to implement spe-

cialized custom microcomputer data processors. An obvious and very

attractive possibility is the Bulk Memory Processor (BMP) now under

development at LASL by McMillan et a l . (1979), which is totally com-

patible with the memory system described here because we have imple-

mented fully tl ^ir interface. The BMP might convert this system into an

extremely powerful fast integer microcoded data processing unit. With

i t s 80-bit instruction word and multiple parallel processing capability,

the BMP is considerably faster than almost any minicomputer with which

this data acquisition system is likely to be operated, and is ideally

suited to complex multi-dimensional fast Fourier tranforms.
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Table I. Four Port Timing Specifications

Symbol

ts

CP

4-1

tW

Function

Signal or Data Set-Up

BSYN Propagation

Signal or Data Hold

WRDYN Pulse Width

Minimum
Time
(ns)

20

30

60

30



Table II. CAMAC Function Codes for MOSTEK I/O Port Interface.

Function Operation

AfO)F(O) Read data buffer.

A(0)F(4) Read data buffar; AR = AR + AIR; TC = TC — 1; initiate
memory read request. IF TC < 0, AR overflow, or BSY then
Q = 0. Otherwise, Q = 1. LAM generated if enabled.

A(0)F(16) Write data buffer; initiate memory write request. If "BSY,
Q = 1.

A(0)F(22) Write data buffer; initiate memory write request; AR =
AR + AIR; TC = TC - 1. If TC < 0, AR overflow, or BSY,
then, Q = 0. Otherwise, Q = 1. LAM generated if enabled.

A(1)F(O) Read address register (AR).

A(1)F(16) Load AR.

A(l)F(20) Load AR; initiate memory read request. If "BSY, Q = 1.

A(1)F(22) Load AR; initiate memory read request; AR = AR + AIR;
TC = TC - 1. If "BSY, Q = 1.

A(2)F(0) Read transfer court register (TC).

A(2)F(16) Load TC.

A(3)F(0) Read address increment register (AIR).

A(3)F(16) Load AIR.

A(0)F(8) Test LAM; If present, Q = 1 (LAM generated on TC < 0 or AR
overflow).

A(0)F(9) Initialize; AR = 0, AIR = 1, TC = 0.

A(0)F(10) Clear LAM.

A(0)F(24) Disable LAM.

A(O)F(26) Enable LAM.



Table III. Data Bus Timing Specifications

Symbol

ts

fcw

th

tr

Function

Data Set-Up

Request Pulse Width

Data Hold

Request Deadtime

Minimum
Time
(ns)

20

30

40

30



Table IV. Mapper Module CAMAC Function Codes

Function Operation

A(0)F(0) Read current address r eg i s t e r . Q = 1.

A(0)F(8) Test for LAM present. Returns Q = 1 if LAM is enabled
and a pari ty error has occurred; Q = 0 otherwise.

A(0)F(10) Clear LAM. Q-response as for A(0)F(8).

A(0)F(16) Write the 14-bit address reg is te r from l ines Wl thru
W14 of the CAMAC dataway. Q = 1.

A(0)F(24) Disable LAM. Q = 1.

A(O)F(26) Enable LAM. Q = 1. A LAM will be generated if a parity
error occurs in response to a data bus input.

A(1)F(O) Read from memory at location in address register, to
dataway lines Rl thru R16. Returns Q = 1 if no parity
error, Q = 0 if parity error. Increments address
register after reading.

A(1)F(16) Write into memory at location in address register, from
dataway lines Wl thru W15. (The lowest 14 bits will be
the DATA OUT output when this location is addressed from
the DATA IN input. If bit 15 is on, a REQO strobe will
also be generated in response to REQI.) Parity is
generated and &i:ored as bit 16. The address register is
incremented after writing. Q = 1.

Z Clears LAM. Does not affect LAM Enable, or have any effect
on contents of memory.



Table V. T-O-F Clock (Model 5) CAMAC Function Codes

Function Operation

A(0)F(10) Stop the clock; reset time to zero.

A(0)F(24) Disable the clock. Finish cycle if on, but do not
allow any more S t a r t ' s .

A(0)F(25) Star t the clock if enabled.

A(0)F(26) Enable the clock to recognize Star t pulses.

A(0)F(27) Test if clock enabled; Q = 1 if enabled.

A(1)F(O) Read the Resolution Control Register to l ines
R1-R4.

A(1)F(8) Test LAM; Q = 1 if LAM is enabled and FIFO is f u l l .

A(1)F(1O) (Re ) in i t i a l i s e FIFO buffer pointers ; discard any data .

A(1)F(16) Write the Resolution Control Register from l ines
W1-W4. If W4 is on, scale will be l inea r , and if
off, scale wil l be compressed. If the binary
number in W1-W3 is n, 0 <̂  n <̂  7, then the resolu-
t ion is 0.2 ys*2 n .

A(1)F(24) Disable the LAM.

A(1)F(25) Generate an "Event"; store current time in FIFO
if clock is running.

A(1)F(26) Enable the LAM for FIFO full.

A(1)F(27) Test if LAM enabled: Q = 1 if enabled.

Z Disable Clock and LAM; empty FIFO; clear
Resolution Control Register.

I Inhibit Starts.



r

Table VI. Time Correlator CAMAC Function Codes

Function Operation

A(0)F(0) Read TR (Time Axis Register)

A(1)F(O) Read TIR [Time Axis Increment (= Block Size) Register]

A(0)F(9) Clear TR and TIR

A(0)F(16) Load TR

A(1)F(16) Load TIR

A(0)F(25) TR = TR + TIR

A(0)F(26) Enable Data Acquisition

A(0)F(24) Disable Data Acquisition

A(1)F(26) Enable Data Acquisition Synchronized with Next [C = M]

A(1)F(24) Disable Data Acquisition Synchronized with Next [C = M]

A(2)F(26) Enable External Controls (PC = 0 ; C = M)

A(2)F(24) Disable External Controls (PC = 0; C = N)

A(3)F(8) Test LAM

A(3)F(10) Clear LAM

A(3)F(26) Enable LAM

A(3)F(24) Disable LAM



Table VII. Data Bus Display CAMAC Function Codes

Function Operation

A(0)F(0) Read DATA latch

A(0)F(4) Mode 3: Read DATA latch and enable REQI.
Generate LAM on next data latch

Mode 4: Read DATA latch and enable REQI.
Generate LAM on next data latch.
Generate REQO.

A(0)F(16) Load DATA latch

A(0)F(20) Load DATA Latch; if BSYI, Q = 1
and REQO is generated; if BSYI,
Q = 0 and no REQO is generated

A(1)F(O) Read CONTROL register

A(1)F(16) Load CONTROL register

A(2)F(0) Read DISPLAY CONTROL register

A(2)F(16) Load DISPLAY CONTROL register.
Display hold time is 0,1 x 2 n s
where n is number in register.

A(O)F(25) Mode 2: If TJ5YT, generate REQO; Q = 1. If
BSYI, do not generate REQO; Q = 0.

Mode 3: Enable REQI. Generate LAM on next
data latch.

Mode 4: Enable REQI. Generate LAM on next
data latch. Generate REQO.

A(0)F(8) Test LAM; Q = 1 if present.

A(0)F(10) Clear LAM

A(0)F(24) Disable LAM

A(0)F(26) Enable LAM

Z, C Initiallize module; clear registers
and data latch.

I No response.



Table VIII. Data Bus Display Control Register Modes

Control
Mode Reg. Manual Who Generates

(DO/DI/ LED REQO BSYO
Manual)

DO DI
Appropriate
CAMAC

Functions
Comments

X X 0 Off REQI BSYI DAISY DAISY A(0)F(0) Display hold time
is controlled.

O i l On

1 0 1

0 0 1

On

On

CAMAC

None

ADV SW
or

CAMAC

kept
BSY

kept
BSY

BSYI

DAISY

CAMAC

DAISY
(CAMAC)

CAMAC

DAISY

DAISY

A(0)F(16)
A(0)F(20)
A(0)F(25)

A(0)F(0)
A(0)F(4)
A(0)F(25)

A(0)F(0)
A(0)F(4)
A(0)F(25)

ADV does the same
thing as A(0)F(25).

ADV gets next data
and generates LAM
when enabled.

Ignores data until
ADV is pushed. When
pushed, latches
next data, issues
REQO and generates
LAM when enabled.

1 1 1 - Illegal
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