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ABSTRACT

As part of a project for the Defense Advanced Research Projects Agency, Sandia National Laboratories is developing and
testing the feasibility of using of a cooperative team of robotic sentry vehicles to guard a perimeter and to perform surround
and diversion tasks. This paper describes on-going activities in the development of these robotic sentry vehicles. To date,
we have developed a robotic perimeter detection system which consists of eight "Roving All Terrain Lunar Explorer Rover"
(RATLER™) vehicles, a laptop-based base-station, and several Miniature Intrusion Detection Sensors (MIDS). A radio fre-
quency receiver on each of the RATLER vehicles alerts the sentry vehicles of alarms from the hidden MIDS. When an alarm
is received, each vehicle decides whether it should investigate the alarm based on the proximity of itself and the other vehi-
cles to the alarm. As one vehicle attends an alarm, the other vehicles adjust their position around the perimeter to better pre-
pare for another alarm. We have also demonstrated the ability to drive multiple vehicles in formation via tele-operation or
by waypoint GPS navigation. This is currently being extended to include mission planning capabilities. At the base-station,
the operator can draw on an aerial map the goal regions to be surrounded and the repulsive regions to be avoided. A poten-
tial field path planner automatically generates a path from the vehicles’ current position to the goal regions while avoiding
the repulsive regions and the other vehicles. This path is previewed to the operator before the regions are downloaded to the.
vehicles. The same potential field path planner resides on the vehicle, except additional repulsive forces from on-board
proximity sensors guide the vehicle away from unplanned obstacles.
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1. INTRODUCTION

The field of mobile robotics is quite advanced. The ability to build robotic vehicles that can navigate over long distances
either using tele-operation or autonomous control has been demonstrated by a number of researchers, see for instance [1]. In
recent years, this field has expanded to consider large numbers or squads of vehicles [2]. The underlying goal of multi-
vehicle systems is expanded capability through cooperation. Methods for controlling groups of vehicles range from distrib-
uted autonomy [3] to intelligent squad control and general purpose cooperative mission planning [4]. The types of tasks un-
der study range from moving large objects [5] to troop hunting behaviors [6]. Conceptually, large groups of mobile vehicles
outfitted with sensors should be able to automatically perform military tasks like formation following, localization of chemi-
cal sources, de-mining, perimeter control, surveillance, and search and rescue missions [7-10]. In simulation, it has been
shown that by sharing concurrent sensory information the group can better estimate the shape of a chemical plume and there-
fore localize its source [11]. Similarly, for a search and rescue operation a moving target is more easily found using an or-
ganized team [12-13]. Simulation has also shown that enhanced perimeter control can be achieved by dispersing the group
uniformly and by communicating when possible intrusions occur.

As a proof-of-concept, Sandia National Labs is developing a squad of semi-autonomous all terrain vehicles for remote
cooperative sensing applications. This system serves as a test platform to verify communications, control, and sensing strate-
gies. The system is being used to demonstrate the viability of using a cooperative team of robotic sentry vehicles to investi-
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gate alarms from intrusion detection sensors, and surround and monitor an enemy facility. This paper will first describe the

system and the basic control modes that have been implemented. Then it will describe how the system performs perimeter
patrol and surround tasks.

2. SYSTEM DESCRIPTION

Eight RATLER™ vehicles have been built at Sandia as a test platform for cooperative control and sensing applications. The
RATLER design originated from a lunar exploration mission. These electric, all wheel drive vehicles sport two composite
bodies joined by a passive central pivot. This flexible structure when combined with an aggressive asymmetric tread on cus-
tom carbon composite wheels provides agile off road capabilities. With a PC104 Intel 80486, the RATLER vehicles are fully
equipped with a wide range of sensors and peripherals. Software on the vehicles is currently a single-threaded DOS-based
application for simplicity. The vehicles have been programmed to operate either through tele-operation or autonomously.
Bristling with antennae, the RATLER vehicles rely heavily on Radio Frequency (RF) signals for communications. Cur-
rently, the vehicles are outfitted with differential GPS sensors, and two spread spectrum RF modems. One modem is for in-
ter-vehicle and base-to-vehicle communication and the other is for the differential GPS signal. Video cameras communicate
to the base-station via a separate RF video link.

Figure 1. Perimeter detection system: 4 of the 8 RATLER vehicles, MIDS, and base-station.

A laptop computer is used as the base-station. A Windows NT application was written to control the vehicles from the base-
station. A Graphical User Interface (GUI) displays vehicle status information and allows the operator to monitor the vehicles
positions on a Geographic Information System (GIS) map — either aerial photo or topological data, as well as view the live
video from a selected vehicle (see Figure 2). Mission specific control modes such as tele-operation, formation following,
autonomous navigation, and perimeter detection can be initiated and monitored using this GUI interface.
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Figure 2. The base-station’s graphical user interface displays vehicle status, MIDS status, video, and GPS position on
a GIS map.

3. COMMUNICATION

In the initial implementation of the RATLER squad, all radio communication was coordinated by the base-station. Recently,
token ring communications has been added as an alternative to the star network topology centered on the base-station (see
Figure 3). The token ring network is more fault tolerant than the star network since there is no single point of failure as there
is with the star network. Also, the token ring network allows the vehicles to continue to operate in perimeter detection mode
even if the base station is shutdown. In a token ring network, each node (either vehicle or base station) speaks only when it
receives the token. In our case, an actual token packet was not needed since each vehicle has an id number, and communica-
tion order is determined from this id number. All messages are broadcast in half-duplex mode so that each vehicle knows
when the other vehicles or the base-station has transmitted a message. If a node does not communicate when expected, a
timer on the next node expires, signaling that the next node should transmit.
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Figure 3. Two communication options are available. The star network requires the base station to coordinate all
communication. The token ring network provides a decentralized solution.




3. TELE-OPERATION
Tele-operation is useful for navigating complex terrain, and for investigating the environment manually. In tele-operation the
vehicle is controlled with a standard joystick attached to the laptop’s MIDI port. The joystick’s trigger button acts as a
deadman’s switch, while the other buttons are mapped to functions like focus and throttle. The operator has direct control
over the right and left wheel speed and direction of rotation. The video signal from any one of the vehicles can be displayed
within the multi-document interface to aid in the control. Tele-operation of one vehicle does not necessarily effect the be-

havior of the other vehicles. However, a squad can be maneuvered by specifying a formation relative to the vehicle being
tele-operated.

4. AUTONOMOUS CONTROL

The ability to automatically navigate from one location to another is a fundamental capability of the squad system. In
autonomous mode, the vehicles rely on their GPS, compass heading, and dual tilt sensors. A simple control strategy monitors
these sensors as it steers toward desired world coordinate locations and avoids obstacles along the way. A skid-driven vehicle
model is used for autonomous control. In this model, the vehicle’s linear and angular velocity are related to the right and left
wheel velocities as follows:
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where [ is the distance from the center of the vehicle to the wheel, r is the wheel radius, and 6 is the compass direction. The
differences between desired and actual location and orientation are used as feedback as follows:
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where k; and k;, are gains. The wheel velocity commands are determined by
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where B* is the pseudo-inverse of the system matrix B. For relatively large values of %, the vehicle will turn first and pro-

ceed toward the goal. Smaller values produce an arching trajectory depending on the initial conditions. The value of %, is
kept small so that its only effect is to orient the vehicle once it achieves the desired position.

Because the vehicles move relatively slowly and have very high torque capabilities, obstacle avoidance is achieved using the
tilt sensors. When the vehicle runs into an obstacle such as a bush the front wheels will climb until the tilt sensor reaches a
cutoff value. At this point the vehicle will reverse direction, turn, move forward and turn again. At this point automatic con-

trol is re-started. This simple strategy has proven effective in avoiding most of the obstacles in a desert environment.

The basic ability to navigate to GPS locations is vital to the capability of the squad system. Currently, the operator may

graphically select goal locations and paths on a GIS map for the vehicles. In the future, search strategies will be automati-
cally generated and executed.




5. FORMATION

One of the goals of this project is to develop a simple user interface that allows a single soldier to guide multiple robot vehi-
cles. Formation following is one way to accomplish this task. The ability to maintain a formation is useful for conducting
searches and for moving the squad from place to place. This capability has been implemented using the base-station’s GUI
and utilizing the autonomous navigation capability described earlier. To initiate formation control the operator selects a lead
vehicle, and then graphically places the other vehicles relative to the leader as shown in Figure 4. When the formation is ini-
tiated, the vehicles are automatically commanded to autonomously navigate to their respective locations surrounding the
leader. As the leader moves either by autonomous navigation or using tele-operation control the other vehicles maintain the
formation. In the current implementation, orientation is not considered so that the vehicles always traverse nominally the
same distance as the formation moves along. A formation always remains aligned to the compass frame rather than to the
lead vehicle’s frame. In the future, we will be implementing a formation control mode in the lead vehicle’s frame. In this
case, the lead vehicles turning rate will have to be limited to account for the greater distances traveled by vehicles that are
farther away. A number of control strategies are being investigated for actively maintaining tight formations regardless of the
differences in the terrain and path lengths traversed by each vehicle participating in the formation.
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Figure 4. Formation control windows. Also shown are vehicle and MIDS status windows.

6. POTENTIAL FIELD PATH PLANNER

In addition to formation following, we are developing an interactive playbook capability where the operator first draws the
goal regions and obstacles on a map, and then vehicle paths are automatically generated and previewed to the operator. In
Figure 5, the operator has used a drawing tool bar to outline the obstacles and indicate goal regions to attract the vehicles. A
simple attractive and repelling potential field algorithm is used to generate the desired paths for the vehicles to take. The
algorithm uses the distance and direction to the nearest goal, obstacle, and neighboring vehicle to determine the gradient used
to update the vehicle’s position as each vehicle moves from its initial position to the closest goal.




Figure 5. Base-station control window. The initial positions of the vehicles are the numbered circles in the middle of
the screen. The final positions of the vehicles are spread out along the square at the bottom and the circles on the left
and right sides. Although not visible here, the obstacles are drawn in red, the goals are drawn in green, and the
vehicle paths are drawn in other colors.

The distance to the closest goal and obstacle is computed as described in the algorithm below. The polygons and line seg-
ments drawn by the operator are stored in a linked list. The algorithm assumes that the robot is at the origin, and (xl, yl) and

(xz, yz) are the end points of the line segments with respect to the robot.

Xmin =X15 Ymin =V /* Initialize to first point relative to the robot’s position*/

drznin =xf + }’12 3 /* Initialize minimum squared distance */

For each line segment in the linked list

If |x2 - xll #0 then /* Not a vertical line */
ATV .k ; ; =0 *
a=—=%; b=1; c=-axy —y;; / Equation of a line ax+by-+c=0 */
X2 =X
2 2 CZ

k=1+a"; di =—];—; /* Perpendicular distance to origin */

Cu =X —ay; Cp=x;—ay,; /* y-axis intercept of tangent lines at end points*/
Else

a=1; b=0; c=-xy; /* Equation of a line ax+by+c=0 */

k=1; d Jz_ = cz; /* Perpendicular distance to origin */

e =15 €2 =Y2;3 /* y-axis intercept of tangent lines at end points */




End

If (¢;y <¢pand ¢,y <0and ¢,p >0)or (¢, >cpand ¢,y >0and ¢, <0) then
/* If robot location (at origin) is between the y intercepts of the tangent lines */

If d_|2_ < d,znin then  /* If perpendicular distance is smaller than previous line segments */

2 2.
dmin =dy;
-ac -bc
*min = PR Ymin = I

End
Else /* Check distance to second point */

2 2 2
dy =x) +y3;
If d7 <d>;, then /* If squared distance to second point is smaller than previous */
2 2
dmin = d3;
Xmin = X235 Ymin = V23
End

End
End

After the closest obstacle, goal, and vehicle positions are computed, the direction of the vehicle is given by

dx - - -
dy Ya =Yy Ve =Yy Yev — Yy

where (xv, yv) is the vehicle’s position, (x,,y,) is the closest attractive point (goal), (x,, y,) is the closest repulsive point
(obstacle), (xcv, ycv) is the closest vehicle, and K, K,, and K, are positive gains.

Notice in Figure 5 that the vehicles split up to go to three different goals. Also notice that the vehicles spread out along the
goal polygon because of the third term in Equation (4). By simulating the vehicle’s response, the operator can predict the
paths of the vehicles before initiating the motion. Once the operator has validated the path, the polygons and line segments,
which represent the obstacles and goals, are downloaded to the vehicles, instead of the actual paths. On board the vehicles,
the same potential field algorithm generates the path except that it uses the true location of itself and the nearest neighboring
vehicle.

7. PERIMETER DETECTION SYSTEM

The squad of vehicles is also being tested for a perimeter detection mission. The objective is to demonstrate the viability of
using a cooperative team of robotic sentry vehicles to investigate alarms from intrusion detection sensors. To demonstrate
this capability, additional hardware and software were added to the squad system. A variety of remote intrusion sensors,
hidden on a defensive perimeter, broadcast unique identification codes to all the vehicles when tripped. These miniature in-
trusion detection sensors (MIDS) were developed by Sandia, and are now commercially available [14]. There are four differ-
ent types available including: magnetometer, seismic, passive infrared and beam break (or active) infrared.

The vehicles were outfitted with receivers to detect when the sensors are tripped. The vehicles were also programmed to
maintain an internal representation of the location of the MIDS sensors and the other vehicles. Additional code was also
added to the base-station to enter and display the MIDS information.
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Figure 6. Perimeter being guarded by robot sentries.

As the sensors are hidden, the operator enters the MIDS attributes including:

the type of sensor

the GPS location of the sensor

the number of RATLERS to attend the alarm
the priority of the alarm.

AN

The operator next draws a perimeter on the GIS map as shown in Figure 6. The MIDS information and the perimeter region
are broadcast from the base-station to all the vehicles. Once the operator places the vehicles in the MIDS sentry mode, the
vehicles spread out uniformly along the perimeter maintaining equal distance between their two nearest neighbors. When a
sensor is alarmed, the vehicles decide, without base-station intervention, which of the vehicles can best investigate the intru-
sion, and how the remaining vehicles should adapt to maintain the perimeter.

To maintain the perimeter, the vehicles periodically broadcast their location and the status of the sensors. In this way, each
vehicle can maintain a local representation of where the other vehicles are and which sensors have been tripped. When a ve-
hicle receives an alarm signal, it broadcasts the new information. If one vehicle receives an alarm and the others don't, the
other vehicles will receive the alarm through the broadcast. The base-station displays the location of the vehicles and the
MIDS sensors on a GIS map. When a MIDS sensor is alarmed, the icon of the MIDS sensor changes color. The status display
indicates which of the vehicles are moving to attend the alarm.

The determination of which vehicles attend an alarm is made independent of the base-station. When an alarm is received
each vehicle computes it's distance to the alarmed sensor as well as the distance of the other vehicles to the same sensor. If
the vehicle is closest to the alarmed sensor within the number of vehicles that are to attend the sensor, then it will head to-
ward the alarm. That is unless a MIDS of higher priority is alarmed, in which case it heads towards the MIDS of higher pri-
ority. All'of these decisions occur several times per second; therefore, a vehicle may be heading towards one alarmed MIDS,
when a higher priority MIDS is alarmed, causing it to change directions. When a vehicle is not attending to an alarm, it tries
to maintain an equi-distant position around the perimeter from the other unalarmed vehicles.




8. ANALYSIS OF COOPERATION

In this section, we formulate the perimeter detection problem mathematically. Consider a perimeter detection problem in
which four vehicles must guard a military asset (see Figure 7). The position of the vehicles around the perimeter is repre-
sented by a single variable, . Around the perimeter are intrusion detection sensors. When a sensor is alarmed, the nearest
vehicle to the sensor attends the alarm, while the others adjust their position in preparation for the next alarm. One option is
to send all sensor data to a base station and have the base station tell each vehicle its position around the circle. Unfortu-
nately, if the base station is destroyed, the vehicles become inoperable. A better solution is to embed a distributed sensing
and control methodology in the vehicles which allows the vehicles to collectively decide which vehicles should attend alarms
and which vehicles should adjust around the perimeter.

Figure 7. Perimeter detection problem.

Our embedded algorithm makes the vehicles that are adjusting their position move half way between their adjacent neigh-
bors. Consider Figure 7, where vehicles 1 and 4 are attending to an alarm, while vehicles 2 and 3 adjust their position. The
vehicles communicate with each other via a RF token ring network. Each vehicle transmits in turn: first 1, then 2, 3, 4, and
then 1 again. Since each transmitted message is broadcast, each vehicle receives the other vehicles’ messages. In the case of
vehicle 2, it is going to use the positions of vehicles 1 and 3 to update its position. Similarly, vehicle 3 is going to use the
positions of vehicles 2 and 4 to update its position. The state space equations which represent the calculated position of the
vehicles is
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where k represents each discrete communication time, and 6, is the position of vehicle i. Notice that before vehicles 2 and

3 transmit their desired position, they update it by calculating the average value of the position of the adjacent vehicles.
Also, notice that when % increments, it increments by the total number of vehicles, in this case, 4. Since vehicles 1 and 4 are
stationary, the state equations for vehicles 2 and 3 reduce to

6, (k") = 0.565(k'~1) +0.56,(0)

65(k") = 0.256(k'-1) + 0.256,(0) + 0.50,(0) ©)

where k' represents the discrete update after a complete token ring communication cycle. Here, &' increments by one each
time through the token ring cycle. If §,(0) = 0and 8,(0) =1.57, then the position of vehicles 2 and 3 are governed by

8, (k') = 0.565(k'-1)

Pl . @)
5 (k') = 0.2565(K'~1) +0.757




In the steady state, 6;(k') = 85(k'-1) = 0.5z and (k") =7. Therefore, vehicles 2 and 3 are evenly spaced between vehi-
cles 1 and 4. 4

There are other approaches to this problem. One might wonder why vehicle 2 does not determine its position relative to ve-
hicle 1, and vehicle 3 does not determine its position relative to vehicle 2. There are several reasons. First, this algorithm
provides equal spacing between the vehicles regardless of how many vehicles are present. Second, because of the algo-
rithm’s parallel nature, the positioning is less susceptible to accumulated positioning error than a serial algorithm. Third, a
parallel algorithm is more fault tolerant because it relies on data from two or more agents rather than a single agent.

Even more interesting is the inverse problem: determine the interaction coefficients (currently 0.5) which place the vehicles
at the desired locations 63 (k') = 63(k'-1) = 8§ and 6,(k') = 6§ . The state equations become

0y(k") = a365(k'-1) + a2,6,(0) ®
O3(k") = azpayf3(k'=1) + a33a216,(0) + a3464(0)

where the terms @;; are the interaction coefficients used to determine the desired position of vehicle i based on the position
of vehicle /. There are six parameters (£,(0),84(0), az3, a1, a33, a34 ) which can be adjusted to arrive at the desired posi-
tion of vehicles 2 and 3. However, there are only 2 equations. If we assume that 8,(0) and 6,(0) are known, a3 =ay,
and a3, = a3, then we can uniquely determine the coefficients as

d d
é 6

2 and agy = ——— ©)

a3 =———+
6,(0) + 6% 0,(0) + 64

The importance of this result is that we can determine the interaction necessary between agents to achieve the desired posi-
tion.” This problem could be extended to a two- or three-dimensional problem where you would like to determine the inter-
actions between agents such that they form an equally spaced mesh or grid.

In general, the state equations for N cooperative robot agents will be given by

x (k") x(k'-1) x(k'-N) x1(0)
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where x; € %M is the state information of vehicle i, and the A ;’s depend on the communication connectivity and the proto-

cols (e.g. token ring). Assuming that the initial conditions (xl (O),x2(0),...,xN(O)) and the final conditions
(x1 (kr")xa(ks'), .o xn(k f‘)) are known, and we want to determine the connectivity matrices that drive the system to the
desired outputs; then we need to solve

X1 (kf') x1(0)

(1 sty = ay) 270 | =20 (11)

xy(ke') | | xp(0)
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for the parametérs in 4 ;. There are N x M equations and N x (N xM )2 unknowns if the interaction matrices 4 ; ’s are fully

populated matrices. Fortunately, as seen in the previous example, the 4;’s are usually very sparse matrices because of the

communication protocols. In the future, this type of analysis will be used to perform more complex cooperative missions
such as surveillance and searching.

9. CONCLUSION

This paper described a squad of mobile robotic vehicles being developed at Sandia National Laboratories to demonstrate
cooperative robotic sensing capabilities. The squad currently consists of eight RATLER™ style vehicles, a laptop base-
station, and a battery powered antenna array. The system has been used to demonstrate autonomous navigation of a coopera-
tive team of robots and their use for surround and perimeter detection missions. For the perimeter detection mission, MIDS
receivers were added to the robots. The vehicles and the base-station were programmed to maintain a perimeter. Because the
vehicles share information about the location and status of the sensors and the other vehicles, they are able to effectively al-
locate vehicle resources to investigate intrusions. Using the base-station, the operator may monitor the system’s operation,
and if necessary assume tele-operation control of a vehicle already at the scene should an intrusion need further investigation.
This perimeter monitoring task demonstrates some of the cooperative robotic sensing capabilities of Sandia’s squad of mo-
bile robots.
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