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ABSTRACT
The Xl1(113)/[1~0] symmetric tilt grain boundary has been characterized by high resolution trans-

mission electron microscopy. The method by which the images are prepared for analysis is described.
The statistics of the image data have been found to follow a normal distribution. The electron-optical
imaging parametm used to acquire the image have been determined by non-linear least-squm image
simulation optimization within the perfect crystal region of the micrograph. A similar image simulation
optimization procedure is used to determine the atom positions which provide the best match between
the experimental image and the image simulation.

INTRODUCTION
The atomic structure of lattice defects in the face-centaed cubic (FCC) metals can be effectively

modeled with atornisticpotentials based on the EmW Atom Method (EAM). However, for some of
these metals, such as aluminum the EAM potentials cannot be fit to all the available material parametm
simultaneously. Thus, differing potentials are available which have been optimized to reproduce differ-
ent aspects of the metal, such as lattice parameter, phonon dispersion curves, or point defect formation
energy.It is not immediately clear which material parameters m appropriately optimized if the goal is to
model the atomic structure of grain boundaries.

The Z11 (113)/[110] symmetric tilt grain boundary in aluminum has been found to have a good
qualitative match to predictions of its structLuEby atornistic simulations [1].We report here p~lirninary
results of an investigation of its atomic structure by quantitative high resolution electron microscopy
(HREM). Although only a single EAM potential has been compaed to the experimental results, slight
differences have been found between the predicted and the observed structures.

METHODS
Model grain boundaries have been fabricated by ultra-high vacuum diffbsion bonding [2] of single

crystals. High resolution images of the boundary structure were acquired on a JEOL JEM4000EX. The
methods of data acquisition and handling are described in mo~ detail elsewhere [3], as m the image
simulation optimization procedures [4, 5]. The main points are described he~ briefly.

Data acauisition and didization

The method of quantifying a HREM image requires that certain steps be taken during the operation
of the microscope. It must be realized that the image simulations produce an image represented in units
dative to the incident electron intensity (10).Thus, the images acquired at the microscope must be
normalized by ~ in order to compzuethem quantitativelywith the simulations.The easiest way to achieve
this goal is to keep the electron dose (intensity multiplied by time) constant for each image in a through
focal series by maintaining a constant beam convergenceand exposure time.After acquiring the through
focal series, the incident intensity is meame by removing the specimen fi-omthe electron beam and
recording an image under the same conditions.When the HREM images are normalized by the image of
the incident beam, the result is in the same units as the image simulation.

The images are acquired on film due to its ease of use and large area of detection. The images m
digitized by placing the processed negative on a spherical-illumination light table and using a CCD
camera with a short focal length telescope to measure the optical transmittance (fraction of light trans-
mitted) as a function of position in the anxiof interest.The magnification of the image is chosen such that
the pixel-to-pixel spacing is close to that produced by the HREM image simulation. The darkening of
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Figure 1:A high resolution electnm micrugraph of the
I

211 (113)/[110] symmetric tilt grain boandary
in aluminum. This micrographprovided the experimental datafor the analysis of the grain boarrdary
structlmz

film is not a linear function of electron dose. Thus, a cfllbration must be performed to relate the optical
transmittance of the film to the relative electron dose. This crdibrationis performed on both the HREM
image and the image of the incident beam before the ratio is taken to yield the final image in the correct
units.

Dktortion correction and average image formation

In the subsequent sections, it will be seen that the analysis of the grain boundary structure is a two
step process. The first step is to examine the regions of perfect crystal, away from the boundary, where
the positions of the atoms are known, to determine the microscope imaging parameters. The second step
is to examine the grain bomrdray structure, where the atom positions arc not necessarily known, but now
with the knowledge of the imaging parameters. Therefore, it is necessary to examine data from these two
regions of the r-nicrogmphseparately.

The analysis proceeds by forming an averageimage of the contrast in the perfect crystal.Associated
with each pixel in the average image will be a standard deviation to describe the scatter of the original
data about the average value. We refer to this as the standard deviation image. In forming the average
image, some of the electron opticrd distortions present in the image can be removed by imposing the
known rectangular symmetry on the image. Careful alignment of the average image with the image
simulation is also necessary. The average and standard deviation images arc also formed for the repeat
unit of the grain boundary.

Irnaee simulation optimization
The average image of the perfect crystal is compared quantitatively to the high resolution image

simulation and the simulation is optimized by a non-linear, least-squares optimization routine. The fig-
ure of merit in the optimization is called the norrnalii residuals, R, and is defined as

J?%(,yzc(x)+,fit)

‘i(x)=J~

(1)

where the evaluation is at each pixel, i, and is a function of the electron optical imaging pamrneters, x,
used to calculate the simulated high resolution image, ~. The numerator of the expression is the differ-
ence between the experimental average image, ~xp,and the simulated image with a fitted constant back-
ground term, bfit.The denominator is the estimation of the experimental error. The standard deviation of
the data at each pixel in the individual contrast units is given by Gexp,N is the number of contrast units
over which the average is formed, and the second term,cr~jlp,is the standard deviation of the difference
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Fizure 2: Average im-
age and stanakrd de-
viation image of per-
fectcrystal, with inten-
sity scales.

of the measured points from the fitted curve in the tilm density to electron dose
crdibration. Both errors am.indepmdent and evaluated at the 67% confidence
level, therefore they are added in quadrature [6]. The significance of the nor-
malized residuals is that if they range between M then the crdculated image
matches the experimental image to within the experimental error. The optimiz-
ation routine proceeds by minimizing the sum of the squares of this quantity
by varying the simulation inputs such es microscope focus, specimen thick-
ness, beam til~ etc. The I@ resolution images are simulated with EMS[7].

Grain hnxfarv structure Rtinement

Gnce the imaging parameters for a given microgreph have been deter-
mined by examining the perfect crystal, these quantities can be held constant
while the grain bounday is examined. The same type of optimization is per-
formed, but now the only quantities allowed to very are the positions of the
atoms used to form the grain boundary structure in the image simulation.

RESULTS
AXl1(113)/[170] symmetric tilt grain boundary was fabricated by diftir-

sion bonding end characterized by HREM, as shown in Figure 1. This grain
boundary has a relatively low energy compared to other boundaries of nearby
orientation. hence the boundarv facets to the desired orientation over ]we. –-—o-

areas. The exact orientation inherent in a grain boundary facet makes the char-
acterization by HREM straightforward.

The average image end the standard deviation image for the perfect crystal ate shown in FigurE2. A
12X 12 @d of contrast units (144 total) were used to form the image. It is instructive to examine the
variation of the individurddata points about their average vahre.At each individual pixel in the average
image, the difference from the average vahre of every data point used to form that average is tabulated.
The intensity levels in the average image are arbitrtily divided into 10 bins. In Figure 3, these differ-
ences are plotted for two bhs, each at either end of the intensity range. In each case, a Guessien curve has
been fitted to the distribution and the peak width pmeter, cr,is shown. When the area under the curve
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-:Two exampfes of the statistical dism”bu.
tion of the data points about their mean valuefor
two windows of intensity (see Fig. 4). For each
dism”bution,a Guassian curve as been jit to the
data and the~tting parameter value is shown.
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Figure 5: The average inrageand the stana%ti deviation image of the structural unit of the groin bound-
ary. The intensiy scales are shown in units ofjkzction of incident intensiy.
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Figure 6: The merage image of the unit cellofAl in the experimental micrographis shown at the lep. The
center image the best$t image simulation of Al along <110> which is a result of the optimization. The
normalized residuals are shown at the right.An intensi~ scale accompanies each image.

is normalized to unity, then CTis equal to the standard deviation of the data. The dependence of the
standard deviation of the data on the intensity is shown in Figure 4. A line has been fitted to the data with
a polynomial of order two. The average image and standard deviation image of the grain bomrdray are
shown in Figure 5. A total of 6 images were used to form the average.

Image simulations ofAfasviewedalong[011] showthat there is ordyone region in focus-thickness
space that produces strong contrast. This behavior eliminates amb@rity caused by the possibility of
finding loeaf minima of the normalized residuals doring the optimization. Although the rate of conver-
gence during the optimization is dependent on the choice of initial conditions, it is found that the opti-
mized image simulation dees occur for a unique set of parameters (the “x” in Equation (l)). The opti-
mized image simulation for the region of perfect crystal on either side of the boundary is shown in FIgurv
6. The image simulation parameters found for the best match were a specimen thickness of 5.2 nm,
defocus of 65 nm, defecus spread of 10 nm, vibration in the x-dwectionof .06 run and y-dwtion of .05
nm, and a constant background level of -0.055.

These parameters were used to simulate an image of the gain boundary using atom coordinates
provided by an EAM type calculation. This image is shown in Figure 7 along with the image of the
normalized residuafs.A region in the plane of the boundary is seen to have an area of increased residuals
indicating a poor fit between simulation and experiment. The optimized image simulation for the grain
boundary image is shown in Figure 8. In this case the atom positions near the boundmy were allowed to
WY. A sm~l shift in the Psition of atoms adjacent to the boundary in the direction parallel to the
boundary are seen to rwhrce the normalized residuals and thus improve the tit between the simulation
and the experimental image.
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DISCUSSION
The analysis of the statistical distribution of the data in a high resolution image provides important

information for their analysis. For example, in the examination of a contrast featwe that does not have
periodicity to exploit for averaging, such as a dislocation or a void, a straightforward inspection of their
contrast levels with error bars will establish to within a well defined confidence level whether or not a
change from one contrast feature to another is significant. In the case of grain boundaries, where period-
icity allows averaging, it can be established how many contrast units are requinxi to reduce the error to a
point where features can be meaningfully distinguished. The curve fitting in Fig. 4 reveals that the
counting statistics, which should have a dependence of order 2, is not the only source of scatter.

Although an improved fit between the simulated image and the experimental image was found for
slightly shifted atoms as compared to the predictions of the EAM model, the nmlts are not yet conclu-
sive.The contrast of the perfect crystal on either side of the grain boundary is slightly diiTerent.There me
several possibilities for the origin of the difference, including specimen tilt, drift, two- and the-fold
astigmatism. The effects of these parameters has not been fi.dlyexplored in the image optimization due
to the time intensive nature of the calculation. Also, only one model of the grain boundary structure has
been compared to the experimental images. Other potentials based on the EAM may provide pmlictions
more closely matching the observations. The differences in the normalized residuals for the perfect
crystal regions in the simulation of the gain boundary as compamd to the previous optimization for the
perfect crystal reveal a difference in the conditions under which the two images were digitized. A proce-
dure has been determined to eliminate this diffenmce in the future

CONCLUSIONS
A technique for the quantitative ev~uation of high resolution electron rnicrographs has been devel-

oped. Its application to a xl 1 (113)fll 10] symmetric tilt grain boundary has been demonstrated. The
units of intensity in the experimental image have been converted to the same units as the simulated
images. Analysis of the statistics of the experimental data show that they follow a normal distribution.
The electron optical imaging parameters used to acquire the images can be determined from optimizing
the match of the simulated image with the experimental image in the perfect crystal regions. The knowl-
edge of the imaging parameters then allows the examination of the grain boundary to obtain its atomic
structure through a similar image simulation optimization.
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