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ABSTRACT 

Coulomb Effects on Pions Produc.ed in Heavy Ion Reactions 

By 

John Peter Sullivan 

+ Double differential cross sec.tions for the production of " and " 

near the velocity of the incident beam for pion lab angles less than 

40 degrees are presented.. The experimental apparatus and the tech-
20 . 

. niques are discussed •. Beams of . Ne with E/A from 80 to 655 MeV and 
40 . 
· Ar with E/A = 535 MeV incident on Be, C, NaF, KCl, Cu, and U tar-

gets were used. A sharp peak in the " spectrum and a depression in 
+ . 

the " spectrum were observed at zero degrees near the incident beam 

velocity. The effect is explained in terms of Coulomb interactions 

between the pions and fragments of the incident beam. Least squares 

fits to the data using the Coulomb correction formulas of Gyulassy 

and Kauffmann and an effective projectile fragment charge are made. 

The relationship between these data and previously measured pion pro-

·duction and projectile fragmentation data is discussed. The data are 

also compared to some theoretical models. A simple expression is 

given for the differential cross section as a function of the projec­

tile_ mass, target mass, and beam energy • 
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CHAPTER 1 

Introduction 

A. Introduction 

The mechanism of pion production by heavy ion beams has been the 
. 1-14 . 15-30 

subject of considerable recent exper1mental and theoret1cal 

effort. Much of this interest arose from the hope of investigating 

long range coherent 

condensation" 17 • 31- 34 , 

Others 15 have suggested 

effects in the nucleus such 

"Lee-Wick matter" 35 , or "quark 

as "pion 

matter" 36 • 

that pions could be used to study "shock 

waves" in colliding nuclei. Pions also offer the possibility of 

probing the early stages of the interaction of high energy heavy ions 

because their velocities are normally high and they therefore tend to 

leave the interaction region quickly. Pions are one of the more com­

monly produced particles in heavy ion collisions and any complete 

understanding of these collisions must include an understanding of 

the pion spectra. 

Previous measurements of charged pion product ion by heavy ion 

beams generally s.howed a smooth dependence on pion momentum. How-

ever, most of these experiments were restricted to laboratory angles 

of 15 degrees or 
3-4 

energy pions 

9-13 
greater or measured they only relatively high 

5-7 8 
Emulsion and streamer chamber measurements were 

able to cover small angles and small momenta simultaneously but they 

repo.rted only smoothly varying pion production cross sections. In 

these experiments the number of events was generally small, which may 

have impeded observations of any fine structure in the spectra. In 

contrast to these smooth spectra, the data which will be discussed in 
1-2 -this thesis show a sharp peak in the 0 degree w spectrum near the 

beam velocity and a depression in the w+ spectrum in the same region. 

This structure has been interpreted as an effect caused by Coulomb 

interactions between the pions and remnants of the projectile. A 

large "-/"+ratio had been previ9usly observed near the target (lab)· 

1 . . 1 . . . h 3 7 d 1 h 38 b d ve oc1ty 1n emu s1on exper1ments w1t proton an a p a earns an 

with cpsmic rays 
39 
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This work helped stimulate theoretical treatments 30• 40- 43 which 

showed the essential role of Coulomb effects caused by projectile 

fragments producing the structure in the pion spectra. The analysis 

of these· data and the consequent theoretical discussions showed that 
- + 

detailed measurements of " and " differential cross sections could 

probe the dynamics of charge density evolution in heavy ion colli­

sions. In order to make more accurate and higher resolution measure­

ments, the detection system used in the earlier work was improved 

using two 3...:plane multiwire proportional counters, one on the ·focal 

plane of the spectrometer and one behind it. · The pions were stopped 

in a large area 11-element scintillation range telescope after pass­

ing through the wire chambers. 

This thesis will review the data from the earlier lead slit spec­

tromctcr1 (which uocd neon boamo with onorgioc from 80 to 385 MoV par 

nucleon) and discuss the experimental techniques used. Then, the 
2 

experimental apparatus and results from the upgraded spectrometer 

will be discussed. The measurements with the upgraded spectrometer 

used neon beams with energies per nucleon from 280 to 655 MeV per 

nucleon and an argon beam with E/A = 535 MeV. The measurements were 

performed at small lab a~gles for pions near the beam velocity. The 

targets used ranged from Be t·o u. In all cases, a very strong 
- + Coulomb effect in the " /" spectrum was observed. Theoretical cal-

culations which approximate the Coulomb effects are also presented 

and disc'ussed. 

B. Definitions of Some Terms 

INCLUSIVE CROSS SECTION The reactions of particles (or nuclei) 

a + b ~ c +X,. 

where X is one or more particles (or nuclei) of any number and type, 

is called a one particle inclusive reaction in which the particle c 

is produced. The angle and momentum distributions of particle c are 

one-particle inclusive distributions. This definition has been para­

phrased from M.L. Perl, High Energy Hadron Physics, pl86 (John Wiley 
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& Sons, New York, 1974). In this thesis a and b correspond to the 

projectile and target nuclei and c corresponds to a pion. The pion 

production cross sections reported here are all inclusive cross sec­

tions. 

LORENTZ INVARIANT CROSS SECTION -- the form of the double dif-

ferential cross section which is independent of the frame of refer­

ence. It can be written as 

where 

3 
dp /E = Lorentz invariant phase space volume 

= p
2
dpda/E = pdEdll 

This form of the differentia-l cross section has been used tqroughout 

this thesis. The units . used for the invariant cross section are 
3 2 3 2 

either (nb c )/(MeV sr) or (pb c )/(MeV sr) which is equivalent to 
3 2 . 

(b c ) I (GeV sr). For notational convenience the factors of the 

speed .of light, c, (which is one in the units used here) and steradi­

ans (sr) have been omitted in some cases. 

RAPIDITY-- A kinematic variable which is sometimes used .because 

of its simple behavior .under the Lorentz transformation. The usual 

symbol is y. For instance, the rapidity of_ a particle in the center 

of mass is ylab-ycm' where ylab is the particle's rapidity in the lab 

and y is the rapidity of the center of mass. .The usual kinematic 
em 

variables (momentum, kinetic energy, etc.) behave in a more compli-

cated manner under the Lorentz transformation. 

where 

E = total energy (mass + kineti~) of the particle 

pll = component of momentum parallel to the beam axis 
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.£• Units Used 

A relatively,conventional system of units, with the Boltzmann con­

stant (k) and the speed of light (c) set equal to one, has been used. 

Masses, momenta, energies, and temperatures have been expressed in 

MeV and beam energies have been given in MeV per nucleon. Velocities 

have been quoted in units of the speed of lig~t. Factors of the 

speed of light have been included (even though it is 1) in most, but 

not all, cases. The values of some fundamental constants in this 

system of units are ~iven below. 

c = speed of light = 1 

k = Boltzmann constant 1 

11c = 197,3 MeV fm 

2 
elementary charge squared 1. 440 MeV fm e = = 

mn+ = m = charged pion mass = 139.6 MeV 
n-

· 1 amu atomic mass unit = 931.5 MeV 

•, 
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CHAPTER 2 

Stage-1 Experimen~ -- The Lead Slit Spectrometer 

A. Stage-1 Apparatus 

All of the data collected in the first stage of this experiment
1 

used Ne beams produced by the Bevalac at Lawrence Berkeley Labora-

tory. The beam energies per nucleon when extracted from the 

accelerator ranged from 125 to 400 MeV. In the second stage of the 

experiment
2 

the ranges of the beams incident on the target were meas-
44 

ured in order to determine their energies. These measurements 

showed that the energy loss 'of the beam in the transport system was 

significant. Because the configuration of the beam line was the same 

in the fi~st stage of the experiment as when the beam energies were 

measured, corrections for the beam's .energy loss could be made by 

assuming that the same amount of material was in the beam line. The 

resulting beam energies incident on the target range from 101 to 388 

MeV per nucleon. The target~ used in this first stage of the experi­

ment were NaF, Cu, and U. NaF was used to provide an almost-equal-
21 

mass target -- on the average it corresponds to Ne. 

TABLE 1 

Beam energy per Nucleon Target 

Extracted at Target t:ttective Hate rial Thickness 

MeV MeV MeV gm/cm 
2 

125 101 ± 5 80 ± 10 NaF 2.14 

150 130 ± 4 110 ± 7 NaF 2. 14 
118 ± 7 u 1-90 

200 182 ± 3 164 ± 8 NaF 2.14 
172 ± 8 u 1.90 

250 235 ± 3 219 ± 5 NaF 2.14 
214 ± 5 Cu 3.26 
226 ± 5 u 1. 90' 

400 388 ± 2 383 ± 3 NaF 1.07 
377 ± 3 Cu 2.05 
381 ± 3 u 1.90 



6 

Because energy loss of the beam in the targets was not negligible, 

especially at the lowest energies, the beam energies incident on the 

target should not be used. Instead, an effective beam energy will be 

used in the following discussion. This effective beam energy has been 

averaged over the beam energies at various points in the target 

we~ghted by the pion production cross sections, which are decreasing 

as. the beam energy falls. This averaging procedure is discussed in 

appendix A. The beam energies an9 targets used in this first stage 

of the experiment are summari3ed in table 1. 

A schematic diagram of the lead slit spectrometer is shown in fig­

ure 1. A large dipole magnet (JANUS) was used to bend pions of 

interest 180 degrees. Three slits in a lead wall on the focal plane 

of this 180 degree spectrometer were then used to define the momenta 

of the particles. Pions were detected by four-element plastic scin­

tillator telescopes, one of which was placed behind each of the three 

slits. Each telescope consisted of a thin scintillator (0.64cm) fol­

lowed by a copper absorber, a second thin scintillator ( 1. 27cm), a 

thick counter (5.08cm) for stopping the 9ions and, finally, another 

thin scintillator which was used as a veto counter. The first two 

thin scintillators in each telescope were used to measure the rate of 

energy loss of particles entering the telescope ( AE 1 and AE 2 ). The 

thickness of the copper absorber between these two thin scintillators 

was adjusted so that pions in the momentum rangE;! specified by the 

slits in the lead wall and the field in the magnet would stop in the 

third scintillator (the E counter). The fourth scintillator was used 

as a veto counter -- that is, to determine whether or not the parti­

cle stopped in the E counter. Because of the narrow range of momenta 

enr:ering each tclcGcopc, pions were the only particle type which 

would trigger the first three scintillators, but not the fourth. By 

reversing the direction of the field in the magnet, the pion charge 

which was detected could be reversed. 

The energy loss in the first and second ··scintillators (the llE 
. + . 

counters) should be about the same for " as for " • Their expected 

·behavior in the stopping scintillator (the E counter) is not the 
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same. When they are stopped, negative pions will be rapidly captured 

by the nuclei in the stopping material. This capture gives 140 MeV 

of excitation energy to the nucleus which then decays, producing a 

very large pulse in the stopping scintillator. When positive pions 

are stopped, they ar~ not captured. They remain in the scintillator 
+ + . 

until they decay into muons (" ~p , t 1J = 18 ns). The range of 
. 2 

the resulting 4. 2 MeV muons is short (about 1. 5 mm), so they will 

generally remain within the scintillator. These muons will then 

decay into positrons with a half life of 1.5 ps. A time-to-digital 

converter (TDC) which was started by a pion stopping in the E counter 

and stopped by a second pulse occurring any time during the following 

5 ps was used to detect these delayed muon decays. 
9 

Wolf .ll al. used 
+ this delayed p decay to identify positive pions. Because equal 

+ . - . 
detection efficiency for both " and " was desired,· the very large 

pulses characteristic of negative pions and the delayed 
+ 

characteristic of " were not used in the final analysis. 

+ p decays 

Instead, 

only the energy loss in the first two detectors, the requirement of 

any signal in the third and no signal in the fourth element .were used 

to identifi·pions. However, the characteristic signatures of stopped 

positive and negative pions were u~ed to verify the identity of the 

detected particles. 

For each event which caused a coincidence between the first and 

second element in one of the scintillator stacks, pulse height 

(ADC's) and timing (TDC's) information from all of the scintillators 

were recorded on magnetic tape. !he data collection system used a PUP 

11/34 computer to provide on-line analysis of the data which it read 

from CAMAC modules using a microcomputer interface (an MBD-11). In 

addition to the event data, scalers which monitored the singles 

counting rates of each scintillator, the ion chamber, and other 

secondary beam monitors were recorded on magnetic tape at the end of 

each beam spill (approximately every 5 seconds). 

!· Stage-1 Analysis 

As mentioned above, pions were identified by their energy loss in 

the first two scintillators ( Ll.E 1 and /1E
2 

). and. by their range. The 



8 

momenta were defined by the slits in the lead collimator. The 

resulting number of pion events was corrected for pion decay in 

flight, reactions of pions with air, the scintillators, and the 

copper absorbers, and for multiple Coulomb scattering. Then, using 

the target thickness, the total number of beam particles incident on 

. the target (measured witn an Ar/co
2 

filled ion chamber) and the 

solid-angle acceptance of each tele~cope, the differential cross sec­

tions were calculated. The calculation or measurement of each of 

these is discussed below. 

Using the values of the vertical (the major) component of the mag­

netic field along a line perpendicular to the long axis of the magnet 

and (i.e. parallel to the beam axis) and in its central plane, tra­

jectories of particles through the spectrometer were calculated. The 

effects of the fringing field were ignored. The range of momenta and 

angles accepted by each lead slit and scintillator combination calcu­

lated from this was used to calculate the unnormalized and 

uncorrected differential cross sections ( d 2~/dEdU )~ These calcula­

tions also provided the total path length of particles passing 

through the system. Using this, the probability of " ~ ~ decay in 

flight could be calculated in order to correct the data for this 

effect. 

A second correction, for pions lost because of nuclear reactions 

with air, the scintillators, and the copper absorbers, was also made. 

In.order to make this correction, .the energy and target dependence of 
45 

pion reaction cross sections was parameterized as described in 

appendix A. As discussed in appendix A, the pion reaction formula 

diverges as the momentum appr_oaches zero. To correct for this, the 

cross section predicted by the formula at 10 MeV kinetic energy was 

extrapolated linearly to zero cross section at 0 MeV in order to 

predict the reaction cross section for pions below 10 MeV. The cross 
. 46-50 

section formula is compared to some exper1mental values in fig-

ure 2. In this figure, the pc;>ints .. represent data, the solid line 
45 

shows the cross section formula , and the dotted line shows how the 

formula was extrapolated to zero for very low energy pions. The for-
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mula was fit to the average of the "+ and " cross sections. The 

cross sections for the two pion charges are generally within 10% of 

the average with the " cross section consistently higher. The data 
. 46 47 

of. W1lken ~ al and Clough ~ al shown on figure 2 are also aver-
+ 48-50 

ages of " and " cross sections. The other data points are 
+ taken from phase shift analyses of " scattering data. While ·not 

perfect, the agreement between the formula and the data is reason-. 

able. The small differences between the "+ and "- reaction cross· 

sections were ignored when computin~ the correction due to reactions 

with air and with the scintillators.· When considering reactions with 

Cu (which are the source of mos.t of the correction), the "- ·cross 
+ 

section was assumed to pe 5% greater than the average and the " 

cross section was assumed to be 5% less than the average. This was 

done to correct for the neutron excess in Cu. 

Finally, a correction for multiple Coulomb scattering of the pions 

was made. This correction was calculated by a Monte-Carlo program 

which used a Moliere
51 

scattering distribution to calculate the paths 

of pions going through a series of Cou~omb scatterings while passing 

through the scintillator telescopes. 

In general, for each beam, target and pion charge combination st~­

died, data were taken at two different spectrometer field settings. 

The fields were chosen so that the highest energy pions measured in 

the lower field run corresponded to the lowest energy pipns measured 

in the higher field runs. This pr9cedure allowed the relative nor-

TABLE 2 

Field Pw Cu Acceptance Corrections 
absorber MD.p . decay reaction Multiple 

KG MeV/c em msr-Mev/c w+ , Scattering 

10.4 103. o. 29.5 o. 72 0.98 0.98 0.85 
10.4 134. 0.91 22.8 0.74 0.87 0.86 0.69 
10.4 164. 2. 12 46.0 0.75 0.73 o. 71 0.60 

16.0 164. 2. 12 45.5 o.8o 0.74 o. 72 0.60 
16.0 222. 4.78 35. 1 o. 82. 0.46 0.43 0.51 
16.0 2.59. 7. J9 /l. 0 0.82 0.31 0.28 0.47 
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malization of the runs at different f.ield settings to be directly 

measured. In addition, the magn_etic field on the spectrometer was 

adjusted to send pions of the same energy into each of the three 

telescopes (in successive runs). This measurement was used to estab­

lish the relative acceptance of each detector. The measured values 

of the relative acceptance were consistent with the trajectory calcu­

lations for the first two detectors, but not for the third. The 

detector which did not agree was used . to detect the highest energy 

p1onf;l at any given spectrome.ter field setting. . The particles enter­

ing this detector penetrated the fringing field on the downstream 

side of the magnet during their trajectory. The component of the 

magnetic field parallel to the beam axis would have a focussing 

effect. (in the vertical direction) on these particles. This explana­

tion is qualitatively consistent with the discrepancy, which required 

the calculated solid angle for this detector to be increased by a 

factor of two to bring it into agreement with the results from the 

other two detectors. The correction factors, the thicknesses of the 

Cu absorbers, and the acceptances for the two commonly used magnetic 

field settings are summarized in table 2. The correction factors are 

defined such that the corrected number of events is the observed 

number divided by th~ correction factor. With this definition, the 

correction factor for pion reactions (for example) corresponds to the 

fraction of the pions which would not react. 

The beam intensity was monitored by the previously mentioned 

Ar/C0
2
-filled ion chamber. To minimize background caused by the beam 

hitting the ion chamber, it was placed 13 m upstream from the target 

at the last beam focal point prior to the target. The transmission 

of the beam from the ion chamber thr.ough the final pair of quadrupole 

focussing magnets · to the target was measured with a second ion 

chamber at normal beam intensities and with plastic scintillators at 

a reduced beam intensity. The ion chamber was calibrated by counting 

individual beam particles with a scintillator at reduced beam inten­

sities. By extrapolating this calibration to higHer beam intensi­

ties, the integrated beam intensity was found and the cross section 

values were normalized. 
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Because of the discrepancies in the acceptance calculations and 

because of the complicated interplay between the slits in the lead 

wall and the positions of the scintillators in determining the accep­

tance, the absolute normalization of the ,results ·of the first stage 

of this experiment is believed to be good to only a factor of 2. 

Since these effects depend iargely on the pion energy, rather than 

the beam energy, the beam energy dependence of the cross section at a 

particular pion energy is better determined -- to within about 20%. 

The acceptances were arbitrarily normalized to agree with one another 

and all beam and target dependent factors are the same for a particu­

lar beam· energy, so the uncertainty in the relative cross section 

values at differ~nt pion energies is given by the uncertainty in the 

corrections only. The corrections are not independent of pion 

energy, so it is not possible to give one number which specifies the 

relative uncertainty. By combining the uncertainty in the relative 

cross section values and the statistical errors associated with each 

point in quadrature, the quantity called the relative uncertainty in 

the discussion below was obtained. The most accurately determined 

quantity is the ratio of n-/n+ cross sections at a particular beam 

and pion energy sirice most of the correction and normalization fac­

tors are the same for both pion charges. 

c. Results -- Stage ~ 

A complete set of data obtained at 0 degrees 1 in the lab with the 

lead slit spectrometer is shown in figure 3~ The .error bars show the­

relative uncertainties on the data points they do not include the 

factor of 2 uncertainty in the overall normalization. The lines are 

to "guide the eye". An angular distribution from 0 and 30 degrees 

was .. also measured for 220 MeV/micleon Ne on a NaF tar)l;et in 7• 5 

degree steps and on a U target in -15 degree steps. These distribu­

tions . are shown in figures 4 and 5. Tables B. l-B. 3 in append-ix B 

summarize all of these data. Notice that the units in the tables are 

different from the units in figure 3 (nbarns are used instead of 

microbarns). The error bars associated with the cross section meas­

urements in tables D.l-B.3 are relative, and on the n-/n+ ratios they 
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are statistical. These different uncertainties are explained in the 

preceding section. 

D. Discussion of Stage-1 Results 

- + The most striking feature of these data is the large " /n ratio 

for pions with momenta around 135 MeV/c for the :380 MeV/nucleon Ne 

beam. This large ratio was seen for all targets studied. If the 

strong interactions which produce the pions are charge-independent, 

then, for collisions of nucltd with equal numbers of protono and neu­

trons (N=7.), the ratio ShOUld be about 1. Tlll::! bt:!aw (N.::) has equal 

numbers of protons, and neutrons, but none of the cases studied With 

the lead slit spectrometer involved targets with N and Z exactly 

equal, although NaF is close with N=11 and Z=10 on the average. 

Althouih th~ ratios are not expected to be exactly one, it should be 

close to one. It is reasonable to conclude that this very large 
- + " /n ratio was caused by Coulomb interactions between the charged 

pions and other particles involved in the reaction. This conclusion 

was supported by the fact that the peak occurs at a pion velocity 

which is approximately the same as the velocity of the incident beam, 

suggesting that Coulomb interactions between the pions and fragments 

of the beam moving approximately at the incident beam velocity cause 

this largt:! ~:atio. This is demonstrated by figura 6 which show8 thP. 
- + " /n ratio as a function of the kinetic energy of the pion measured 

in the rest frame of the incident projectile. The zero-degree data 

for Ne+NaF at all beam energies have been combined to produce this 

fiRure, although the peak is largely defined by the 383 MeV/nucleon 

data and the lowest energy point for 219 MeV/nucleon. 

The lines in figure 6 were calculated (as in ref •. 1) by assuming 
- + that the peak in the " /n ratio can be qualitatively explained in. 

terms of Coulomb distortion of the pion wave functions in the vicin­

ity of the projectile charge. The Coulomb wave for "- is enhanced 

i h f h 1 1 d h f + near the pos tive c arge o t e projecti e nuc eus an tat o .the " · 

is redu6ed. · The effects of the target charge were ignored. Specifi­

cally, the lines represent the ratio 
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CD 

~FL(n,p) 
L=O · 

where 

52 
FL(n,p) =Coulomb wave function 

L = angular momentum quantu~ number 

n = Zc(/Pw 

Z = projectile charge 

c( = 1/137 

~" = pion velocity in the projectile rest frame 

k" =pion wavenumber in the projectile·rest frame 

r = 1.4fm (2Z) 113 

13 

The solid line is calculated with this expression assuming Z=lO (the 

full charge of the projectile) and the dashed line assumes Z=S. The 

data are in reasonable agreement with the calculation which uses Z=S. 

To demonstrate the dependence of the pion production 

tions on beam en~rgy iri a manner relativell independent 

effect&, thQ gQometr.ic mean (6"'= (6"' +6"' _) /2) of the 
1'1' '1'1' 

cross sec-

of Coulomb 
+ n and n 

invariant cross sections has been plotted versus the beam energy per 

nucleon in the center of mass for three different pion lab energies 

in figure 7. The range of beam energies studied here starts well 
. * - ·2 

below the free nucleon-nucleon threshold energy ( E /A = ~c /2 = 70 

MeV and. extends to beam energies above this threshold. As 

expecte~, the pion production cross sections rapidly rise with 

increasing beam energy. The rate of increase is greatest for the 

lowest beam energies. The cross sections rise more rapidly as the 

beam energies are increased for higher energy pions than for lower 

energy pions. This differe'nce in beam energy dependence is easy to 
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understand -- at the higher beam energies the pion production cross 

sections do not decrease as rapidly (or actually increase) as the 

pion center of mass energy increases. At the lower beam energies, 

the cross sections consistently fall with increasing center of mass 

energy of the pion. Figure 7 also shows the prediction of the fires-
23 

treak model , which is close to the data at the-lowest beam energy 

measured (Ebeam/A = 80 MeV). At the highest beam energy measured 

(E._ /A : 380 MeV), the firestreak model is close to the data for -beam 
134 and 164 MeV/c pions, but overpredicts the cross section for 103 

MeV pions by about 50%. For beam energies between these two extremes 

the agreement between the model and the data is worse. The fires-
13 23 29 

treak model, as is well known ' ' , generally overpredicts the 

pion production cross sections by about a factor of 2. In the case 

of these data, the agreement between the model and the data is better 

at higher pion energies. The fact that the agreement between the 

model and the data depends on the pion energy means that the model is 

not correctly predicting the slope of the energy spectrum. The 

firestreak model predicts a spectrum which falls more rapidly than 

the 0 degree. data at the higher beam energies .studied. .As will be 

discussed later, the normalization of the data from the lead slit 

spectrometer is higher than the later data by a factor of about 1.7. 

Inclusion of this factor would make the agreement between the fires­

treak model and the data in figure 7 somewhat worse, but it would 

bring the d'isagreement between the data and the model into agreement 

with the discrepancy observed for other sets of data 13 , 23 , 29 • 

For Ne+NaF and Ne+U at Eb I A : 220 MeV, angular distributions _eam 
between 0 and 30 degrees were measured. These are shown in figures 4 

and 5. ~cept for tha lowest energy pions; the angular d:i.~trihntinns 

are essentially isotropic. The lowest energy pions measured at 0 

degrees are very close to the projectile velocity, which causes a 

depression in the "+ distribution a~d a peak in the n- distribution, 
+ as discussed above. The n and " distributions become more similar 

as the lab angle increases from 0 to 30 degrees, ~!though the lowest 

energy pions seem to be influenced even at 30 degrees. 
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For all beam and pion energies studied in this -experiment·, the 

pion production cross sections monotonically rise as the tar&et mass 

is increased. At the highest beam energy studied in this part of the 

experiment,. the cross section for a given pion energy increases 

linearly with A213 , where A·is the_ target ·mass. At the lower be~ 
energies, the cross sections at a fixed pion energy do not increase 

as rapidly_ with the target mass. This can be seen from figu:re 7. 

The expected separations of the curves for the different targets if 

the cross sections scale with A213 are shown on the figure. The 
. 2/3 . 

actual ·separations of the. curves are consistent with this A scal-

ing for the higher beam energies, but the curves move closer together 

as the beam energy decreases. This different scaling behavior could 

be caused by the lack of dat~ for other pion energi~s and angles. If 

the total cross section at each beam energy had been measured, it 

might scale in a more consistent manner. 
I 

Particle production in relativistic heavy ion ··collisions is fre- · 

quently described in terms of a participant-spectator model. The 

number of participant nucleons is usually calculated geometrically. 

The number of -pions emerging from the participant region, as well as 

their energy and angular distribution, depends more strongly on the 

model. The dependence of the pion double differential cross sections 

on the target mass is demonstrated in figure 7. If the ta~get mass 

dependence of the differential cross sections could be explained by a 

purely geometric factor, the curves for diff~rent targets on the sem­

ilog scale of figure 7 would be separated by a constant factor. 

Because the separation varies with the beam energy, no purely 

geometric factor can explain the behavior. 

20 As shown by HOfner and Knoll , the inclusive cross section for 

nucleons is the same in their rows on rows model as in the fireball 

model and in the Glauber model for high energy proton-nucleus 

scattering. This total cross section can be written as 

2.2 

where 
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At' Rt =mass number and radius of the target 

A , R = mass number and radius of the projectile. 
p p 

The total number of pions produced and their energy and angular dis-

tributions depend on the beam and target masses, but unlike ~he 

nucleon cross sections, it depends strongly on the beam energy even 

in the models which describe the nucleon cross sections in terms of a 

function, like equation 2.2, which is independent of beam energy. If 

the total pion production cross section at any fixed beam energy is 

assumed to be proportional to the total nucleon cross section, which 
' ' 

is not necessarily true, . then the total pion cross sections would 

scale with the geometric factor given in equation 2.2. However, even 

. if the total cross sections scale with a simple geometric factor, the 

energy and angular distributions depend on the beam and target masses 

and the beam energy, so th~ pion cross sections at some fixed pion 

lab energy will not necessarily scale in the same manner. The seal~ 

ing behavior of the pion cross sections will be discussed further in 

chapter 6. 

'. 
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CHAPTER 3 

Why Build a New Apparatus? 

A. Theoretical Interest 

. . 1 . 
After the data from the lead slit spectrometer experiment were 

published, a number of theoretical studies and speculations concern­

ing Coulomb effects on the charged particle spectra in. heavy ion 

reactions appeared. Some of these are summarized below. 

40 Libbrecht and Koonin suggested that the broad peak at 90 degrees 
+ . 

in the center of mass in the w spectrum, which was reported indepen-
. 9 10 

de.ntly by Wolf et al. and Chiba et al. , could be explained as a 

Coulomb effect. Their classical Monte Carlo calculation indicated 

that the Coulomb repulsion between the combined part.icipant and spec­

tator parts of the colliding nuclei and the positive pions could pro­

duce a peak similar to the experimentally observed effect. In their 

model, the peak at 90 degrees in the center of mass did not occur if 

the colliding nuclei were ~ssumed to pass through one another (i.e. 

if the nuclei are transparent). When a fraction of the charge in the 

participant. region of the colliding nuclei· was distributed along a 
+ line between the receding nuclei, a peak in the n spectrum qualita-

tively similar to the observed.peaks was predicted. The assumption 

of a line charge is not very realistic, but the calculation suggests 

that the presence of some of the protons from the participant region 

in the intermediate rapidity region is necessary to produce the peak. 

Libbrecht and Koonin also pointed out that this problem is similar to 

the focussing of long range alpha particles observed in fission 53• 

Their calculation predicted a large n-/n + ratio for beam velocity 

pions, although the predicted ratio was much higher than the experi­

mental value. This failure is attributed to the "use of undisturbed 

nuclear charge distributions (no target or projectile fragmentation) 

and classical mechanics." If the velocity dispersion of the projec­

tile (and target) fragments and the possibility of tunneling had been 

included, the predicted n-/n+ ratio might be reduced. 
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40 The model used by Libbrecht and Koonin was improved upon by Cug-
30 

non and Koonin by using a Monte Carlo model of the collision 

between the two heavy ions. The Monte Carlo model approximates the 

interaction between two heavy ions with a series of nucleon-nucleon 

collisions. The calculation was done in two steps. First, the Monte 

Carlo calculation of the space-time evolution of the nucleons in the 

colliding. nuclei was done several times for various impact parame­

ters. The distribution of nucleons was approximated by three expand­

ing Gaussian charge distributions, one each describing the projectile 

and target fragmentsand one describing the participant charge. With 

these approximate descriptions of the charge evolution, the effects 

on the pion spectra were calculated by relativistic classical trajec­

tory calculations. This calculation improved upon the earlier c.alcu-
40 lation by using a more reasonable nucleon space-time distribution 

and by using better approximations to the shape of the pion spectra 

in the absence of Coulomb effects than were used earlier. With this 

model they were able to approximately explain the peak in then+ dif­

ferential cross section at 90 degtees in the center of mass and the 
+ .. 

projectile velocity pion data. However, their "-/Tr ratio at rest in 

the center of mass for Ar+Ca at E/A = 1.05 GeV is considerably higher 
14 

than that measured by Frankel et al • 

41 + Bertsch . showed that Coulomb effects can also cause th.e lr cross 

sections to be greater than the w cross sections, as observed at low 

beam energies and/or higher pion energies. When the beam energy is 

low, the Coulomb potential energy gained by removing one positive 
+ + charge from the nucleus (p ~ nlr, with thew leaving the nucleus), 

versus the potential energy lost by adding a positiv~ cha~ge to the 

nucleu& (n...;. pW-; with the .,- leaving the nucl~;>llS) is enough to 

cause an excess of positive pions for pion velocities far from the 

beam velocity. 

42 
Gyulassy and Kauffmann developed a set of approximate equations 

to describe Coulomb effects on the charged particle spectra. Their 

equations include quantum and relativistic effects to first order in 

~, where Z is the nuclear charge and ~ is the fine structure con-
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stant. In their model, the charged pion cross sections are written 

in terms of an uncharged pion cross section evaluated at its momentum 

before being shifted by a Coulomb impulse ( l't ) , this is then modi-
~ 

fied by a Coulomb phase space distortion factor (D( p ) ) 

3 3 Where ~ 
0 

refers to the differential cross section (d ~ldp ) for 
+, ,- + 0 - ~ 

the production of " , " , " , respectively. The calculation of dp 

and D will be discussed in detail in chapter 6. They also include a 

nuclear temperature in their calculations. The use of this finite 
- + temperature removes the singularity in the n In ratio at the beam 

velocity which is predicted by some other models. For small values 

of the momentum (relative .to the charged center causing the Coulomb 

effect), the phase space distortion factor dominates and the"- cross 

section is much larger than the n + cross section, as seen in the 380 

HeVInucleon Ne data near the beam velocity. With these equations, 
- + . they were able to quantitatively reproduce the n In ratios observed 

in the first part of this experiment for 380 MeVInucleon Ne+NaF. For 

large momenta, the momentum shift dominates and (assuming the. cross 
.. + 

section decreases as the momentum· increases as in most models) the " 
.-

cross section is larger than the " cross section. This limit 

corresponds to the ~i~uatiori Bertsch41 discussed. In addition~ their 
+ calculations qualitatively reproduced the peak in the " spectrum at 

.9 
90 degrees in the center .of mass reported by Wolf et al. and Chiba 

~ al. 
10 

-Ko and Siemens 43 studied the production of negative pions from the 

target directly into bound atomic orbitals around the beam particle. 

The cross section for this process was estimated and found to be 

similar to, although probably less than, the observed cross sections. 

Unfortunately, the cross section is dominated by production in the ls 

orbital (n=principal quantum number=!, L=artgular momentum quantum 

number=O) and rapidly falls off as the n and L are increased. 

Because of the high capture probability for pions in the ls orbital 

(which has a large overlap with the nucleus), these pions would prob­

ably not be observed. They point out an interesting extension of 



20 

this experiment which would involve measurements of the pionic x-rays 

from transitions between the atomic orbitals in coincidence with the 

beam fragments. The cross section for such a process would, in their 

model, be greatly enhanced by collective transitions involving many 

neutrons in the target. 

B. Experimental Reasons to Continue the Experiments 

Although the peak in the w + spectrum (hole in the w spectrum) is 

easily understood as a Coulomb effect, this sharp structure was not 

anticipated. Previously mcaourcd pion spectra in· }leavy ion 
. 3-13 react1ons were relatively smooth. Because the spectra were 

expected to be smooth, the spectrometer was not designed for high 

resolution measurements. Furthermore, because the purpose of the 

first stage of the experiment was ·to measure pion production at 

threshold, the data for pions around the beam velocity was not as 

complete as it could have been. These experimental reasons, combined 

with the theoretical interest sparked by the results of the first 

stage of the experiment, made a finer spacing of points in the pion 

energy spectrUm and an angular distribution for pions around the peak 

seem desirable. Both data and theory suggested that detailed meas­

urement& of w- and w + differential cross sections could probe the 

dynamics 6£ charge density evolution' in heavy ion collisions. Furth­

ermore, it was clear that Coulomb effects were not always insignifi­

cant and that a better understanding of them was needed in order to 

make corrections for them in experiments studying more exotic 

processes. A device capable of measuring low energy lf+ and .,.- spec­

tra with essentially equal efficiency would be uniquely useful for 

this purpose. In order to make these more comprehensive and higher 

resolution measurements of the pion spectra around the beam velocity, 

the detection system employed in the first part of the experiment was 

improved by using two 3-plane multi-wire proportional counters, one 

near the focal plane of the ·spectrometer and one behind it. . The 

pions were stopped in a large area 11-element plastic scintillation 

range telescope after passing through the wire chambers. Most of the 

rest of this thesis will be devoted to a discussion of the methods 
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used, the results of, and the interpretation of the results from this 

upgraded spectrometer. 
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CHAPTER 4 

Upgraded Spectrometer 

A. Stage-2 Apparatus 

As in the first stage of these experiments, all of the data from 

the second stage of the experiments were collected at the BEVALAC at_ 

the Lawrence Berkeley Laboratory. Beams of 20Ne with E/A from 280 to 
. 40 

655 MeV and Ar with E/A = 535 MeV were used. Targets used in one 

part of the expet·lwetlt or another were Be, C, N8F, KCl, Cu, u. Tar-
. . 2 2 

get thicknesses ranged fi·uw 0•4 to 2.2 gm/cm • with ·;:~hnut 1 im/cm . 
the most common thickness. Table 3 lists all of the beam and target 

combinations use.rl. 

A schematic diagram of the upgraded spectrometer is shown in fig­

ure 7. The configuration is similar to that .used in the first stage 

- ·-- -· _ ..... --
TABLE 3 

Summary of Some Experimental Parameters 

~eam/A Tat·get R.e&olution -
Beam accel- Center of 2 p" o- 6"9 era ted TaJNt gm/cm p 

MeV MeV/c MeV/c deg • 
•.. ·.-d 

Ne 300 280 c u.~6 116 2.!i 2.0 
281 NaF 0.60 116 2.5 2. 1 
:.!82 Cu 0.45 117 2.6 2.U. 

Ne 400 380 NaF 1.07 138 2.6 2.2 
382 Cu 0.91 139 2.7 2.6 
385 u 0.52 139 2.9 2. 7 

Ne 425 405 c 1. 12 .144 2:~ 2.5 
400 NaF 2.19 143 3.U 
407 u 1.92 144 3.8 4.8 

Ne 500 482 c 1.12 159 2.4 1. 9 
483 NaF 1.07 160 z.J 2.0 
485 Cu 0.91 160 2.2 2.3 
487 u 0.52 160 2.6 2.4 

Ar 557 533 c 0.56 169 2.3 1. 7 
534 KCl 0.50 170 2. 2 1. 8 ... 

'· 

Ne 670 654 Be 1. 17 192 3. 1 2. 1 
655 NaF 1. 07* 192 3.0 2. 2 

* Host data were taken with a 0.41 gm/cm2 target, but the higher 
·momentum data were taken with this thicker target. 
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· of the experiment. The same ·magnet and beam line were used in both 

cases. The position of the target inside the magnet was also simi­

lar. In place of the lead slits used to define the momenta o.f the 

particles in the earlier experiments, a multi-wire proportional· 

counter (MWPC) was placed on the focal plane of the spectrometer. A 

second MWPC, approximately at the outer edge of the magnet's coils, 

was followed by a stack of. 11 plastic scintillators which was capable 

of stopping pions with momen.ta up to 200 MeV/c. The two MWPCs were 

used to define the trajectories of the particles in the magnetic 

field. Because the first MWPC was on an approximate focal plane, the 

position at which the particle hit this wire chamber approximately 

gave the radius of curvature of the particle in the magnetic field 

(and. therefore its momentum). The second MWPC served ~o complete the 

definition of the particle's t;rajectory. The first two scintillators 

in the range telescope were thin (0. 64cm)· and were used to measure 

the rate of energy loss of the pa~ticles. The pions of interest were 

then stopped in one or another of the next eight elements of· the 

scintillator stack, which were from 2. 5 to · 3. 8 em thick. The last 

scintillator :in the stack was 1. 3 em thick and was used as ·a veto 

counter. 

The data were collected in three sets of runs. The configuration 

shown in figure 7 was used with the 300, 400, 500 MeV/nucleon Ne 

beams and the 557 MeV/riucleon Ar beam. The 425 MeV/nucleon Ne data 

were collected with the entire apparatus rotated 15 degrees from this 

configuration so that the spectrometer acceptance was centered at 15 

rather than 0 degrees. The 670 MeV/nucleon Ne data were collected 

with the magnet in the zero degree configuration shown in figure 7 

and with the magnet rotated to 30 degrees. The data from the two 

different angles were combined. The configuration of the range stack. 

was also different during the 670 MeV/nucleon runs. The first scin­

tillator was thinner. (0. 32 em instead of 0. 64 em ) , and a brass 

plate ( 8 gm/ em 2 thick) ·was inser.ted be.tween the la's.t stopping scin­

tillator and the veto counter. The first scintillator was thinner 

than it was in the other runs in order to measure lower energy pions. 

The brass plate was added in order to increase the maximum pion 
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momentum which could be measured by stopping pions between 200 and 

,300 MeV/c. These pions would have triggered the veto counter if the 

brass plate had not 'stopped them. For· many of the beam and target 

combinations used, data were collected with several different field 

settings on the magnet. The data from these separate fields were 

combined to give the final results. 

For each event which caused an event trigger, the addresses of all 

wires which were hit and the pulse heights (ADCs) and timing signals 

(TDCs) from each element of the scintillator stack were recordeg .on 

magnetic tape. The event trigger consisted of two parts. Th~ fir&t 

part came from the MWPCs and. was called the "fast out". This signal 

wa5 geueraL~u fur each event in which at least one wire in both MWPCs. 

was triggered. The second part of the event trigger came from the 

scintillators in the range stack. This signal was called "S" and was 

generated by a coincidence of the first thrPP scintillator3 in the 

range stack and the· "gate". The "gate" was set up to allow ns" sig­

nals to occur only when the computer was not busy reading out a pre-

vious event and the beam was on. When there was a coincidence 

between "fast out" and "S", an event trigger was generated. The 4 

system, developed at LAMPF in Los Alamos, was used to control the 

data acquisition. This system ran on a PDP 11/45 and used a micro­

computer interface (an MBD-11) to read the data from 'each event from 

a palL of CAt-lAC crates. The computer system also provided on-line 

analysis of a sample of the data as it was collected. 

B. Data Analysis Stage 1. 

A field map of all three components of the magnetic field of the 

spectrometer magnet was mP.~~ured. in order to calculate pion orbits in 

the magnet and thus find the positions at which these orbits would 

·cross the MWPC planes. A Monte Carlo program was ·used to generate 

the starting parameters of the trajectories. A least squares fit was 

then made which provided the radius of curvature (P), the angle (9), · 

and the vertical position of the particle at the target (z
0

) as a 

Chebyshev polynomial function of the wire chamber hit positions. The 

fitting method is described by Alder ~ al. 
54

• Energy loss of the 

•. 
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pions in air and the MWPCs was included in the orbit calculations, so 

this small correction was included in the algorithm used to calculate 

p, 9, and z0• 

For each event on magnetic tape, the addresses of the MWPC wires 

which fired were used to find the trajectory of the particle. If. a 

single trajectory was found, the algorithm described above was used 

to calculate P,_~, and z
0 

for the particle. Some events c: 20%) were 

rejected because the calculated quantities indicated that the parti­

cle did not originate at the target. Monte Carlo calculations indi­

cated that many muons from decay in flight of pions fell into this 

category, although this did not account for all of the rejected 

events. Background events from reactions of the beam with the air in 

the spectrometer and with other material in the beam line (both 

upstream and downstream) are the most reasonable explanation for the 

rest of these bad events. For those events which appeared to have· 

originated at the target, momentum-dependent cuts on the energy loss 

in the first and second scintillators and on the range of the parti­

cle in the scintillator stack were then used to identify ·pions. 

Protons in the momentum range studied were of such low energies 

that they were not able to pass through the first two scintillators 

and therefore did not generate event triggers. Protons which· did 

not come from the target (i.e. background) and still passed the tar­

get traceback cut described above could be clearly separated from 

pions in most cases by the combined~ and range cuts. Furthermore, 

corrections due to protons which were not associated-with the target 

should be included in the blank target subtraction. 

The arguments against any significant electron contamination in 

the results are similar to those against protons. The difference is 

that electrons which came from the target would be able to cause 

event triggers. However, in the momentum region studied, the range 

of an electron with the same momentum as a pion is much longer than 

that of the pion· and the ~ signals are generally less. Because the 

product~on cross sections for high energy electrons which coul~ co~-
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taminate the data are much smaller than ·the pion cross sections, the 

most significant source of high energy electrons is probably the 

conversion (in the_ target) ot' high energy gamma rays from n° decay 
0 +-.(i.e. n ~ 2Y , Y ·~ e e ). If. this is true, then the electron. 

background should be greater for heavier. and/or thicker targets since 

higher Z nuclei are more efficient at gamma ray conversion. This 

effect, at least qualitatively, was observed in the data. However, 

even when many electron events do occur, they are easily separated 

from the pions so the electron .contamination of the present results 

should be negligible. 

Muons were· not separated from the pions as clearly as other parti-

cles. The ~roso sectioiH:i for muon product ion are not ~ign1f1cant 

compared to the pion production cross sections. The major source of 

muon contamination is from the decay of Pions. ThPse ev&nto ar~ noL 

as cleanly separated from pions as the other events since most of 

these n ~ p decays occur after the pions have left the target. As a 

result, the momentum (which is calculated by assuming that the parti­

cle originated . at the target) is generally incorrect. Many muons 

fail the target traceback cuts. For those that pass this cut, most 

are rejected by the dE/dx ~nd range cut~. A Monte Carlo calculation 

of the muons which pass all of the cut~ 1ndi r.<~ ted. that less thau 3~; 

of the "good" events wP.r~ actually muons. 

c. Acc~ptance and Efficiency Calculations 

The acceptance and efficienry of ~he opectrom~t~r wer~ -calculated 

.with the same Monte Ca~lo progrRm ~i wac uocd ~o ~eu~rate ev~nts for 

the polynomial fits.. Pion events were generated with a uniform di.s­

tribution in momentum space, and a Gaussian beam ~pot appr.~ximately 

the same size as the actual beam spots was assumed. Pions were 

allowed to decay into muons while going through the spectrometer 

(with the appropriate half-life). If a decay did occur; the muon. was 

followed through the spectrometer. When t"tie c"alc·ulated orbit of a 

pion or muon passed through both MWPCs and then hit the first scin­

tillator in tpe· range stack, a multiple-scattering, energy loss code 

was used to follow the particle through the scin-tillator stack. 
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Pions were allowed to react with carbon nuclei in the scintillators 

using the same analytic approximations to the nc total cross sec-
45 

tions as were used in the first stage of the. experiment. The rest 

of the treatment of the pions reactions differed from the earlier 

analysis. 

The new analys.is was not as. complete as the old analysis in one 

sense -- it did not include the reactions of pions with protons in 

the scintillators or with the air. These ·factors were omitted 

because they are smaller corrections than the nC reaction correction 

and because the omission would save computing time. Computing time 

is saved for several reasons. First, it was saved since it· was not 

necessary to calculate the reaction probability for each step in the 

integration of the trajectory through the magnetic field. Computing 

time was also saved by ignoring the reactions of pions with the pro­

tons in the scintillators. The most .important reason that this was 

necessary is that the reaction probability of pions with. protons is a 
+ -factor of three different for " and n • In order to calculate both 

corrections, a ·separate calculation for each "pion charge would have 

been needed. Because the amount of computing time consumed by the 

Monte Carlo a,cceptance . calculations was already very large (: 3 
-

months of CPU time on a VAX 11/780), it was not reasonable to do 

separate calculations for the "two pion charges. The error introduced 

by these approximations is small and will be discussed further in the 

section below which deals with the norma~ization. 

In most respects the newer treatment of pion reactions was more 

complete than the older treatment -- if a pion reacted with a nucleus 

in the scintillator stack, it was not automatically assumed to be 

re.iected by the: analysis as was previously assumed. Instead, an 

effort was made to continue following the path of the pion. Tci do 

this, the total we reaction cross section was divided into three 

parts. These parts, and the associated percentages of the total 

cross section were elastic (39%), inelastic_w,w' (31%), and absorp­

tion (30%). The formula used to calculate the total nC reaction 

cross sections 45 fs described in. appendix A. The agreement between 
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the formula and some of the available data 46- 50 is shown in figure 2. 

As explained in chapter 2 and appendix A, this cross section formula 

diverges as the pion momentum approaches zero. In the analysis of 

the data from the lead slit spectrometer the formula was extrapolated 

to zero.as shown by the dashed line in figure 2. In the analysis of 

the data. from the upgraded spectrometer, this correction was (inad­

vertently) omitted. However, because the Monte Carlo program con­

sidered the pions to have stopped ~hen their kinetic energies were 

reduced to 0. 5 MeV (mome.ntum = 11· 8 MeV I c) , the ~egion where the cal­

culated. cross section became very large was never reached. The pro­

bability of a pion reaction between 50 MeV/c and 11.8 MeV/c, the 

region where the formula ~as too large, is less than 0. 5%, so this 

error did not effect the results significan~ly. 

The elastic scattering cross section was assumed to be 39% of the 
' ' 49 55 56 

total cross section. Some measured ratios ' ' of the elastic 

scattering cross sections to the total cross section are summarized 

in table 4. The data, which show no signific.ant variation for pion 

momenta between 128 and 310 MeV/c, are consistent with the 39% ratio 

which was used in the analysis. The elastic scattering angular dis­

tribution was assumed to be a Gaussian function of the center of mass 

scattering angle. Specifically, the function used was 

[~]eM= crP.~ exp [ -9~r./(2w~) 
2nw

9 

4.1 

The total elastic scattering cross section iR !tel and w
9 

is the stan·· 

dard deviation, which was assumed to be 0. 3 radian (17. 2 ·degrees). 

TABLE 4 
prJ R(slastic} Reference 

MeV/c total 

128 0.38 Moinester et al. (ref 49) 

156 0.40±0.06 Crozen et al. ( r.e.f 55) 
179 o. :n~o. o4 II --
219 0.37±0.02 Binon ~ al. (ref 56) 
254 0.37±0.02 II 

287 0.37±0.02 II 

310 0.37±0.02 II 
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This function was normalized such that 

cT 1 " 
= ~ \ sin9d9 

w2 '6 
9 

- crel 00 
· 2 2 

- - 2 \ 9d9 exp [-9 I (2w9 ) ] = ere! 
w9 '6 

where the approximation that only small values of 9 contribute signi­

ficantly to the- cross section has been used in the last step. In 

that case sin9 : 9 and the upper limit of _the integral can be changed 

from n to oo. Figure 8 compares this function with the data of Binon 
56 et al. for pions with momenta of 220 MeVIc. The agreement is rea-

sonable in the regions where the cross section is large. The general 

shape of the elastic scattering angular distribution is similar for 
. 48-50 56-60-

pion momenta between 100 and 400 MeVIc ' • The depth of the 

slight minimum se~n in the 220 MeVIc data near 9C~ = 65 degrees is 

generally greater and its location varies with pion momentum. 

The inelastic nC cross section was divided into 2 . parts. The 

first involves n,n' reactions and the other part consists of pion 

absorption. The sum of these two parts was assumed to make up 61% of 

the total cross section. 

in table 4 ( R(inelastic) 
total 

consistent with the data. 

This can be compared to the data summarized 

1-R(elastic) ) ·which shows that this is 
total 

The inelastic n·,n' cross section is assumed to make up 31% of the 

total cross section· and pion absorption is assumed to make up 30% "of 

the total cross section. This division of the inelastic cross sec-

tion is consistent_ with the measurements of absorption of 231 MeV/c 

positive pions by carbon reported 
61 . . 

by Bellotti ~ al. and with the 
+ n and n 

60 
al. for 225 MeV I c absorption data reported by Navon ~ 

pions. Both sets. of authors report at 50% of the inelastic cross 

section consisted of pion absorption. 
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The assumed form of the inelastic double differential cross sec~ 

tion was 

l-d2d" J = ~ 0. 31o-tot 

dEdJl CM /J..E 2rrw2 . 
e 

for T - AE < T ' < T 
" L.l; " " 

and 

[d~~L co 
for T outside the range specified above. The vari~bles ahnvP ~rP n. 

0.3ld"tot. = total n,n' inelastic cross section 

Tn = initial CM kinetic energy of the pion 

T ' = final CM kinetic energy ot the pion 

" 
/:,.E c 12 MeV [ ISOT~eV J 

and the other symbols are defined as in equation 4.1. In other 

words, the CM angular distribution was assumed to be independent of 

the pion energy and to be the same as the angular distribution for 

elastic scattering. An equal probability of any .CM ·energy loss 

between 0 and /i.E, whP.rP. /1E ;;; 12 MeV for 150 HeV pions was assumed. 

This differential cross section does not agree with the data as well 

as the assumed form for the elastic scattering cross section does. 

The energy loss distribution is not flat as was assumed, but has a 

relatively complicated structure48 , 56 , 59 including a peak correspond­

ing to the. excitatioq a of 4. 44 MPV lP.V~l in tho carbon nucleu5• 

However, the cross sections decrease rapidly with excitation energy. 

The data analyzed with the assumed form of the cross secti.on should 

not be sensitive to details of the energy loss distribution. The 

angular distribution for inelastic n,n' reactions was not the same as 

for elastic scattering. Like elastic scattering, it. is generally 

forward peaked. This forward peaking increases as the pion (lab) 

momentum is reduced from :250 HeV/c -- which corresponds to the 

entire region of the data reported here. 
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In summary, a relatively detailed treatment of pion reactions with 

carbon nuclei was used in the newer analysis •. Reactions with nuclei 

other than· C were ignored,· but this should not introduce a large 

error. · The uncertainties· in the final results introduced by these 

methods will be discussed in the section on the overall normaliza­

tion. The magnitudes of the total "C reaction cross sections and of 

the three parts it was divided into (elastic ; inelastic "~"' 

absorption) which we~e used in this analysis are consistent with the 

data. The assumed shapes of the differential cross sections are 

similar to the data. The final results of this experiment should not 

be sensitive to ·the exact shapes of the differential cross sections. 

For each Monte Carlo event, the MWPC wires which would be expected 

to fire were calculated from the positions where the orbits of the 

particles crossed the planes of the wires chamber. A probability 

distribution taken from the analysis of the real data was used to 

decide how many adjacent wires would fire in each MWPC plane.. This 

probability distribution included the· possibility that the plane 

would misfire. Table 6 shows the probability distribution used. for 

some of the runs. Any wire which was not working during the ~ctual 

experiment was then removed from this list of wires which would fire• 

The table above gives zero probability of no wires fi~ing in some of 

the planes. This does not mean that the plane never misfired, but 

that the number of times the plane misfired could be explained by the 

wires which were not working during the experiment. This procedure 

allowed· the . wire chamber efficiency to be incorporated into the 

acceptance calculation. 

Table 6 

Expected Number of Wires for each MWPC Plane 

Plane II 0 wires 1 wire 2 wires 3 wires 4 wires 5+ wires 

1 0.2% 62.6% 33.1% 2.4% o. 7% 1.1% 
2 0.0% 50.1% 39.7% 8.0% 1. 1% 1.1% 
3 0.0% 83.6% 13.6% 1.2% 0.6% 1.0% 
4 3.3% 89.6% 5.3% 0.8% 0.4% 0.6% 
5 o.o% 50.3% 40.1% 8~0% 1.4% 0.3% 
6 0.6% 63.1% 31.5% 3-6% 0.6% 0-6% 
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The Monte Carlo method was not completely successful in calculat­

ing the MWPC efficiency. It consistently overestim:ited the effi­

ciency of the wire chamber. The method for deciding how many wires 

in each plane would fire assumed that the probability for each plane 

was independent. Because it was still possible to analyze events 

where only one MWPC plane misfired and the probability of two planes 

misfiring simultaneously was small, very few Monte Carlo events did 

not fire enough wires to be analyzed. The calculated distribution of 

the number of adjacent wires which would fire was consistent with the 

data, but there were more events in ~Qe real datR with mor~ than one 

plane mistiring simultaneously. This suggests that there was some 

correlation between a misfire in one plane and in another. A possi­

ble explanation for this is that the wire chambers are less efficient 

for lightly ionizing particles and, for these particles, the proba-

. bility of many planes misfiring is larger. In the final analysis, a 

correction of the difference in the efficiency calculated by the 

Monte Carlo analysis and the efficiency seen in the real data was 

applied to the overall normalization. The correction was about 5%. 

Although the Monte Carlo analysis did not · totaliy reproc'hu·P the 

observed wire chamber efficiency, it should approximate some·of the 

momentum and angle dependent parts of the efficiency by specifically 

including the wires which did not work. In general, a group of bad 

wires will affect some parts of the acceptance more than ~ther$ 

this is at least approximately included in the present analysis. 

From the calculated energy .loss of the particle.s in each scintil­

lator, the expected ADC signals were calculated. Using this, along 

with the MWPC wires which would fire, a set of simulated event data 

were created. 

the real data. 

These ·data were then analy~ed in the. same mannliu; as 

The analysis of the Monte Carlo events, which included events in 

which " ~ p decays and rYC reactions would oc·cur, therefore incor­

porated into ·the acceptance calculations corrections for events lost 

due to decay in flight of pions and pion reactions with carbon nuclei 

in the scintillators. Only those Monte Carlo events which would have 
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caused an event trigger were analyzed. To summarize the efficiency 

of the system, the .events were divided into three categories. The 

categories were pions which neither decayed into muons nor reac.ted, 

pions which reacted, and pions which decayed into muons. As an exam­

ple, table 7 summarizes the efficiency of the spectrometer .and 

analysis system for these three types of events for the configuration 

used with the 300, 400, 500 MeV/nucleon Ne beams and the 557 

MeV/nucleon Ar beam. The magnetic fieid settings listed in the table 

were the most commonly used values. In table 7, "% of total" ref~rs 

to the fraction of the total event triggers caused by particles in 

the category ·and "% good" refers to the fraction of that type of 

event which were considered good events. In other words, "% good" 

refers to the efficiency of the spectrometer. and the analysis for 

that type of event. Notic·e that the sum of the percentages of each 

type of event is 101% for the 11.65 KG field, this is due to rounding 

errors. The muon contamination, or the fraction of the "good"- events 

which were muons, is given in the last column of table 7. The true 

muon contamination may be slightly larger than this because Monte 

Carlo events were only generated over a finite range of momenta and 

angles. Muons from the decay of pions outside this range may have 

contributed to the muon contamination of the data, but the total con­

tamination should be less ·than about 3%· As shown by table 7 '· the 

system was less than 100% efficient even for· pions. which neither 

reacted nor decayed in flight. This was due to the combined effects 

of multiple scattering, wire chamber inefficiency, small misalign­

ments of the scintillators, and inefficiencies in the analysis 

TABLE 7 

Summary of Monte Carlo Analysis 

' 
B pions which did pions which muons 

field pot react reacted 
con.fami-

KG % of % % of % %of % nation 
total good total good total good 

11.65 83% 91% 8% 70% 10% 14% 1.7% 
13.4 78% 93% 13% 66% 9% 17% 2.0% 
15. 1 74% 87% 18% 55% 8% 14% 1.6% 
16. 1 70% 81% 22% 50% 8% 12% 1.5% 



34 

programs. 

Since the Monte Carlo events were generated with a probability 
3 proportional to dp (the momentum space volume), dividing· the number 

of real data events in each bin corrected for blank target background 

by the corresponding number of Monte Carlo events gives the differen-
3 . 3 

tial cross section d qjdp except for the overall factor which con-

verts the relative yield into the cross ~ection. The cross section 

so determined includes corrections due to " ~ p decay, wire chamber 

inefficiency, n reactions with C nuclei in the scintillators, 

multiple-Coulomb scattering in the scintillators, effects due to the 

finite size of the beam. spot, and any ineffic.iencies in. the a~alysis 

programs. The statistical uncertainties associated with the Monte . . 

Carlo events were never larger than 5% and have been included in the 

quoted statistical errors. 

D. Normalization 

With the upgraded spectrometer, as with the lead slit spectrome­

ter, the beam intensity was monitored with an Ar/C0 2 ion chamber 13 

meters upstream from the target. The ion chamber was not re-

calibrated. For the beam energies at which a calibration from the 

earlier runs was not available, the calibration from a nearby energy 

TABLE 8 

Normalization and Correction Factors and Their Uncertainties __ ,.......__;._ 

Factor Typical Value Estimated Uncertainty 

Beam intensity 7 10 /pulse ±25% 

· Computer dead time 20% ±5% 

MWPC inefficiency 5-10% ±3% 

Target traceback 20% ±6% 

dE/dx cuts 5-10% ±3% 

Kange cuts 15-40% ±10% 

Spectrometer acceptance ±10% 

Overall uncertainty ±30% 
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was scaled to the necessary beam energy using the ratio of dE/dx in 

argon for the two beams. Using the ion chamber, the total number of 

beam particles was found a~d the cross section values were normal-

ized. The uncertainty in the absolute normalization is about 30%. 

The factors contributing to this uncertainty are listed in table 8. 

Secondary reactions of pions and of the beam in· the target and 

effects due to neutrons from the capture of stop.ped negative pions by 

nuclei in the scintillator stack were neglected. The correction due 
+ - . . 

to secondary reactions would increase the " and " cross sections by 

less than 3%. The correction due to stopped negative pions would 

increase the " cross sections by less than 10%. Reactions of pions 

with air and with the protons in the scintillators were also 

neglected. These corrections would increase the cross sections by 

less than. 5%. 

A comparison of the normalization of the data which appears here 

with data from other groups and the·. consistency of some of the dif-. . 

ferent data sets among themselves will be discussed in chapfer 5. 

Table 12 (in chapter 5) summarizes these relative normalizations. 

All of the disagreements between the normalizations of the results 

presented here and those of other groups are within the combined 

uncertainties qf the normalizations which are compared. 

E. Resolution 

In comparing· cross sections with sharp structure one must take 

experimental resolution into ·account. The beam velocity peaks and 

valleys of the data have widths larger than the resolution, but 

effects due to the resolution cannot be ignored. This effect was 

treated by folding the calculated resolution function into the 

theoretically calculated cross sections, as described in appendix D. 

Factors contributing to the resolution were the size of the beam 

spot; the spatial resolution of the MWPC's; multiple Coulomb scatter­

ing in the target, air, and the MWPC's; the size of the data bins; 

and the uncertainty introduced by the use nf the polynomial fit used· 

to calculate the momenta of the particles. The combined 
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TABLE 9 

.. 
Factors Contributing to Resolution 

380 MeV/A + NaF -+ n , p = 132 MeV/c , Ne 9 = 0 
" 

{. 

Contribution to: 
Factor cS (MeV/c) a-.· (deg.) p 9 

Size of beam spot 
+MWPC resolution 
+Polynomial fit 2.24 0.51 

Ener~y loss/Multiple scattering 
in t e target L 17 1.38 

Multiple scattering in 
air and the MWPCs 0.78 0.56 

Beam Divergence -- 1.ou 
Bin size 1.13 1.15 

-· 

TOTAL 2.88 2.19 

contributions of the size of the beam spot, the spatial resolution of 

the MWPCs ,_·and the polynomial fit used to calculate the momenta and 

angles to the. resolution. were determined by the analysis of the Monte _ 

Carlo events.. ,The contributions of energ:)" loss. in the target to the 

momentum resolution and .. of the size . of the data bins to the· 

momentum/afigtilar resolution were calculated by finding the rms devia­

tion trom the momentum at the.· center. of the target or the 

momentum/angle at the center of the data bin, respectively. The 

effects of multiple scattering in the target were calculated assuming 

that the pion originated at the center of the target. The divergence 

of the beam was l;!!lltimated. not measurP.c!. All cnntribution& to tho 

resolution were then combined quadratically to get the overall reso­

lution. In general, the size of the beam spot, which is included in 

the part of the resolution calculated_ by the ~onte Carlo analysis, 

made the largest contribution .to the momentum resolution, and multi­

ple scattering in the target made the largest contribution to the 

angular resolution. An example, which breaks down the various con-

_tributions to the resolution, is shown in table 9. The case chosen 

was Ne + NaF atE/A,= 380 MeV and a pion momentum near the beam velo-

city. This represents neither the best nqr the worst resolution 
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obtained in these experiments. Table, 3 summarizes the resolution for 

all of the beam and target combinations reported here for pions at 

the beam velocity. The momentum and angular resolution given in 

table 3 correspond to ~p and 9
0 

which are defined in appendix D. 

Due to uncertainties in the absolute magnitude of the magnetic 

field used during the experiment and the position of the beam spot on 

the target, there is an additional 1. 5% ·uncertainty in the magnitude 

of the momentum. The beam ranges were measured with aluminum and/or 

copper wedges and Polaroid film, and the beam energies were .calcu-
. . 44 

lated from the ranges • All .beam and ·pion energies given for the 

upgraded spectrometer are values at the center of the target. 
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CHAPTER 5 

Results from the Upgraded Spectrometer 

A. Summary of Results 

The peak in the rr spectrum near the beam velocity and the 
+ corresponding hole in the rr spectrum which were seen with the lead 

slit spectrometer were confirmed with the upgraded spectrometer for 

the :400 MeV per nucleon Ne b.eam. These features of the projectile 

Velocity pion Spectra Were alSO seen for all Of the Other heAm Rnrf 

target combinati.ons studied. Figures 10-15 show cuts through the 

peak in the" ... spectra and the hole in the "+spectra for each of the· 

nearly~equal-mass projectile-target combinations studied with the 

upgraded spectrometer. The vertical error bars are statistical. The 

horizontal error bars on the graphs of the cross section vs. angle 

show the angular resolution (~9 ) and, on the graphs of cross section 

vs. momentum, show the momentum resolution (~ ) • The values of a-
p p 

and a-
9 

for all projectile-target combinations are summarized in table 

3 and defined in appendix n. The solid curves are least squares fits 

to the data.based on Gyulassy and Kauffmann's 42 theoretical expres-

. sions. These solid curves have had the resolution of the spectrome­

ter folded into them using the method described in appendix D. The 

dashed curves are the same functions before folding with the resolu­

tion and the dotted curves are· the fits to the pion spectra in the 

absence of Coulomb effects. Figures 16-32 show the data for all 

projectile-target combinations studied as plots of Lorentz invariant 

cross section vs. lab momentum at fixed lab angles from 0 degrees up 

to the maximum angle measured in each case. As in figures 10-15, the 

vertical error bars are statistical and the solid curves are least 

squares tits With the experimental resolution folded in. Tables of 

all data are given in appendix E. 

In order to provide a better overview of the data, perspective 

views of the three dimensional surface defined by the data and con­

tour plots describing the same surfaces are shown iri figures 33-42 

for each nearly-equal-mass projectile-target combination except for 

400 MeV per nucleon Ne+NaF. The 400 MeV data were omitted because 



39 

the beam energy is so close to 380 MeV per nucleon (for which a plot 

was made) and. because the resolution is worse (due to a thicker tar­

get) than it is for the 380 MeV data.. The plots are of the Lorentz 
. -1 . 

invariant cross section as a function of r·apidity (y":'tanh p II). . and 

perpendicular momentum in units of the pion mass (p l/m"c). : These 

perspective and contour plots were drawn by a set of computer rou-
62 

tines • Only the labels on the original plots were modified. All 

data points wer.e weighted equally in making these plots. Because the 

statistical uncertainties were not used to produce the plots and are 

not displayed o~ them, caution is necessary' when drawing conclusions 

based on these figures alone. They should be used along with th~ two 

dimensional graphs which show the statistical uncertainties. 

Two. figures are shown for each case in· which these plots were 

made. First, a perspective representation of the surface defined by 

the data, along with .a contour "key" to the surface, is show. The 

contour "key" is a contour plot of the data plotted with the same 

orientation of the.axes as the perspective plot. The direction from 

which the surface is viewed in these perspective plots is not the 

same in all cases because the direc.tion which provides the best view 

·is not. always same. The n data are all viewed from the same per-
+ spective angle, .but the n are viewed from two different perspective 

angles (both of which differ from the. angle used for n ~). The n + 

data for beam energies per nucleon .less than 400 MeV have been viewed 

from one angle and the data for higher beam energies have been viewed 

from a second angle. 

In addition to the perspective representations of the data and the 

associated contour "keys", contour plots with a more standard orien-

tation of th~ axes were drawn. It is simpler to compare the dif-

ferent data sets with these contour _plots since the orientation of · 

the axes is the same in each case. .The interval between the contour 

lines in the contour plots was chosen to correspond to approximately 

twice the (one standard de_viation) statistical uncertainty on the_ 

data. points. Because these uncertainties vary from point to point, 

. it is not possible tu do this exactly. The choice of the contour 
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intervals was . particularly complicated .in some cases where several 

data sets taken with different settings of the field on the spectrom­

eter magnet were combined. In some of these cases the statistical 

uncertainties in one region of momentum and angle are significantly 

different from those iri another region. The data for Ne+NaF at 

E/A=655 MeV provide an especially good example of this •. On figure 15 

a sudden change in the size of the error bars can be seen on the 
+ graph of cross section vs. momentum for n and on the graph of cross 

section vs. angle for n-. In all cases the contour interval was 

chosen to be larger than the ·statistical uncertainty on any data 

point. 

For all pruj~~.:L1le-tatget combinations in which boom vlllogity 

pions were studied, a peak in the n':"" differential cross section (and 
- + in thlil n /n r:=~tin) was observed sliahtly lower t·h~n the velocity of 

the incident beam. · The shifts of the peak from the momentum associ­

ated with the beam velocity tended to decrease as the beam energy 

increased, but the changes were within the experimental uncertain­

ties. The uncertainty in the. absolute value of the momentum was 1.5% 

of the' pion's lab momentum, ~hich translates into an uncertainty of 

roughly 2 MeV/c in the values of the. momentum shift. For the Ar 

beam, this pion momentum shift was 2. O:H. 7 M~V/e. 1n the rest frame of 

the incident beam. When the 634 MeV per nucleon Ne+Be data are omit­

ted, the corresponding shift for Ne is 3. 2±2. 0 MeV/c. The shift for 

Ne+Be is 7. 2 MeV/c, which is much different from the shift observed· 

in all other cases. The reason for this difference is unclear, but 

an experimental difficulty encountered while collecting the 655 MeV 

per nucleon Ne data at beam velocity should be noted. After the beam 

had been tuned and the location of the beam spot had been checked, 

but before any of the data were collec'ted, a modification (by the 

Bevatron opera.tors) which caused the beam spot to move by :1 em was 

made. This change was discovered after the Ne+NaF ~ n data at beam 

velocity were taken, but before any other data were collected. 

Before continuing the runs, the beam was retuned. ·A correction to 

the Ne+NaF ~ n data which were taken during this period was made, 

so there should not be any difference between the NaF and Be'data due 
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to this problem. However the larg~ difference between the downshift 

seen for Be ·and .that seen for NaF, should be viewed with caution, 

since the beam. was retuned between the two runs. :. The depression in 
+ the " cross section near the beam velocity is broade·r than the 

corresponding " peak but has approximately the same downshift as 

does the " peak. 

Table 10 gives the half widths, ri/2, of the peaks in the " spec­

tra and the _pion momentum shifts for each of the projectile-target 

combinations in the projectile velocity reference frame. The widths 

are defined as the half widths at half maximum, measured above a 

smoot·h background. The smooth background was defined by the. source 

function which is_ described in chapter 6 (see eq. 6.14). The resolu­

tion of the spectrometer had· be~nsubtracted in quadrature from these 

widths. The 405 MeV pe,~ nucleon Ne+C and the 407 MeV per nucleon 

Ne+U data have b.een omitted from table 10· because pions at the beam 

velocity· were not measured although the· data· include pions very 

close to the b'eam velocity. In table 10 the widths of the peaks are 

.. TABLE 10 

Widths and Momentum Downshifts 
of the Peaks in the "-· Spectra 

E 
beam 

/A Beam Target dpll r
11

12 r 12 
1· 

MeV/c l1eV/c MeV/c 

280 Ne c 3.0 7 10 
281 Ne NaF z·!> 8 10 
282 Ne Cu .o 9 13 

380 Ne NaF 3. 5 9 8 
382 Ne Cu 3.5 11 11 
385 Ne u 3.5 12 10 .. 

400 Ne NaF 3.5 n 9 

482 Ne c 3. 0 8 10. 
483 Ne Nat' 3.0 8 . 10 
485 Ne Cu 2.5 9 10 
487 Ne u 2.5 13 13 

533 Ar C' 2.5 5 7 
534 Ar KCl 1. 5 6 n 
654 Ne Be 7. 2 10 18 
655 Ne NaF . 2. 1 6 8 
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expressed in terms. of parallel and perpendicular momentum; if they . . 

has been defined in terms of pion k~netic energies in the beam velo~ 

city reference frame, the full widths at half maximum would generally 

be less than 1 MeV. 

B. Comparison of Stage-.!. Data ~ Stage-2 Data 

For the : 380 MeV per nucleon Ne beam data were taken with both 

the lead slit spectrometer (the "stage-1" data) and the upgraded 

spectrometer (the' "stage-2" data) for NaF, Cu, and U targets. The 

shapes of the spectra seen with the two different spectrometer confi~ 

gurations are in reasonable agreement, but the normalizations do not 

agree. The cross ~ections from the lead slit spectrometer are con­

sistently higher tha~ those from the upgraded spectrometer. The data 

sets are compared in figures 43-45 and the ratios are summarized in 

table 11. ·The average ratio is 1.7. This difference is consistent 
. ' ' 

with the factor of 2 uncertainty in the overall normalization of the 

stage-1 data and the 30% uncertainty in the normalization of the 

stage-2 data. 

c. Comparison of Stage-2 Data with Data from Other Groups 

Some of the data from the upgraded spectrometer overlap the data 
11 of Nakai et ~ • Specifically, the data for Ne + · C and Ne + NaF 

-+ "+ at E/A = 400 MeV c4n be compared. A& demonstrated by figurco 

46 and 47, the ratio of the present data to Nakai~ al's data is 1.2 

TABLE 11 

Ratio of Sta~~-1 to Stage-2 Normalization 
: 38 MeV/nucleon Ne Data 

Target Pion R!'lt.i.n 
Charge 

NaF ..; 1. 6 
+ 2.0 

Cu - 1. 8 
+ 1. 8 

u - 1. 4 
+ 1.4 

\ 
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for Ne + NaF -+ "+and 0.9 for Ne + C -+ w+. To get these ratios the 

data from the beam which was 425 MeV per· nucleon when extracted from 

the Bevatron were used. At the center of the target this beam was · 
. . . 

degraded to 400 MeV per nucleon for the NaF target and 405 MeV ·for c. 
Nakai et al. give their beam e.nergy as 400 MeV per nucleon, ·but tha·t 

is probably the energy ·when extracted ·from the Bevatron, · in which 

case the present : 380 MeV pe'r nucleon data sho~ld be compared- to it.: 

Unfortunately, the-~e 380 MeV per nucleon data do not e~t(md ou.t to 30 

degrees. The ratio of the present 400 MeV per nucleon Ne + NaF -+n+ 

data to the 380 MeV per nucleon ·data is i.1 ~hen· averaged over all· 

data from 8 to· 20 degrees. The data at smaller angles were omit~ed 

from the average because they are more strongly influenced by the 
+ hole in ~he projectile velocity " spectrum. If the 400 MeV per 

nucleon Ne data are used to extrapolate the 380 MeV per nucleon out 
·+ to .30 degrees,· then the ratio of the 380 MeV per nucleon Ne+NaF-+ " 

data to the data of Nakai et al. is 1.3. These differences in nor­

malizations between the present 380 MeV and 400 l1eV per nucle.on · Ne 

data and the 400 MeV per nucleon Ne· data of Nakai· n al. are al.,l 

within the uncertain des on the overall normalizations ( 30%'' in each 

case) •. 

Some of the :400 MeV per nucleon Ne+NaF data from the upgraded 
13 63 

spectrometer also overlap some o~ the data of Nagamiya n al. ' 

for lab angles of 20 and 30 degrees. Figure 47 compares the two data 
. + 

s_ets for Ne+NaF ~ " at a lab angle of 30 degrees. This figure also 

TABLE 12 

Ratios of Other Normalizations to the 
Normalization of the Sta§e 2 data 

: 400 MeV per nucleon e beam 

Reference Target Pion 9 Ratio 
Charge (deg.) 

Nakai et al 
11 c + 30 0.9 -- NaF + 30 1. 3 . 

. . 13 63 
Nagamiya n al ' NaF + 30 1. 2 

NaF - 20 1.25 
NaF - 30 1. 2 --
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. 11 
shows the data of Nakai et al • The data from the upgraded spec-

trometer (labeled Sullivan ~- al) are from the beam which was 400 MeV 

per nucleon at the center of the target. The other data sets prob­

ably used a 400 MeV per nucleon beam at extraction from the Bevatron 

and may have had somewhat lower energy within the target. Figure 48 

compares the Ne+NaF ~ rr data from the upgraded spectrometer with 

the data of Nagamiya _!l al. at a la~ angle of 20 degrees.' Here, the 

data from the beams which were 380 and 400 MeV per nucleon at the 

center of the target can both be compared to Nagamiya· et al's data. 

There is no discernible difference between the 380 and 400 MeV data~ 

Finally, the 400 MeV per nucleon (center of target) data for Ne+NaF 

~rr at 30 degrees can be compared to the data of Nagamiya et al. 

This comparison ts made in figure 49. In general, there is no signi­

ficant difference in the shape of the data from Nagamiya ,!.! al. and 

the present results, but the normalization of their data is higher by 
11 

about 20%. The ratios of the normalization from Nakai ~ al. and 
13 63 Nagamiya _!l al. ' . to the normalization of the data from the 

upgraded spectrometer are summarized in table 12. In all of the 

cases listed in table 12 the normalization differences are within the 

combined uncertainties· on the ·overall normalizations (30% in each 

case). 
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CHAPTER 6 

Discussion of Results 

A. Beam Energy, Proje.ctile/Target Mass Dependence of Cross Sections 

The dependence of the pion production cross sections on the beam 

energy for various projectile/target combinations is· shown in figure 

50 for three different pion {lab) momenta. This upda-ted version of 

figure 7 combines the data taken with the lead slit spectrometer {the 

"stage 1" data)· and the data from the upgraded spectrometer (the 

"stage 2" data). As discussed earlier (chapter 5, section B), the 

normalizations of these two data sets do not agree. Therefore, the 

cross sections displayed in . figure 50 which were obtained with the 

lead slit spectrometer have been divided by 1.7. 

Each of the three sections of figure 50 shows the Lorentz invari­

ant cross section for pion production vs. the beam energy per nucleon 

in the (nucleon-nucleon) center of mass for some fixed pion momentum. 

For reference, the beam energy per nucleon in the lab is also given. 

In order to approximately remove the Coulomb effects, the geometric 
. 1/2 - + 

mean (<T = [<T+ <T_] ) of the " and " cross sections has bl;!en used 

in the figure. This figure demonstrates the main features. of the 

beam energy and projectile/target mass dependence of the data. The 

pion cross sections rapidly rise with increasing beam energy. The 

cross sections also. consistently increase as the mass of the target 
23 

is in:creased~ Figure 50 also compares the firestreak model (the 

dashed lines) for Ne+Ne to the data. As discussed in chapter 2, the 
.. 

firestreak model predicts pion cross sections which are consistently 

higher than the measured cross sections. The agreement between the 

Ne+NaF data in figure 50 and the firestreak model is best at the 

lowest beam energies. 

In chapter 2 the scaling of the pion cross sections with the tar­

get mass was discussed. The curves shown in figure 7 were compared 
2/3 . 

with an A dependence on the target mass.. As discussed then, the 

cross sections at the higher beam energies are consistent with the· 

A213 
dependence while the cross sections at lower beam energies are 
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not. It is clear that any geometric scaling law should depend in a 

symmetric manner on both the projectile and .the target mass. The 

geometric factors relevant to the cross sections for nucleons were 

discussed in chapter 2, but the expected dependence of the pion cross 

sections on geometric factors is more model-dependent and more com­

plicated. 

One reasonable method to estimate the dependence of the pion cross 

sections on the projectile and target mass is to follow the procedure 
64 . 

used by Sternheim and Silbar for pion production in proton-n1.1cleus 

collisions. They used the i~QDar model to finrl thP ~xpect~d depan~. 
+ 0 dence of the rt , " , and " cross sections on the target mass. By 

assuming the two-step process NN ~ N /).., then b.. ..;. Nrr, a simple 

evaluation of the appropriate Clebsch-Gordan coefficients gives the 

proportions of the three. pion charges expected from the various pos·­

sible combinations of neutron and proton collisions. For np and pp 

collisions they give these proportions as 

+ 5 
pp ~ nprt do- = "6do-iso 

0 1 
~ pprt d6" = -dct 6 iso 

+ 1 
np ~ nnrt d<.T = ""f2d<.Tiso 6. 2 

~ nprt 
0 1 

d<.T = "'Jd6""iso 

. ) pprt. ul1· ='bo· 12 iso 
where dO"i is the cross section for the production of pions (summed 

so 
over all pion charges) in pp collisions. By analogy to the pp case, 

the proportions of the three pion charges 1.n nPntT:"nn-n~utron colli­

sions is 

5 
nn ~ npn d!T = -d(f" 6 iso 

0 1 
~ nnW dd"' "" 6dctiso 

Next, the numbers of possible nn, np, and pp collisions must be 

counted. The geometric cross section for a neutron from the projec-
2 tile to react with the target is rrRt. The total geometric cross sec-

tion for neutrons to be knocked out of the projectile nucleus is just 
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the number of neutrons in the projectile times this geometric cross 
2 

section N nR • p t 
corresponding 

This cross section can be broken up into two parts, 

to neutrons whose first pion producing reaction is with 

a proton or a neutron from the target. Many of the possible 

nucleon-nucleon collisions will not produce pions, but this model 

only calculates the relative numbers of pions produced so this 

overall normalization factor can be ignored. This model also ignores 

the possibility that a nucleon which has already been involved in a 

pion producing coll~sion with another nucleon can be involved in the 

production of a .second pion. This is reasonable since the probabil­

ity of producing a pion is small and because in the energy range stu­

died here the energy loss .involved in making the pion will make this 

probability even smaller. The number of interactions of neutrons in 

the projectile with protons and neutrons in.the target should be·pro­

portional to 

nn interactions 

np inter.actions 

After also considering the interactions of protons from the projec­

tile plus protons and neutrons from the target, the number··af 

nucleon-nucleon pion producing collisions ~hould be prop~rtion~l-~o 

pp ·collisions 

nn collisions 

" [ ztz R2 
At p t 

+ .:e.z. R2] 
A t p 

p 

" l-~ R2 + ~tR2] At p t p p 

np collisions : n l~ R
2 + Ntz R

2 + ~ R2 + ~Z R
2 J A p t A p t A t p A t p 

t t p p 
Using these proportions of the various combinations of 

6.5 

6.6 

6. 7 

nucleon-

nucleon collisions and the proportions of the three pion charges 

expected to be produced, the following scaling laws for the three 

pion charges emerge •. 
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2 

y+ ~ 
wro 

(A-1/3 + A-1/3) (lOZ Z + Z N + N Z ) 
12 t p p t t p t p 

6.8 

2 

Yo~ 
wro 

(A-1/3 + A-1/3) ( 2Z Z +4Z N +4N Z +2N N ) 
12 t p p t t p t p p t 

2 

y ~ 

wro (A-1/3 + A-1/3) (lON N + Z N + N Z ) 
12 t p p t t p t p 

6.10 

In equations 6. 8-6. 10 the radii of the projectile and target have 
' 1/3 

been replaced by r 0A • 

Several tc3ta ean ·be applied to th~6~ 6ealing laws Lu make 1::1ure 

they are reasonable. If there are no neutrons in the projectile or 

the target (Nt=N =0), which means that only pp collisions are possi-
P - + 0 

ble, then the cross section for " production is zero and the " /w 

ratio is 5/1, as in elementary pp collisions (see equation 6. 1). A 

similar limit exists for Z =Z =0. If both the projectile and target 
p t 

have equal numbers of protons and neutrons, then equal cross sections 
+ 0 -for " , " , and " are predicted, as expected for this isospin sym-

metric case. These formulas also predict the same relative numbers 

of the various pion charges for the proton-nucleus case as given by 

S h i d Silbar64• F f h i f i tem e m an or re erence, t e geometr c actors n 

equations 6. 8-6.10 have been evaluated for all of the projectile­

target combinations studied here. The results are listed in table 13 

where r
0 

= 1.2 fm has been assumed. Although the scaling factors are 

given in barns, these numbers are actually just proportional to the 

TABLE 13 

Predicted Geometric Scaling of Pion Cross Sections 

- + Beam Target y+ y R{w /n) -
Ne Be 1.57 1.57 1.00 

c 2.19 2.19 1.00 
NaF 3.33 3.61 1.08 
Cu 8.25 9.53 1.16 
u 23. 1 33-9 1.47 

Ar - c 3.63 4.28 1.18 
KCl 8.88 11. 1 1.25 
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pion production cross sections, they must be multiplied by a beam­

energy-dependent factor related to the fraction of nucleon-nucleon 

interactions which actually produce pions. 

The measured differential pion production cross sections, which 

are shown in figure 50, do not scale with this scaling law. As dis­

cussed in chapter 2, this does not mean that the total cross sections 

do not agree with this model. The angular and energy distribu~.ions 

depend upon the projectile and target mass. It "is therefore of some 

interest. to compare _the target/projectile mass dependence predicted 

equations 6. 8-6. 10 to the integrated cross sections of Nagamiya et 
13 . . 

al • The cross sections in reference 13 were obtained by interpo-

lating and extrapolating the measured differential cross sections. 
- + 

Table 14. compares the " /" tot'al cross section ratio predicted by 

equations 6.8 and 6.10 with the data of Nagamiya ~ al. The measured 
- + " /" ratio is in ·all cases greater than or equal to the predicted 

value, but the uncertainty associated.with the experimental values is 

about 30%, so the differences may not be significant. 

' 

TABLE 14 

.Predicted vs. 
13 

- + Measured 

" /" Integrated Cross Section Ratios ,, 
' 

- + - + E/A R(" /" ) R(" /" ) . ; Reaction 
predicted measured (MeV) 

1.08 1.12 Ne+NaF 400 
1.14 800 

1.16 1.16 'Ne+Cu 800 

1.43 1. 86 Ne+Pb 400 
1. 53 800 

1.25 1. 46 Ar+KCl 800 

1.69 1.95 Ar+Pb 800 

The predicted projectile and t:arKet mass dependenee of the pion 

cross sections can also be compared to the experiment?! data of 
13 

Nagamiya et al • The ratios of the total cross sections for various 

projectile and target combinations to the cross sections for Ne+NaF 

which were measured by Nagamiya ~ al. are compared to the ratios 
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TABLE 15 

Predicted vs. Measured 13 

Projectile/Tar~et Mass De~endences of 
Integrated Pion reduction ross Sections 

+ ' - ~ 

E/A Ratio " " Me as- Pre- Me as- Pre-
(MeV) ured dieted ured dieted 

400 Ne+Cu/Ne+NaF 1.82 2.47 -- 2.64 
Ne+Pb/Ne+NaF 2.73 6.24 4.53 8.23 

600 Ne+Cu/Ne+N11F ? • l4 2. '• 7 2.17 2.64 
Ne+Pb /Ne+Nalo' 3.81 6·24 5-12 8.23 
Ar+i.<<.:l/Ne+NaF 2.78 2.66 3-41 3.08 
Ar+Pb/Ne+NaF 6. 11 10. 11 10.5 15.3 
C+C/Ne+NRF -- 0.43 o.3~ g:~' C+Pu/Nt!+Naf -- 4oll 2.ij 

predicted by equations 6. 8 and 6. 10 in table 15. For the lighter 

target-projectile combinations the scaling law reproduces the data 

well. The .ratio of the Ne+Cu to Ne+NaF cross section is approxi­

mately reproduced. The ratios of the 9ata involving the Pb target to 

the Ne+NaF data are not reproduced very well fbut the 30% uncertainty 

on the experimental numbers should be remembered). The difference 

between the predicted and measured ratios of .Ne+Pb/Ne+~aF and 

Ar+Pb/Ne+NaF may be partially due ~o reabsorption of the pions by the 

le~d nucleus. It is also important to n~t1ce that the ratios 

Ne+Cu/Ne+Na.fo' and Ne+Pb/Ne+NaF are not the same at the two beam ener-

gies. If this difference is not just due to experimental uncer-

tainty, then it means that the scaling of the cross sections depends 

upon more than simple geometric factors. 

b. Comparison of Some Theoretical Calculations !£ the Data 

Figure 

expected " 

51 , 30 l l f compares C~gnon and Koonin s ca cu at1on o the 
+ and " differential cross sections at 0 degrees with the 

combined data from the two versions of the pion spectrometer. The 

cross sections from the lead-slit spectrometer have ~11 been di_vided 

by 1.7 to bring the normalizations of the two data sets into agree­

ment. Cugnon and Koonin's calculation was based on a Monte Carlo 

program which calculated the space-time evolution . of the nucleons 

involved in the collision. The calculation is summarized in chapter 



·51 

3. Statistical uncertainties associat~d with the Monte Carlo calcu­

lation have probably caused some of the fine structure in the 

theoretical curves shown in figure 51. Aside from the normalization, 

which is not in agreement with the data, the shapes of the n- peak 
+ . 

and the n hole are roughly reproduced by the calculatj.on, although 

the measured n peak _is narrower than the calculated one. The· shape 

of the spectrum at high pion momentum does not appear to agree with 

the data, but more data at higher _pion momenta would be necessary to 
. - + 

confirm this. The calculation seems to reproduce the n /n ratio 

reasonably well throughout .the regions in which there are data. 

: 
Although the 380 MeV per nucleon data do not extend into the 

center-of-mass where Cugnon predict - + velocity, and Koonin a n /n 

ratio of about 5, this large - + n /n ratio is probably not correct. 

The Ne+NaF data at E/A = 655 MeV (see figure 15, where the center­

of-mass velocity corresponds to a lab momentum of 83 MeV/c) show nei­
+ ther a depression in the n spectrum nor a peak in the n spectrum at 

. - + the center-of-mass velocity, and the n /n ratio at the CM velocity 

is only about 1.5. It is reasonable to assume that the data at E/A = 
380 MeV, which are shown in figure 51, are similar. For Ar+Ca at E/A 

- + ... = 1. 05 GeV, Cugnon and Koonin predict the n /n ratio to be about 

5. 5. The observed .value is 1. 5
14

• Tl:J.e reasons fo-r the large 

disagreement are not understood • 

. The 655 MeV per nucleon Ne+NaF data is the only data set repo-rted 

in this thesis which covers pions at the center of mass velocity. As 

shown in figure 37, a slight enhancement of the invariant cross sec­

tion at the rapidity of the center of mass (y =0.55) was seen in the , em 
n data at p l : 0. 4m"c. This fea~ure is similar in location and 

shape to the enhancements of the n cross section reported for Ar+Ca 
9 10 

at E/A = 1.05 GeV and Ne+NaF at E/A = 800 MeV • This is the first 

time that this structure has been reported in the n data and,_ assum­

ing that the same process causes each of these independently reported 

enhancements, it implies that this structure is not a Coulomb effect, 
40,42 

contrary to the suggestions of several authors • 
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The theory of Gyulassy and Kauffmann
42 

has been used to make least 

squares fits which parameterize the data. The solid lines in figures 

lQ-32 are from these fits. The details of the fitting procedure will 

be given in the following section. The Gyulassy and Kauffmann (GK) 

formulas will be summarized in this section. In their work, GK have 

developed approximate Coulomb correction equations which use a per­

turbative approach to treat both quantum and relativistic effects due 

to the field of a thermally expanding charge distribution. The 

charged pion cross section is expressed in terms of an uncharged pion 

cro$s section (the "source function") which is evaluated at a momen­

tum which has been shifted by a Coulomb impulse <6P0, then modified 

by a Coulomb phase space distortion factor. . The "non-perturbative 

extrapolation" of the GK model has been used in this analysis. 

cT±(tJ = &
0
(1 !f 6t) G(.z:5D/n) 6.10 

where 

~ 3 3 
cT0(p ) = the uncharged pion source function (d cT/dp") 

~ 
p = the observed momentum of the particle 

'6f = the Coulomb impulse 

6D = the phase space distortion factor, and 

G(n) = 2nn/[exp(2nn) - 1). 

The uncharged pion source function is evaluated at a shifted momen­

tum, where the momentum shift is given by GK as 

where the parameters associated with the charged fragments are 

Zi c charge on fragment i 

R
1 

= mean inverse radius of fragment i 

T. = temperature of fragment i in MeV 
1 

6.11 

2 
~Ti = 

nTi 

2 = Ti/597MeV = mean square thermal velocity of protons 
2m c 

p 
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ui = 4-velocity of fragment i .. Yio,p-;), Yi = (1-p~)- 1/2 
and the kinematic variables are 

E = i 
energy of particle i in the rest frame of charge 

(mass + kinetic) = ~·uP = Yi [(E/c) .' 
~ ~-;] ' p • 

"E'i = E (1 -
i - 1;2 

i ~Ti) 

q = 4-momentum of particle in the frame in which 6p 

~ 
is being evaluated =.·(E/c,p ) 

p' = [(E'./c)
2 

i 1 

c( = 1/137. 

2 1h (m c) ] · , and 

" 

In this ·analysis, the mean inverse radii are assumed to be 

_ 1 A1/3 
Ri - 3 rO i 

p 

i 

where A
1 

is the mass number and r
0 

is taken somewhat ·arbitrarily as 

1. 4 fm. The factor 2/3 relates the mean inverse radius of a uni­

formly charged sphere to its radius. 

The source function is then modified by a phase space di~tortion 

factor as shown in equation 6.10. In that equation. 

E' 
6D(p) = m:(~ Z. -,!-1{p'i) 

i 1 pic 
6.12 

where the variables have the same meanings as above, and ·the form 

factor io taken to be 

.:t<p'i) = [(ffp'iR/tt)2 + 1]_1/2 6. 13 

This form factor is not identical to that derived by GK for an 

exponential charge distribution, but it closely approximates their 

expression, has the same limits as p ~ 0 and p ~ c:o, and is simpler 

to evaluate. 

If the Coulomb correction equations above are applied to the case 

of a single charged particle leaving a nucleus whose temperature is 

z~ro, they become a little simpler. If the limit of p=pR/tt ~ 0 is 

also taken, then the momentum shift (6p) approaches zero ~nd the 

phase space shift (6D) approaches ffZc(/p, where p is the velocity of 
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the charged particle which is leaving the nucleus. In this case the 

observed cross section as defined by equation 6.10 reduces to 

11'±(1) = 11'0 (1) G(±Zc(/p) • 

This is the non-relativistic method which is commonly used to make 
65-67· 

Coulomb corrections to beta decay spectra • I~ this same limit, 

the ratio of negatively charged particles to positive particles will 

reduce to 

R = G(-Zc(/p)/G(+Zc(/p). 

Equation 2.1, which was used to calculate the lineR in figure 6, also 

approaches this expression as P ~ 0. Sper.ifically, 

CD FL(n,p) 
lim ~ · "" C(yt) 
p~O L=O p 

where 

n = Zc(/p, and 

and FL(n,P)/P (L=O,ro) are the solutions to the radial part of the 

Schr3dinger equation for a particle in a Coulomb field 52• 

c. Least Squares Fitting Method 

A 
. 42 

s mentioned above, the Gyula$SY and K.q1.1ffmann Coulomb correc-

tion equations were used to make least squares fits to the data. The 

lines in figures 10-32 are based on these fits. TI1eir equations are 

glv~n in equations o•l0-6. i3·, where the sums are over all charge dis­

tributions. The model used in the least squares fitting procedure 

assumed that there were projectile and target fragments at relatively 

low temperatures. The temperatures were parameterized in terms of a 

thermal velocity <PTi) as shown be.low. equation 6.11, A hot central 

charge distribution is assumed for all of the chargg not contained in 

the projectile and target fragments. 

The analysis used here differs from that of Gyulassy and Kauffmann 

in a few details. First, the form factor .(eq. 6.13) used here is not 

the same as their form factor, although the differences are small· 

The other differences are discussed below. 
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Gyulassy and .Kauffmann used the fireball 
22 

model · .fo~ ,their 

uncharged· pion source function. It is not possible to. quantitatively 

describe the data presented here with the fireball mode.l' s single 

Boltzmann thermal source since, in contrast· to the predictions ·of 

this model, the measured differential cross sections do not (llways 

fall with increasing center of mass energy of the pion. · Gyulassy ·and 
- + Kauffmann compared their calculations to the n /n :ratio, ·which is 

not sensitive to the source function. They were able to accurately 
- + reproduce the n /n ratios from r~ference 1, although the same model 

+ reproduced neither the n nor the n differential cross section. 

Here, in order to obtain reasonable fits to the data, a source func­

tion expressed by the lowest three terms in a momentum expansio~ 

about the center .of mass was used. A Boltzmann factor exponential 

with the pion "temperature" (E0 f:n thei'r notation) estimated from 
13 Nagamiya ~ al. was used to give the correct asymptotic l;>ehavior. 

o-
0

(p,9) = N [1 + (p /m c) 2(c 1 + c.2P2[cos9 ])] exp(-E /T) 6.14 em n em em 
where. 

p ,E = momentum and total energy (mass + kinetic) of the 
em em 

pion in the nucleon-nucleon center of mass. 

N = normalization parameter 

= source shape parameters 

2 . 
(3cos 9 - 1)/2 

T = slope parameter or temperature of the source 

For c 
1 

= c 
2 

= 0, this expression reduces to a central thermal pion 

source. Notice that the temperature in equation 6.14 (which is taken 
13 . 

from Nagamiya ~ al. ) is not necessarily the same·as the tempera-

tures used in equations 6. 11 and 6. 12. · The total cross section 

qbtained by integrating equation 6.14 over all momenta and angles is 

d"tot • 4nNm~T [K
2 

(m/T) + J:~ T K3 (m0
/T)] 

where K2 and K3 are modified Bessel functions. 

6.15 
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The third manner in which the·fitting procedure used here differed 

from that of Gyulassy and Kauffmann was in the interpretation of the 

parameter ~T which is used in equations 6.11 and 6.12. In the first 

attempts to make fits to the data, ~T was used as a free parameter. 

The pT values obtained for the projectile and target fragments with 

this procedure correspond to nucleon temperatures which were unrea­

sonably small, of the order of 1 MeV, which implies that the frag­

ments will be· bound and will not ·expand. This result prompted the 

reinterpretation of the parameter ~T· · instead of being the r.m.s. 

expansion velocity of a Boltzmann distribution of nucleons, it .has 

been rcdntcrprctcd ao tho r.tn.·&. velocity diipanion of tha projec­

tile fragments. The velocity (or momentum) dispersion of the projec­

tile fragments has been studied for ·several projectile particles and 
.. 68-70 
energies • The parallel momentum dispersion has been fit. by the 

general expression 

tA (A-A j 1/2 · · f f) 
A-1 

6.16 

where A is the mass of the projectile and Af is the mass of the frag­

ment. Table 16 lists the values of cT0 for the systems studied in 

references 68-70. Here, a value of 86 MeV/c has been assumed, 

although pion producing reactions may not be representative of normal 

fragmentation reactions. The parameter PT used in the fitting pro­

cedure was. calculated by assuming an expression of' the same form as 

equation 6.16. Specifically, the formula used was 

- j 1; 
= O.l6tAf (A-Af) 2 

~T A A-1 . f 
where o. 16 = \[3cT

0
/931 • .SMeV. The factor \13. was obtained by assuming 

that the moment1:1m dispersion. of the .two momentum components perpen­

dicular to the beam was the same as the parallel_ dispersion, then 

adding the three components in quadrature. The mass numbers in this 

equation were calculated from the charges by assuming that the 

charge-to-mass ratios of the projectile and target fragments were the 

same as the original nuclei. 
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TABLE 16 

<5"
0 

from Projectile Fragmentation Data 

Authors E/A Beam Target <5"0 

~leV MeV/c 

Greiner et al. 
68 

1050 c various 
a 70±2b 

2100 c various 
a . 74±2b 

2100 0 various 
a 86±2b 

Viyogi' et 
69 

al. . 213 Ar c 94±5 

Van 
. 70 

Bibber et al. 92.5 0 A1 86 

' 92.5 0 Au 80 

a) Averaged over targets from Be to Pb. The authors say that o-:
0 does not depend on the target mass above the 5% level. 

b) Notice that their definition of the parameter differs from the 
definition used here by a. factor of 2; the values quoted here 
are one-half of the values given in the original reference. 

The normalization parameter (N in eq~ 6.14), the source· shape 

parameters (c
1 

and c
2 

in equation 6.14), and the charge on.the pro­

jectile fragment (Zeff) were used as parameters in the least squares 

fit of this function to the data. · The shift of the peak in the n­

spectrum (or hole in the n + spec truin) from the velocity of the 

incident beam (see the values of dp II in table 10) was estimated 

graphically and was .held fixed during the the fitting procedure. 

The charge on the target fragment was calculated by assuming that 

the same number of nucleons w'ere knocked out of the target as were 

knocked out of the projectile. The charge~to-mass ratio of both the 

projectile and target fragments were assumed to be the same as in the 

initial nuclei. The charge and mass of the hot central charge dis­

tribution were then calculated by charge and baryon number conserva­

tion. The charge of the pion was included in the charge balance 

equation. For the projectile and target fragments, the parameter pT. 
' ~ 

was fixed according to the measured velocity dispersion of projectile 
68-70 

fragments (see eq. 6. 17). The temperature of the central charge 
' * distribution in equations 6. 11 and 6. 12 was taken to be T=2E /3, 
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* where E is the beam energy per nucleon in the nucleon-nucleon center 

of mass. The temperature in the source function (eq. 6.14) was taken 
13 + from Nagamiya et al. • Source shape. parameters c 

1 
and c

2 
for n 

were taken from the corresponding n fits. 

. ' 
: ti t 

In table [17 and figur~s 52-5{+ th~ values of the parameters found 
-· · -·r : · 

in the fits :are shown. The uncertainty associated with each parame-
t ' I 

ter in Tabief 17 was determined by calculating how much the parameter 

had to be changed, with all other parameters freely adjustable, in 
. 2 . 

order to increase the chi-squared (x ) by one ;rom _its value at the 

minimum71 • These errors are due to statistical uncertainties in the 

data. They do not include uncertainties due to any systematic errors 

in the data or due to the assumptions involve<,i in the fitting expres-
. + 

sion. Because the source shape parameters (c 1 and c 2) for the n 

fits were taken from the corresponding " · fits, the number of parame­

ters that were varied during the complete error analysis was smaller 
+ - + for " than for " • As a result, the errors associated with the " 

parameters are generally smaller than for " • The errors given for 

c
1 

and c 2 are from the n fits. 
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TABLE 17 

Parameters from Least Squares Fits to Pion Data 

E/A System zeff N Ta 
c1 c2 x2/Nb 

pb/MeV3 
MeV 

280 Ne+C~n- 6.4±.2 0.11±. 01 30 . 2. 9±. 5 O.;t.4 1.7 
~n+ 3.8±.2 0.11±.01 II 2. 1 

I -
281 Ne+NaF~n- 5.6±.2 0.19±.01 II 2.1±. 6 1. Q±. 5 2.0 

~n+ 3.1±. 2 0.16±.01 II 1. 3 

282 Ne+Cu~n~ 4.3±.3 0.47±.04 II 1.4±.7 1.3±.7 1. 6 
-.):n+ 1.8±.3 o. 40±. 02 II 1. 1 

380 Ne+NaF~n- 4. 6±. 1 o. 20±. 01 36 1. 7±. 1 1. Q±. 1 2.6 
~n+ 3. 3±· 1 0.15±.01 II· 2.3 

382 Ne+Cu~n- 3.4;t.1 0.43±.02" II 1. 1±· 2 0~ ()±. 1 1. 6 
~n+ 2. 3±. 1 0.37±.01 II 1.3 

·385 Ne+U~n- 2•7±.2 1.62±.15 II 0.6±.2 0~ 0±· 1 1.5 
~n+ 1.5±.3 0.91±.04 II 0.9 

405 Ne+C~n- 3.2±.3 o. 11±. 01 39 1. 1±· 2 o. 0±· 1 2. 3 
~n+ 4.2;t.3 o. 11±· 01 II 1.5 

400 Ne+NaF~n- 4.3±.1 0.12±.01 II 1. 6±. 1 0.0±.1 2.4 
~n+ 2. 5±. 1 o. 11±. 01 II I 3. 5 

407 Ne+U~n+ 1.3±.6 0.93±.12 II 0.2±.3 0.0±.2 0.9 
~n+ 1. Q±. 6 o. 50±. 03 II 1.6 

482 Ne+C~n- 5. Q±. 1 0.09±.01 45 1. 1±. 2 o. Q±. 1 1. 4 
~n+ 3.5±.1 o.o8±.01 II 2. 1 

483 Ne+NaF~n- 4.4±.1 0.16±.01 II o.8-;t;.1 0.0±.1 2. 2 
~n+ 2.9±.1 0.14±.01 " 1. 9 

·' 
485 Ne+Cu~n- 3.5±.1 0.43±.01 II o. 1±.1 0 •. 2±· 1 . 2. 1 

~n+ 2.2;t.1 0.31±.01 " 2.4 

487 Ne+U~n- 3· a. 2 1.54±.04 " o. Q±. 1 O.Q±.1 1. 0 
~n+ 1.8±.3 0.63±.03 II 1. 2 

533 Ar+C~n- 6.3±.1 0.16±.01 50 o. J:. 1 o. Q±. 1 1. 4 
~n+ 8.4±.4 0.12±.01 II 2.7 

534 Ar+KCl~n- 4.4±.2 0.44±.01 II o. 1±· 1 O.Q±.1 1.4 
~n+ 4.2±.3 0.27±.01 " 3. 2 

654 Ne+Be~n- 3. 1±· 1 0.07±.01 56 0.6±.2 O.Q±.1 2.2 
~n+ 3. 1±.1 0 •. 06±.01 II 3. 2 

655 Ne+NaF.,..n- I. 9±· 1 0-16±-01 II 0.6±.1 O.Q±.1 3. 7 
~n+ 3. 6±· 1 0.15±.01 II 3. 9 . 

a) Temperature in source function (eq. 6.14) 
b) Chi-squared per degree of fr~edom of the fit 
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D. Results of Fits 

The solid curves of figures 1C>-32 show the results of the least 

~quares fits to the pion dHta. The resolution of the spectrometer 

has been folded into these· curves using · the method described in 

appendix D. The.dashed lines in figures 10-15 show the same fitting 

function before folding with the resolution, and the dotted lines 

show the uncharged pion source function (eq~ 6.14) to which the 

Coulomb co.rrections were applied. The fits were made as a function 

of momentum and angle, so the comparisons of the calculations and the 

g~t~ in figures 10-15 represent ~nly two cuts through the two­

dimensional surface centered on the w peak and the w+ hole near beam 

velocity. 

The effective projectile fragment Z values (Zeff) in table 17 and 

figure 52 show a slight decrease with bombarding energy for the 

lighter targets, reversing for heavy targets. Some of the values of 

Zeff have been omitted from figure 52 because the fits were poor near 

the projectile velocity peak or'depression and Zeff is sensitive to 

the quality of the . fit in this region. For the nearly e·qual mass 

Ne+NaF cpllisions, the Zeff values for ifp are typically about half 
! ' .+ 

the init~ial charge of the neon projectile, wh.ile the values for " 

are more neax:ly a third of the initial oh~rgs. As the. m;;~ss of the 

target increases, zeff generally decreases for both "+and n-. r'ur 
+ the neon beam the effective charge on the projectile fragw~ut for n 

is less than for w- in almost all cases. This difference can be 
+ qualitatively understood in that a beam velocity." arises froe1 a 

smaller average impact parameter than " , as noted by GK
42

• This 
+ -difference between "' and " was not seen in all cases, but in the 

cas~s were it was not seen, the fitting procedure was not as success­

ful as in the cases where the difference was seen. There is another 

possible explanation for the' difference in Zeff va'!ues between w+ and 

1f' • By charge conservation, the charge of the ·rest of the system 

must. be two units larger when a w- is produced than when a"' ... is' pro­

duced. The division of these two charges among the rest of the sys­

tem is very model dependent, but it is reasonable to assume that it 
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will result in Zeff values for ~ + which are larger than for n • 
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The use of a single value of Zeff to represent the Coulomb effects 

is an approximation. A better treatment would be to average over the 

cross sections for· the production of each of the possible projectile 

fragments, wei&hted by the probability of simultaneously producing a 
. 12 

pion. This was done by Radi et al. , who show that the single value 

of Zeff needed to reproduce the same Coulomb effect as the more com­

plicated averaging procedure can vary rapidly with. pion momentum. 

This is demonstrated by figure 55, which shows the single value of 

Zeff needed to reproduce the Coulomb effects due to the averaging 

procedure as a function of pion momentum in the projectile velocity 

reference frame for Ne+C at E/A • 280 MeV. From this figure, it is 

clear that the fits to the data will be most successful when a small 

range of pion momenta is covered. The 655 MeV per nucleon Ne data 

co\rers a larger range of pion &.Domenta than the other data sets, which 

explains (at least partially) the failure of the fitting procedure in 

this case. 

The values of the normalization parameter in the uncharged pion 

source function (N in eq. 6. 14) found by the fitting procedure are 
22 given in table 17. As in the fireball model , these values of N are 

almost independent of beaxo energy, suggesting that 1 t is just a 

geometric factor. To illustrate the beam energy dependence· of the 

source function and to display it in a manner independent of c 1 and 

c 2 , figure 53 shows the values of the Lorentz invariant form of the 
3 3 . 

source function (Ed cS"/dp ) evaluated for pions at rest in the center 

·of mass [N' • Nm exp(-m /T)] vs •. the kinetic energy per nucleon of 
" " * I the beam in the center of mass (E ) • Since N is nearly independent 

of beam ener~y, the beam energy dependence of N' is contained la.rgely 

in the Boltzmann factor exp(-m /T). 
" 

The values of N' can be parameterized by the simple semi-empirical 

expression 

N' ± = N0 Y± exp~:~J 
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where Y+ and Y_ are geometric factors defined by equations 6. 8 and 

6. 10, respectively.. The curves in figure 53 are based on this 

expression with NO • 2x10- 6 c 3MeV-2sr - 1 , a • O. 87l, and r
0 

• 1. 2 fm 

in equations 6. 8 and 6.10. This parameterization assumes that the 

cross sections for the production of pions at rest in the center of 

mass depends on a geometric factor which depends only on the mass 

number, the neutron number, and the proton number of the beam and 
22 * target times a Boltzmann factor. In the fireball model , aE would 

correspond to. the temperature and the parameter ''a" would be about 

2/3 (i.e. E
11

: (3/2)!). Figure 54 attempts to p4t all of the vaiues 
. . . . * -1 

of N' on a universal line by plotting log(N' ./Y±) w;. (2E /3) • The 

solid line, which is the least squares fit to the data, is based on 

the same parameters as were used in.figure 53. The dashed line shows 

the slope of a line based on equation_ 6.18 with a a 2/3, which means 

that the slope is -m • 
" 

The parameterization of N' is reasonable sue-

cessful except for the U target. This failure for U is due (mostly) 

to the failure of the geometric scaling factors (Y±) for heavier tar-

gets. As discussed in section· 6A, this problem may be partially 

caused by the reabsorption of the pions in the large spectator frag-

ments •. · 

The values of c 1, which are related to the departure of the source 

function frou a Boltzmann distribution, consistently decrease with 

increasing target mass and with increasing beam energy. Because the 

calculated cross section can be negative for c 1 less than zero, it 

has been restricted to positive values. When c 2 is zero, the source 

function is isotropic in the center of mass. A positive value of c 2 
' indicates a source function that is forward-backward peaked in the 

center of mass. To avoid sideward peaking of the source function and 

because the calculated cross section can be negative for c 2 less than 

zero, it has also been restricted to positive values. The fitted 

values of c 2 are generally consistent with zero, but they are poorly 

determined Since the data are concentrated at low center-of-mass 

angles. 
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CHAPTER 7 

Conclusions 

In summary, strong Coulomb effects on the charged pion spectra 

were observed near the beam velocity and, by inference, near the tar­

get velocity. For light projectiles inciden~ on light targets, these 

effects can be .explained quantitatively in terms of Coulomb interac­

tions between the pions and cold projectile fragments using Gyulassy 

and Kauffmann's 42 Coulomb correction formulas.· The present trea~ment 
of Coulomb effects differs from that of Gyulassy and Kauffmann in 

that a different expression has been used for the uncharged pion 

source function (see eq. 6.14) and their formulas for thermal averag­

ing are reinterpreted in terms of an average over th~ velocity 

dispersion of the projectile fragments. The shift of the peak in the 

n spectrum from the incident beam velocity .and the approximate 

widths of these peaks are consistent with previously measured projec-
. 68-70 

tile fragmentation da.ta • It has also been demonstrated that the 

effective charge on the projectile fragment is less for "+ near the 

beam velocity than for n • This difference is co~sistent with the 

expectation that positive pions near beam velocity tend to come from 
42 72 more central collisions ' • Using the same methods, qualitative 

agreement is achieved for heavier targets arid projectiles. The 

differences between the fitting function used here and the data are 

due, at least in part, to an incomplete treatment of impact parameter 

averaging. It has also been demonstrated that the beam energy, pro­

jectile mass, and target mass dependence of the pion cross sections, 

after correcting for Coulomb effects, can be qualitatively understood 

in terms of a beam-energy-independent geometric factor multiplied by 

a Boltzmann factor which contains the beam energy dependence. 

The Nc + NaF ~ " uaLa at E/A = 653 MeV cover a larger region of 

momentum and angle than the other data sets. These 655 MeV per 

nucleon " data show.an enhancement of the invariant cross section at 

90 degrees in the center 
9 seen by Wolf £! al. and 

energies. This feature 

of mass which is similar to the enhancements 
10 + 

Chiba £! al. in the " data at higher beam 
+ was not seen in the Ne + NaF -+ n data at 
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. 11 
400 MeV per nucleon • This is the first time this enhancement has 

been seen in the n data and it is also the lowest beam energy at 

which it has been seen. Because it has now been seen for both pion 

charges~ the theoretical explanations of the structure as a Coulomb 
40 42 effect ' seem to be ruled out. This conclusion could be made with 

. -~ 
greater confidence if measurements of both the n and n spectrum had 

been made in the 90 degree center of mass region. Unfortunately, the 
~ 

Ne ~ NaF ~ n data at E/A = 655 MeV do not cover as large an angular 

range as the n~ data, so the region of the enhancement at 90 degrees 

in the center of maRs was not covered for positive pions. 

For most of the projectile-target combinatiotts studied, Lhe data 

reported here cover a relatively small region of momentum and angle, 

but this. band includes the. region in which the Coulomb effects are 

expected to be greatest. In .the projectile-velocity region .the 

Coulomb effects can be explained reasonably. The situation for· pions 

near the center-of-mass velocity is worse. The theoretical models 

which have been used to explain the projectile velocity data fail 

near the center-of-mass velocity. In order to study some of the more 

exotic phenomena associated with the· charged particle spectra in 

heavy ion interactions, Coulomb effects must be understood in all 

momentum regions and taken into account. 

ThiM work wao oupported by the nir~~tnr, Office of Energy Research 1 

· Division of Nuclear Physics ·of the Office of High Energy and Nuclear 

Physics of the U.S. Department of Energy under Contract W-7405-ENG-48. 
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APPENDIX A: 

Target Thickness Corrections 

The cross section is related to the number of pions produced by a 

weighted average of the range of cross sections which occur as the 

beam loses energy in the target. 

~ 
xt 

where 

X 
t 

J' 
0 

cr(x) dx 
px N Nb t a 

(thick target) 

cr(x) = cross section at position x in the target 

A = atomic mass of target 

p = density of target 

N = Avogadro's number = 6.023 X 1023 
a 

N = number of incident beam particles . b 

X =·thickness of target 
t 

N" n~mber of pions observed 

A.l 

If the energy loss of the beam in the target is small, so that the 

cross section can be treated as a constant, then equation A.l reduces 

to the usual relationship between cross section and. the number of 

produced particles. 

(j 
thin 

AN" 
Px N Nb t a 

(thin target) A. 2 

where (j h' is used to denote cross section calculated by ignoring 
t 1.n 

energy loss in the target. 

One way to approach the problem of correcting the thick target 

data would be to estimate the cross section at the incident beam 

energy. Call this method A. A second approach would be to estimate 

an "effective beam energy" at which with the thin target formula (eq. 

A.2) is applicable. Call this method B. The equations relevant to 

both methods will be worked out below. 
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First, try method A (adjust the cross sections to agree with the 

incident beam energy). The beam energy as position x in the target 

can be written as: 

E_ (x) = E - f L- d~ J oeam 0 
0 

dx 
dx' 

where E
0 

is the incident beam energy. Next, assume that the cross 

section varies exponentially with beam energy, specifically: 

6"(~eam) = d"O exp[ (~eam-EO)/Ed" l 
where 

E~ = a slope parameter 

cr
0 

= the cross section at the incident beam energy 

Using equation A. 4 to describe the beam energy dependence of the 

cross section, with E_ (x) given by equation A. 3, equation A.l can 
oeam 

be rearranged to give the cross section at the incident beam· energy 

A. 5 

where &thin is the cross section calculated by ignoring energy loss 

in the target and the dimensionless quantity 

-f [d~] dx' 
0 Lcix J 

I = ---------------------------
xt 

A. b 

which is a function of the target material, the charge and velocity 

of the projectile, the target thickness, and E6" has been defined for 

notatinnrtl convenience. The simplest appr.oximation is to assume that 

dE/dx is constant throughout the target, then equation A. 6 can be 

rewritten as 

EO'" - J 
I :: flEt L 1 - exp ( -f1E/E!S ) 

where flE is the energy loss of the beam in the target. 
t 

A.7 
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Now, try method B. That is·, correct the beam energy so that it 

corresponds to the beam energy at which the cross section is equal to 

the cross section calculated with the thin target formula (equation 

A.2). This effective beam energy can be found by equating ~thin and 

~E ) , where E is the effective beam energy and ~E ) · is given by e e · e 
equation A. 4. 

A. 8 

Next, use equationA.5 to replace cr0 with d'"thin/1 and solve for the 

effective beam energy 

The same dimensionless factor I, defined in equation A.7, is used 

in methods A and B. It ranges from 0 for Ed'"=O (a cross section ris­

ing at an infinite rate with the beam energy) ·to 1 for Ed"~ oo (a 

cross section·independent of beam energy). Since I is always between 

0 and 1, c:t'
0

, the cross section estimated (with eq. A. 5) at .the 

incident beam energy, will always be greater than or equal to the 

cross section calculated with the thin target formula. Similarly, 

this range of values of I means that the effective beam energy calcu­

lated with, equation A. 9 is always less than or equal to the incident 

beam energy. 

Method B (eq. A. 9) has beeri used to calculate the effective beam 

energies for each beam energy and target combination studied with the 

lead sli~ spectrometer. These energies have been used in the main 

body of this thesis along with the differential cross sections cafcu-

lated with the thin target formula (eq. A.2). The parameter Ed"' 

which specifies the slope of the cross section as a function of beam 

energy, was evaluated from the uncorrected data. In principle, the 

corrections could be estimated with this value of Ed" and then an 

improved value of ·Ed" could be found from the corrected da~a and an 

improved correction could be made. However, the second iteration did 

not have a significant effect in the case of these data. The effec­

tive beam energy is most poorly determined at the lowest beam energy 

because it was not possible to determine Ed" as accurately since it is 
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at one extreme of the data and because the correction is largest for 

the lower beam energies. For this reason, a relatively large uncer­

tainty (10 MeV per nucleon) has been associated with the 80 MeV per 

nucleon effective beam energy. 



69 

APPENDIX 6 

Data .Tables from the Lead Slit Sp~ctro~eter 

. '. 
' Table B.1 Ne + NaF _. " + X Data, Benenson et al~ 

d3cf nb·c 3 
- + Tb /A p" 9". E"l . 2' R(rr /rr ) eam 

dprr sr MeV " 

MeV/c - + MeV deg. rr ±· rr ± R * 
so. ·103. o. 1. 19 0.38 1.78 0.40 0.67 0.24 
so. 134. o. o. 76 . 0.37 1.23 0.37 o. 62 0.34 
so. 164. o. u.45 0.20 o. 92 0.23 0.49 0.22 

110. 103~ o •. 13. 2 3. 3 s.s 2. 1 1.50 0.40 
110. 134. o. 12.9 3. 1 12. 3 3. 6 1. 05 0.37 
110. 164 •. . o. 9.0 2. 9 8.2 2.0 1. 11 0.39 
110. 222. o. -- -- o.o 2. 6 -- --
110. 259. o. -- -- 0.84 1.11· -- --

. - ' 
.. 

164. 103. o. S2 .• 5 15.3 30.6 1. 1 2.69 o. 56· 
164 •... 134. u. - 67.0 14.0 51.1 12.5 1.16 0.25 
164. 164. o. 50.6 13.3 63.9 12.5 0.79 0.19 
164. 222. o. ·16.7 6.2 30.2 10.4 o.ss 0.23 
164. 259. o. 14. 6 5. 6 21.. 4 7.4 .o. 68 . 0.26 

- .. 
219. 10). o. 357. 56. 74. 12 •. 4.S2 0.38 
219. 134. o. 310. 4d. 17 3. 26. 1.79 0.09 
219. 164. o •. 256. 39. 208. 32. . 1. 23' 0.04 
219. 222. (). 191. . 40. 158. 32. 1.20 Q.09 
219. 259. o. 114. 29. 132. .:34. . o •. a6 . o. 05 

. . 
219. 103. 1.5 -- -- 86. 19. -- --
219. 134. 1. 5 -- -- 171. 31. -- ·--
219. 164. 7. 5 -- -- '15 7. . 25. -- --
219. 222. 7. 5 -- • -- 14'6. 32. -- --
219 2,59. 7. 5 -- -- 123. 3'2. -- --
219. 103 •. 15. 306 •. 48. 92. .15. 3.33 0.31 
219. 134.· 15. 310. 39. 166. 26. -1. S7 0.14 
219. 164. 15. 192. )2. 176. 27. 1.09 o.o8 
219. 222. 15. 126. 27. 145. 31. 0.87 0.10 
219. 259. 15. 69. )2. 112. 29. 0.62 0.07 

219. 103. 22.5 -- . -- 107. 21. -- --
219. 134. . 22.5 -- -- 171 • 31. -- --
219. 164. 22.5 -- -- 162. 25. -- --
219. 222. 22.5 -- -- 128. 29. -- --
219. 259. 22.5 -- -- 88. 24. -- --
219. 103. 30. 215. 35. 107. 19. 2.00 0.17 
219. 134. 30. 215. 34. 180. 28. 1-20 0.08 
219. 164. 30. 200. 33. 178. 26. 1.12 0.08 
219. 222. 30. 175. 36. 207. 43. 0.84 0.07 
219. 259. 30. 83. 21. 127. 32. 0.65 o. 06 

-· ·-·· -··- -- -·-- ··-. 
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Table B.1 Ne + NaF _. ~ + X Data, Benenson et al. 

d3d". nb c 3 - + T /A p~ e E-
sr Mev2 

R(n /n ) beam " ~d 3 
p" 

· MeV/c - + MeV deg. " ± ~ ± R % 

383. 98. o. 18&0. 292. 605. 104 •. 3.08 0.24 
383 103. o. 1780. 270. 401. 63. 4.43 0.17 
383· 108. o. 1890. 285. 510. so. 3.70 0.20 
383. 118. o. 2210. 341. 401. 62 •. 5.53 o. 30. 
383. 130. o. 3790. 576. 420. 65. 9.03 0.35 
383. 134. o. 3820. 577. 385. 61. g. 92 0.52 
383. 164. (J. 1720. 252. 691. 105. 2.49 0.06 
383. 222· o. 1410. 281. 1000. 209 •. 1. 40 0.05 
383 •. 259. o. 1660. 420. 1410. 353. 1.17 0.04 

8.2 ' Benenson et al. - Table Ne + Cu _. n + X Data, . 
·- ... 

d3 d" 3 
T /A ~· 

nb c. R(~-;n•) 
p" £.-

2 beam " "d 3 
p" sr MeV 

MeV/c - + MeV deg. " % " ± R ± 

214. 103. o. 660. 102. 183. 33. 3.62 _o. 38 
214. 134. o. .635. 98. 351. 58. 1.81 0.14 
214. 164. o. 510. 87. . 386. 59 • 1.32 0.10 
214. 222. o. 261. 55. 253. 62. 1. 03 0.11 
214. 259. o. 214. 56. 190.· 49. 1.13 0.11 

377. 103. o. 3730. 575 •. 998. 152. 3.74 0.13 
377. 108. o. 4060. 621. 1120~ 176. 3.63 0.19 
37 7. 130. o. 5340. 801. 996. 152. 5.36 o. 17-
37 7. 134. o. 4800. 734. 1060. 160. 4.52 0.16 
377. 164. o. 281.0. '439. 1400. 226. 2.01 0-l~ . 
377- 222. o. 2220. 448. 1600. 322. 1.38 o. 0 . 
377. B9. . o. 2450. 615. 2Ut:JO. !i!6 •. 1.19 Oo04 
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Table B.3 Ne + U -+"+X Data, Benenson £!_ al. 

dld'" nb 3 
- + T . /A 9 c 

Pr,r E-
sr Mev2 R(" '" ) beam . " ,' "d 3 

p" 
MeV ·· MeV/c deg. - .. 

" 
+ ± " ± R ± 

118. 103. o. "n. 42. 27. 21. 2.85 2.74 
118. 134. o. 78. 31. 9. 55. 8.33 48.7 
118. 164. o. 41. 19. 45. 20. 0.91 0.54 
118. 222. o •. -- --. .. o •. 16. -- --
118. 259. o. -- -- 2.- ., 13. -- --

.. 
172. 103~ o. 575. 128. 144. 71. 4.00 2.01 
172. 134. o. 577 •. 111· 125 .• 94. 4.62 . 3. 52. 
172. 164. o. 359. 66. 240. '64. 1.50 0.37 

226. 103. o. 1920. 
.. 

327. 326. 90. 5.90 1. 46 
226. ·134. o. 1700. ·. i 281 •. 6.55. 117. 2.59 0.32 
226. 164. o. 1400. 226. 799. 226. 1.75 0.44 
226. 222. o. b05o.· ·136. 437. 104.- 1.38 0.24 
226. 259. o. 512. 140 .• 401. 112. 1.28 Ool9 

' . ~ . . . 
226 103. 15. -- -- 19 7. 92. -- --
226. ·134. ' 15. .. -- -- 605.· 145 •. -- --
226. ~ 164. 15. -- -- 457. 100. -- --... 

226. 103. 30. -- -- 290. 75. -- --
226. 134. 30. -- .. ·. '368.·. 94. : -- --
226. 164. 30. -- -- 347 •· 67. -- --
3~H. 98. o. 11800. _,1790. 2.150. 292. 5.49 4.5) 
381. 103. o. . 9810; 1510. 1810 •. . 290.· 5:42 · 0.34 
381. 108. o. 10100 •. 1540 • 2140. 354. 4.70 0.30 
381. . 118. o. -- -- 1940. . . 310. . . ----
381. 130. o. 1950;. 311. 

,. '---- -- -- .. 
381. 134. o. 10200. "15 7o. 2110. 329 •. ; ·4. 84 Oo29 
381. 164. o. 6430. 1110. 2240. 387. 2 •. 88 0.35 
381. . 222. o. '. 5030.:- . 1020. 2620. 540. 1. 92 o.u 
381. 259. o .• 5170 •. 1290. 3.310. 1020. 1.56 0.29 

.· 

. ·'. . I . . . 



72 

APPENUIX C 

Pion Reaction Cross Section Formula 

All of the corrections for the. reactions of pions with nuclei in 

this thesis were based on a parameterization of the cross section 
. 45 

given in A. s. Carroll .!£. al. Because the definitions of some of .the 

parameters in the original reference were slightly confusing and 

because, as a result, the formula used here may not exactly 

correspond to the intentions of the authors, the equations used here 

will be defined as explicitly as possible. It should be noted that 

any disagreement between the cross sections predicted by the formulas 

used here and those of the original authors is small. The confusion 

in interpreting the equation stems from two sources. First, the 

parameter p is never defined and second, the symbol r1 has two 

related, but different definitions. Here, p has been defined as the 

reduced mass of the pion-nucleus system (f.i • m"M/ (M" +i1), with M=.the 

mass of the nucleus). It is possible, if not probable, that the mass· 

of the pion was the intended definition. Because the masses of the 

nuclei ·involved are much larger than the pion mass, the difference 

between the two interpretations is very small (:U). The confusion 

in the definition of r1 stems from the fact that, when used in the 

cross section formula, it is a function of pion m01aentum, ·but when 

its value is given, the symbol refers t'o the value of r1 at a partic­

ular momentum. The exact form of the equation used in the present 

analysis follows. 

C1" 
tot 

2nf' 
1 

= k2E 
1 

-1 
tan l-1:: +E L . 2 -E ] 

0 1 max 
~-r/2 

-1 
tan 

where the kinematic quantities (all in the CM) are 

T • pion kinetic energy 

" 

u • m M/(H+m ) 
r " " 

[ E -E] 
~2 



m • pion mass 
" 
M • mass of nucleus 

m • nucleon mass (931.5 MeV) 

L • kR + 1 max 

R .., (1.20fm) A113 . 

and the parameters used in the fit to the·data are 

E a 1227.MeV- (16 MeV)A1/J 
0 

E .. (15 ~leV) A - 2/ 3 
1 

rl - ck 

r = -9 MeV + (55 MeV)A1/ 3 
2 

r = r 1 + r 2 
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As an example, this formula has been evaluated for pion momenta 

between 50 and 300 MeV/c for reactions with carbon nuclei. The 

results are shown in the table below. 

p" crtot 
MeV/c mbarn 

50. 155. 1 
100. 213.2 
150. 344.2 
200. 530.3 
250. 665.4 
300. 6 73. 1 

The parameters for the nC reaction cross section used above were 

E .. 119 O. 4 MeV 
0 

E1 = 2. 862 l1eV 

c = 51.52 HeV f~ 

r2 = 116.92 MeV 



..... 
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K = 3. 19 fm 

There is another problem with this formula -- the cross section 

does not approach zero as 

Instead, it becomes infinite. 

<r /k
2 

• c/k) dependence of 1 

the pion momentum approaches zero. 
. -1 

This diveri!.ence is due to the k 
. . -1 

the factor which multiplies the tan . 

terms. This unusual behavior is caused by an approximation used to 

derive the formula. A . sum over partial waves from 0 to L was max 
approximated with an integral in order to put the expression in the 

form used here. For small values of momentum, only one or two par­

t ia I wavP.s contribute and this approximation is no .Longer valid. As 

demonstrated by figure 7, the problem is not serious above :: 50 

Hev/c. 
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APPENDIX D 

Equations Related to the Resolution 

The effects of the resolution of the spectrometer were treated by 

folding the resolution of the spectrometer into the theoretical 

· curves when they were compared to· the data. This method was chosen 

because the procedure is relatively simple and· does not involve any 

assumptions which are not easily justified. The alternative would be 

to attempt to correct the data for the effects of the resolutio~. To 

do this, it would be necessary to assume some analytic expression to 

des.cribe the data. The correction would then depend on this expres­

sion. A related problem would be to separate statistical fluctua-

tions from true peaks and valleys. 

was folded into the theoretical 

For these reasons, the resolution 

curves rather than attempting to 

correct the data. Except for the regions of momentum and angle close 

to the projectile. velocity peaks and valleys in the. pion spectra, the 

spectrometer resolution did not have a significant effect on the 

observed data. 

The discussion which follows is expressed in terms of the "true" 

cross section and the "measured" cross section. The "true" cross 

section refers to the cross section which would be observed with 

infinitely good resolution. For practical applications it refers to 

the theoretical expression for the.cross section which is compared to 

the . data. The "measured" cross section refers to the "true" cross 

section after it has been smeared by the resolution. Similarly, the 

expressions "initial" and "final" momentum are used. The "initial" 

momentum refers to the "true" momentum of the particle and the 

"final" momentum refers to the "measured" momentum of the .,article, 

which may differ from the "initial" momentum due to the finite reso­

lution of the spectrometer. Similar definitions have been used for 

the "initial" and "final" angle. The "error" in· the angle or momen­

tum refers to the difference between their "initial" and "final" 

values. The symbols used for these various quantities are 

~ a the true or theoretical differential cross section 
true 



~ a the measured differential cross section me as 

9i • the true angle, before resolution effects 

Qf • the measured angle, after resolution effects 

p. • the true momentum 
l. 

pf • the measured momentum 
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The angular resolution was expressed in terms of a Gaussian func-· 

tion of the scatterin~ angle ~ 

D.l 

where the angle ~ is meas~red relative to the direction of the pion 

momentum vector, ~ is the azimuthal angle, and e0 is the rms value of 

~. The small angle approximation has been used to replace sinQ:. with 

~. The normalization of this function is 

If 22 ·2W 
d~ s c( de( cHp(-c( /u0>:: 2 .s c:( de( 

o s
0 

o 

:: 1 

where the assumption that large values of ~ do not contribute signi­

ficantly to the integral has been used to change the upper limit on~ 

from n to m. 

the momentum resolution function was also. assumed to be Gaussian. 

The form used was 

. 2 2 
exp(-q /2tr) 

f(q) dq = ----...r::P~ 
'fi;IS 

dq D.3 
. p 

where q is the'difference between the true momentum and the meas·ured 

momentum and IS is the rms value of q. The normalization of this 
p 



I • 
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function is 

1 
1 0.4 

The error in the pion angle (cO is measured relative to the pion 

momentum vector. To express this difference between the true and 

calculated angle of the pion in the lab coordinate system, a coordi­

nate transformation (rotation thro.ugh 9, where 9 is the lab angle of 

the pion) is necessary. After this rotation, the lab angle of the 

pion is given by 

2 
sin ~i 

2 
p.l --2 
p 

2 2 2 
• sin ~sin ~ + [si~cos~cos9f - co~sin9f) 

o.s 

The observed cross section at some p and 8 will be, for the resolu­

tion functions used here 

where g(<O, f (q), and ~i are given by equations 0.1,. D. 3, and o. 5, 

respectively. 

As a simple example which illustrates the important properties of 

these expressions, they have been applied to the case of a Gaussian 

peak centered at zero degrees and a lab momentum Po• 

[ -:l_ (p II - Po> 2 ] a- = N exp 
true . ri . 2 ~. 

0.7 

Given this form of the "true" cross section, that is the cross sec-

tion which would be observed with infinitely good resolution, the 

meas~red cross section would be 

[-
2 2] .. N' 

P.J._ (p II - Po> a- exp 
me as 

a-l + ri 2(~ + rfl) 0.8 

where 

N' • 
N 

2 2 2 2 It2 
< 1-+<Tl,rl> < 1+-cS"II tr II > . 

0.9 
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and 

o-1 • p 0sin80 
In this case, the resolution adds quadratically to the width of ·the 

peak in each direction and .the height·· of the peak is reduced by a 

factor· which is a function of· the ratios of the resolution to the 

. width of the peak in each direction. rThis expression only applies at 

zero degrees, where equation D.5 reduc·es to a simpler expression, but 

it demonstrates the qualitative effect· of the resolution on the 

observed spectra. 



79 

APPENDIX E 

Data Tables from the Upgraded Spectrometer 

- Ed 3d"/dp 3 
Ne+C -+ " +X 

TABLE E.l 3 . 2 
E/A • 280 UeV tJb c. I (sr MeV ) 

p" 
9' lab. degrees 

" MeV/c 0 4 8 12 16 '20 
I ' 89 -- • 22 .24 .20 -- --

±-05 ±-05 ±-04 

92 • 35 .so .27 .32 • 28· --
±-05 ±.06 ±.04 ±~05 ±-04 

96 • 52 • 3.6 .36 .• 33 • 31 • 27 
. ±-06 :t-05 t.05 :.os :.04 ±-04 

99 • 49 .47 • 3~ • 29 .23 .20 
±-06 ±-03 :.os ±-04 :.03 ±-03 

102 .78 • 62 .46 .33 • 28 .22 
±-0~ ±-04 t.os ±-04 ±-04 ±-03 

lOS • 94 .75 • 38 • 34 .24 .19 
. ±-09 ±-04 ±-03 ±-04 ±-03 ±-03 

109 loll .83 .46 • 30 • 36 --
±.10 ±.04 :.03 . ±· 04 ±-04 

112 1.29 • 82 .45 .36 .33 --
±olll ±-04 ±-03 :.04 ·~ ±· 04 

115 1.13 .n .36 • 30 -- --
±-09 ±-04 ±-03 ±-02 

119 .83 • 64 .40 • 29 -- --
±-07 ±-03 t-.03 t-03 

122 • b9 • 48 • 37 • 27 -- --
±-06 ±-03 ±.03 . ±-03 

125 .44 .51 • 37 • 25 . .26 --
±-04 ±-03 ±-03 ±-03 ±-03 

129 • 48 • 49 .37 .32 .26 --
±-05 ±-03 . ±-.03 . ±· 03 ±-02 

132 .41 • 34 • 29 •. 31 .24 --
±-04 ±-03 ±-03 ±-03 ±-02 

135 .43 .3b .31 .27 • 22 --
±·05. :.o; -t.OJ ±-03 ±-02 

139 -- -- • 29 .24 .22 .22 
:.04 :.02 :.02 ±-02 

142 .-- -- -- -- .17 .19 
±-02 ±-02 
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- Ed 3<T/dp 3 
Ne+NaF -+ " +X 

TABLE E-2 
EiA .. 3 'l. 281 MeV pb c /(sr MeV ) 

p" 9 lab. degrees 

" MeV/c 0 4 8 12 16 20 .·. 

89 .44 .43 .45 .37 -- --
±-10 ±-08 ±-08 ±-06· 

92 .• 53' ..• 74 .59 .51 -54 .24 
±-08 -t.Oti ±-07 ±-07 ±-07 ±-04 

96 .74 .64 .66 .65 • 48 .51 
±-09 ±-07 ±-07 ±-08 ±-06 ±-07 

99 • 91 .73' .]7 .52 .)U .)/ 
±.09 ±.05 ±.08 ±.06 ±!00 ±·05 

102 1. 03 • 93·· .so .60 .48 .33 
±-10 ±-05 *· 08 . *· 07' ±-06 ±-05 

105 1.42 l.lJ • 79 .. • 62 o4l .33 
±-.13 ±-06 ±-08 ±-06 :±-05 ±-04 

109 1:62· 1. 22 ' • 79· .42 ' .47 --
i;. lit ±-06 ±-05 i;.(l') -t.nn 

112 1. S6 1.19 .72. .65 .58 --
±-14 ±o06 ±-05 ±·06 ±-06 

115 1.47 l. 16 .64 .58 -- --
±-12 ±-06 ±-04 ±-04 

119 1.30 .96 .7! '. 4 7 -- --
±·11 ±-05 ±-05 ±-05 

122 1. 12 • 80 •61 • 49 ' -- --
±-10 ±-04 ±·04 ±-04 

125 .82 • B9 • 59 -43 • 3/:i --
i;.07 ±-05 ±-05 ±-04 ±-04 

129 • 64 .ti) .51 .• 51 .44 --
±-06 ±-0.5 ±-05 ±-05 ±-u4 

132 • 56 .65 • 52 • 50 . • 39 
±-05 ±-05 ±o04 ±-04 :t. 04 

135 • 61 .58 .49 .45 • 39 • 36 
±-07 ±-05 ±o04 ±o04 ±o03 :t.03 

139 -- -- .41 • 40 .33 . •. 38 
. i;. 05 i;.03 ±-03 ±-03 

142 -- ::110.'010 -- -- -23 • 30 
±-03 ±.02 

.... --·-· 
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- Ed 3tT/dp 3 Ne+Cu -+ " +X 
TABLE E~3 3 2 E/A • 282,MeV fJb c /(sr MeV ) 

p" 8 lab. degrees 

" MeV/c 0 4 8 12 16 '20 

91 1.12 lo 61 1.02 1.10. 1.06 .66 
±-20 ±-20 ±-16 ±-17 ±-16 ±ol3 

96 . 1-74 1· 07 1.53 1.30 1.23 .93 
±-21 ±-16 ±-17 ±-16 ±-15 ±-14 

101 1. 71 1-90 1.68 1.36 1.19 1.09 
±-20 ·:t-12 ±-18 ±-15 ±-15 ±-13 

106 2-54 2.20 1.48 lo32 1.06 1.06 
±-25 ±.14 ±-11 ±-14 ±ol) ±-14 

111 2.98 2-32 1.64 1.50 1.18 --
±-25 ±-13 ±.12 ±-15 ±ol4 

116 2.59 1.99 1.30 1.24 -- --
±-23 ±-12 :t.li) ±-10 

121 l. 97 1.56 1.4~ 1.20 -- --
±-20 ±.10 ±o11 :toll 

12b 1.57 1.63 1. 31· 1. 04 .82 --
±-16 ±.10 ±~ 13 ±-11 ±-09 

131 1-33 1-30 .96 1.21 1.04 --
±-14 ±.12 ±-11 ±oll ±olO 

136 1-39 1.07 1.10 .85 .n .• 71 
±-21 ±.13 ±o-1U ±-10 ±-08 ±-07 

141 -- -- -- 1.26 .68 .65 
±-16 ±-09 ±-06 
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+' Ed 3o-/dp 3 
TAa.LE Eo4 

Ne+C -+ n + X 

E/A • 280 MeV 
3 ··2· . 

.. }J_b c /(sr MeV ) 

p" 9 

" 
lab. degrees 

MeV/c 0 4 8 12 16 20 

92 • 055 .071 • 07! .092 .• 079 ' --
:.013 ±-016 ±-012 :.012 ±-017 

96 • 048 .032 : .• 081 .103 .106 .093 
±-010 ±-007 ±-011 :.014 ±-016 ··*· 018 

101 .010 .• 056 • 074 .074 .100 .120 
. ±· 017 :.007 ±-013 ±-011 ±-015 ±-015 

106 • 052 .058 ··.050 .075 dl5 • 091 
%-013 :.007 :.009 ±-011 ±-013 ±-014 

111 .• 014 .030 .068 ~080 .149 
_ ... 

:.013 :·.oo8 :.ooa :.014 ±· 014 . 

116 • 020 ~042 .on ·109 -- -~ 

:.011 ±-006 ±oOUb ±.UO~ 

121 • 029 .057 • 081 ~·o86 
,. -- --

±-013 :.OOb ±.008 :.011 

126 .057 .• 076 .lQO .122 .124 --
±· 009 :.ooa ±-011 ±-013 :.009 

131 • 071 .• 094 • 094 .• 120 .141 --
±-012 :.009 :.012 :.014 :.011 

136 .141 .·078 .123 .126 .108 .118 
. ±· 015 :.013 ±·010 :.011 ±· 010 .. ±·010 

141 -- -- -- • 131 .113 .129 
~.018 ±· 010 . :.009 

• 

' \ 
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+ Ed 3cr/dp 3 
Ne+~aF -+ " + X 

TABLE E.S .3 2 
E/A • 281 MeV E_b c /(sr MeV ) 

p" 8 lab. degrees 
"' MeV/c . o· .4 8 12 16 20 

91 • 074 o068 .105 • 157 .120 . --±o023 ±o026 ±o021 ±o023 ±o 030 . 

96 .OH8 .056 .·1os .154 .130 .162 
±·019 ±~018. ±o0l9 . ±o025 ±o021) ±o033 

101 .022 .087 .091 .134 .169 .205 
±·028 ±·012 ±o022 ' ±· 021 ±o028 -t.028 

106 . ;os2 .106 .111 .157 .183 .168 
±· 020. ±·012 ±o022 ±· 022. ±·023 ±o027 

111 .oso .073 .111 .128 .176 --%.023 ±-014 ±o0l4 ±o024 %.021 

116 .064 .091 .134 .170 -- --±o021 ±-012 ±o01f ±-015 . 

121 .101 .116 .145 • 159 -- --
±·024 ±·011 ±o015 ±·019 

126 .095 -121 .153 .170 • 190 --±o017 ±·015 . ±· 020 ', ±· 021 ±o017 

131. .107 .141 .128 • 152 • 202 .;133 
±· 021 . ±.016 %o02Q %.023 ±· 019. %.015 

136 • 222 .168 .201 .179 .• 187 .189 
±o02d ±·024 ±·019 :.019 ±.018 ±-018 

141 -- -- -- .188 .182 .190 
±oOJ1 . ±· 018 :.015 

• 
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Ne+Cu ~ n + Ed 3cr/dp3 +X 
TABLE E.6 3 2 E/A .. 282 l'leV ... p.lb c /(sr HeV ) 

p" 9 lab. degrees 

" MeV/c 0 4 8 12 . 16 20 

91 • 220 ·112 . .335 .463 .341 --. 
±-086 ±o097 ±.078 ±-080 ±-115 

96 • 359 .163 .• 429 .369 ··396 • J01 
±-081 ±-071 ±-077 ±-086 ±-101 . ±-115 

101 • 076 • 366· ·. • 351 .• 369 .• 553 .417 
- ±· 115 ±-050 ·±· 089 ±-076 ±-107 ±-089 

106 • 239 .. • J40 .• 313 .363 .421 .350 
±.086 ±.048 ±· 061 . ±· 076 ±-077 ±-091 

111' .187 .275 . .)77 • 266 .466 --
I ±-095 ±~056 ' *· 055 ±.087 ±· 072 

llb I .2b2 I 248 -289 .455 -- --
±-086 ±-046 ±· 036 . ±.052 

121 .2b6 • 383 • 377 .355 -- -- I *•093 ±-043 ±-053 :±· 069 
I 

126 • 289 • 372 • 435 .454 • 443 . --
' ±.Ob4 . *· 05 7 ±-074 ±.079 ±-056 
I 

131 I • 361 .418 .• 359 .313 • 439 ~-.. *· 081 . ±-061 ±.078 ±-086 ±-066 

136:· . .553 .161 .)83 • 419 • 378 • 398 
. ±· 089 ±-080 ±-060 '±.067 ±-062 ±·063 

141 -- ·-- :-- .478 • 331 • 391 
±-114 ±-060 ±-054 
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Ne+NaF -+•" - Ed 3cr/dp3 +X 
TABLE E.7 3 2 E/A • 3SO MeV f.lb c /(sr MeV ) 
p" 

' 

"" 
~aD. aegrees 

MeV/c 0 4 8 . 12 16 20 
.lUb .lo.ll4 olH~ .loU/ .~.l . ol:!J f. .::>4 

%ol7 %o07 %o09 ±oOS %o09 %o07 

110 1.21 1.05 .77 .s9 • Sl. .so 
±.11 *·08 ±-07 ±-08 ±.OS ±-08 

11J 1.21 1.07 .97 .Sl .76 .71 
I • ±-10 %·07 %.08 ±-07 ±o08 ±o08 

117 l.JJ 1-22 1.04 .95 .77 • 68 
±·06 ±·04 ±-05 ±o05 ±o04 ±o04 

121 1.53 1.34 1.08 .92 ·• 85 .S5 
±-06 ±·04 ±-04 ±·04 ±-04 ±-04 

125 1. 82 1.50 1.13 .91 .82 .so 
±.07 ±.OJ ±-04 ±.OJ ±oOJ ±o03 

129 2.26 1.66 1.14 .98 .79 .75 
±-07 ±oOJ ±-03 ±.OJ ±-03 %-03 

133 2-62. 1. 7 3 1.03 .9S .87 .83 
±-07 ±-03 ±-03 ±·03 ±-03 ±-04 

137 2.53 1. 6J .98 .87 .86 --
±.08 ±-03 ±-02 ±-03 ±-04 

141 2.04 1.46 1.02 .·94 .83 .71 
%.06 *·03 ±.02 ±· 03 ±.03 %o0b 

145 1.61 1. 28 ·1· 00 .S7 .77 .so 
%.05 .%.02 %.02 %.03 %.04 %.07 

149 1.48 1.25 • 94 .• 81 .77 --
%.05 %o03 %.02 %.02 ±-03 

153 1.21 1. 09 .90 .S4 .84 .60 
%.04 *·02 ±· 02. ±.03 ±.04 %.06 

15 7 1.03 .97 .87 .78 .73 • 62 
±.04 %.03 %o02 %.03 *·04 %.06 

161 1. U3 .91 .75 .67 .70 • 61 
%.06 ±-04 %o03 ±.OJ %.05 %.04 

165 .90 .98 • 82 .70 .67 .69 
±o05 *·03 ±o03 ±.OJ ±.02 %o04 

169 :go .84 .7b .70 .65 • 63 
±o04 ±·02 ±-02 ±·02 ±·02 ±o04 

174 • 85 • 7.8 .72 • 69 . • 62 --
±-04 ±oOJ %.03 ±-OJ ±·OJ 

l7ij .6(. • 79 .75 •• 6 3 .60 ~"8 
±-05 %.04 ±.03 %o03 %.02 %~02 

lb2 .67 .73 • 70 .60 .54 .61 
±o05 ±·04 . ±· 04 ±-04 ±o02 %.02 

189 .72 .77 .71 • 61 .51 --
±·09 %·06 *·05 ±.05 %o04 
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Ne+Cu -+ n -+ X Ed 3cr/dp 3 
TABLE E.8 3 - 2 

E/A • 382 MeV ~b c /(sr MeV ) 

p" ~ lab. degrees 
" HeV/c 0 4 8 12 16 20 

.. 
105 1-20 2.Qj 1-79 1. 97 1.39 1.'16 

-t-27 -:.24 -:. :n -t-25 %o23 ±··22 

109 1.90 1.73 1.99 2.04 2.04 2.14 
±o27 ±o20 ±-23 ±-25 ;;.26 ±-29 

113 2.44 2-47 1.86 1.66 1.49 1.83 
±· 28 %o24 ±o22 . ±· 20 ±o21 ±-24 

117 2.59 2.04 1. 97 1.91 1. 51, 1. '• 6 
±-29 ±-13 %-18 ±-18 ±-16 %.16 

120 2.91 2.18 1.85 2.17 1.65 1.75 =· 23 :.12 ±.15 *·18 2:;.16 *•'17 

124 2.50 2.16 2.09 1. 72 1.59 1.65 
±.19 -:.u %.16 %.1.) ±-14 %.!6 

128 3.07 2.40 2.07 1.57 1.55 2.00 
±-22 ±·11 ±-12 ±-14 -J:.13 ±-22 

132 3.65 2.56 1.90 1.61 1.66 1.68 
±· 23 ±-11 -t.ll -t-13 -t-15 %-24 

136 3.65 2.53 1. 73 1.61 1.87 ---t-23 : *· 11 -t-10 ±-10 ±-22 

140 2.93 2.20 1. 74 1. 87 -- --
±·21 %·11 ±-09 ±·12 

144 2.29 2.07 1. 7J 1.61 -- --
±-18 ±-10 %.11) ±-12 

148 2.33 2.11) 1.68 1. 41 1.35 --±·19 ±-11 -J;.ll ±-12 -t-13 

152 1.78 1.78 1.46 1.49 1.35 ---t.ln ±-lfl ±-10 -t.ll ±-13 

156 1.59 1-64 1.62 1.55 1. 34 --
±-15 ±-11 ±·ll -t-12 ±-12 

160 2.16 1. 69 1.19 1. 08 1. 45 1. 07 
±-23 ·;;.15 ±-12 ±-11 ±-12 ±o10 

164 1.14 1. 83 1. 43 1.24 1. 07 1. 15 
±-23 ±-16 ±-13 -t-09 ±-10 %-09 

168 l .• 3.5 •• 51 J. 27 t. 1.9 l. 03 l. 16 
*-21 2:;.17 ~-16 ±.IS ±-09 ±-09 

173 1.83 1.29 1.52 1.22 1. 12 --
±-35 -J;. 20 ±-21 %.18 ±-16 

178 -- -- 1. 43 1.30 .86 .so 
±-29 ±-18 -J:.l) ±-12 

1d2 -- -- -- -- .80 1. ll 
' ±-16 ±-14 
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- Ed
3
o-/dp 

3 
Ne+U ~" +X 

TABLE E.9 
c

3
/(sr MeV

2) E/A • 385 HeV pb 

Pn 8 lab. degrees ·n 
MeV/c 0 4 ~ 12 16 20 

106 4.59 6.10 6.17 6.39 6.38 5.94 
±-90 ±-77 ±.tH ±-89 ±-93 ±o9b 

112 6.73 5.97 5.15' 5. 71 5.31 7.07 
±o91 ±-75 ±-75 ±o75 ±.77 ±-91 

118 8.19 6.33 5.43 . 6. 23 5.51 . 4. 8tl 
±-97 ±-4ti ±·69 ±o7b ±-70 ±· 71 

124 6-49 6.32 4-44 4.73 . 4. 06 5.98 
±-83 ±-4tl ±-42 ±-62 ±-57 ±-84 

130 ·9.36 1.uo 5.63 4.43 5.87 --
±· 97 . ±-52 ±-46 ±o60 ±· 74 . 

136 8. Ms .).42 5-19 4.25 -- --
±-~2 ·±-48. ±-43 ±-39 

142 7.1.7 4-94 ' 4. 73 4.37 -- --
±-84 ±-42 ±-42 ±-52 

148 4.40 5.tss 5.63 4.25 3.05 --
'±·6~ ±-46 ±-60 ±-50 ±-44 

154 3. 97 3-79 5.01 . 3. 33 3.76 --
±-61 ±· 4ts ±-52 ±-46 ±· 44· 

160 5-bo 4. 17 3-~2 3.2b 3.09 j.06 
±-93 ±-56. ±-44 ±-40 ±· 39 ±-35 

166. -- -- -- 4.05 3.34 2. 72 
±-75 ±-42 ±-30 
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Ne+NaF -+ + 
+X Ed 3cr/dp 3 

" TABLE E.10 3 ' 2 
. f./ A .. 380 HeV ~b c /(sr MeV ) 

"'" 
8 lab. df.grees 
" .. 

MeV/c 0 4 8 12 16 20 

105 .• 20 • 19 • 22 .. .30 .• 26 .24 
±.05 ±· 03· . ±-03 ±-04 ±-04 ±-04 .. . 

109 .21 .20 .26 .27 .34 .36 
±o04 ±-03 ±.;OJ ±~04 ±-05 ±-05 

1P .21 • 16. • 25 .26 • 29 .32 
±-04 ±-03. ±-03 ±-03 ±-04 ±-04 

117 .17 • l:i .24. .32 • 33 .33 
±-03 ±-01 ±.02 ±.~03 ±-03 ±-02 .. 

120 • 19 • 16 .22 .28· • 34 .33 
±-02 ±-01 ±-02 ±·U·l ±.03 ±-03 

121, • 12 • l b .21 ·28 .30 .37 
±-01 ±-01 ±-01 ±-02 ±.'02 ±.U) 

12~ .14 • 16 .22 • 29 • 35 • 35 
±-02 ;;.o1 ±-01 ±-02 ±-02 ±-03 

132 • 14 • 16 .22 • 28 • 39 .41 
±o01 ±· 01- ±-01 

' 
±-02 ±.02 ±-03 

13b .13 .1o .23 .31 .41 --±oOl ±-01 ±-01 ±-Ol ±-.03 

140 • 14 .19 .24 .• 33 .43 --
±-C.d ±-01 ' . ±.01 ±.u2· . ±· 03 

144 • '19 • 17 .27 • 29 -- --
. ±· 02 ±-01 ±o01 ±-02 

148 • 19 ·20 .2~ • .H .n --
±-02 ±-01 ±-01 ±-02 ±-03 

15£ • H~ .23 .3U .34 • 36 --
±-02 ±-01 •• 02 ±-07 :t.ll1 

156 .23 .26 • 30 • 35 • 38 --
±-02 ±-01 ±-02 ±-02 ±-03 

160 • 32 • 28 .30 .31 .37 .34 
±-04 ±-02 ±-02 ±-03 ±-03 . ±· 02 

164 • 28 • 30 .30 .32 • 36 .41 
±.03 ±-02 ±-02 ±-02 ±-03 ±-02 

1u~ • 30 • ~ l • 35 • 38 • 35 .37 
±-03 ±o02 ±.02 ±-02 ±-02 ±-02 

173 • 34 .33 • 35 • 36 .43 ~ 25 . 
±-04 ±-03 ±.03 ±o02 ±-OJ ±-02 

177 -- -- • 35 .36 • 37 .31 
±-04 ±-03 ±-02 ±·02 



89 

Ne+Cu ~ rr+ +X Ed 3cr/dp 3 
TAHLE E.11 3 2 E/A • 382 MeV f.lb c I (sr lieV ) 

Prr " lab. degrees 

" MeV/c 0 4 8 12 16 20 

107 • 61 .61 .11 .77 .83 1.00 
±o10 ±o07 ±o08 ±·11 ±o11 ±o12 

113 .56 .46 .76 .70 .61 .98 
±o10 ±o07 ±o09 ±o09 ±o10 ±o11 

119 .63 .59 .60 .76 .98 .76 
±o08 ±o04 ±oO] ±o08 ±o09 ±·11 

125 .so .57 .54 • 66 .76 1.00 
±oU] ±o04 ±o05 ±o07 ±o08 ±o13 

131 .45 • b1 .58 .72 .99 --
%.06 %.05 z.05. ±.07 %.10 

136 .40 • 61 .55 .77 -- --
±o06 ±.05 %o04 %.05 

142 .55 .56 .66 .69 -- --
! ±oO] ±o04 ±.OS ±o07 
I 

148 I .52 .60 • 1)5 • 69 • 69 --
I 

±·01 ±o05 ±oO] ±·01 ±o0] 

154 . .58 .63 •00 .85 .90 --I ±oO] ±oOb ±o06 ±o07 ±oO] 

160 • 61 .• 64 • 82 .68 • 81 .~w 
±·10 ±o0] ±o06 ±o06 ±oO] ±o05 

166 -- -- -- • 64 .so .90 
±·11 ±oU6 ±o05 
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- Ed
3

o-/dp
3 

Ne+U ~ " +X. 
TABLE E.12 3 2 

E/A • 385 MeV Jlb c I (sr MeV ) 

p" 9 ·lab. degrees 

" •. 
MeV/c 0 4 8 12 16 20 .. 

106 1. 73 1. 46 1.73 1.83 1.64 2.11 
·:.52 :.33 ±-34 *·52' :.44 :.41 

112 ·'· 48 .82 1.66 1.06 1.63 1.75 
:.47 ±-35 . *· 4'2 :.36 ·:.53' ±.38 

us· 1. 27 1-44 1. 87 1.70 1. 77 . • 28 
±-34 ±o19 ±-35 . ±· 36 ±-32 ±· 4o· 

124 1.· s 1 1.16 1. 4·1 1.90 1. 77 2.46 
;; • .:;5 t-19 t-29 ±-34 ±· 32'. ±•49 

130 1.46 1. 67 1.43 1. ~W. 2.08 --
±o J2 ±-23 ±-23 *· 30: :.42 

136 1. 0'9 1-24 1.66 1.5jj -- --
±-36 :.25 *· 23 . . *· 34 

142 1.78 1. 40' 1.59 1.98· -- --
t.Jb ±-ll ±-26 ±-36 

148 2-09 1.27 l. 7f:i J. 38 1.'38 --
±o38 ±-26· ±.35 *· 36' ±-J~ 

153 l.b2 1.48 2.06 2.04 2.25 --*· 40 *· 3'2 ±.35 ±o37' ±.34 

159 1. 74 1. 5.6 1.87 1.50 1o 16' 2.21 
:t. 49 .i;o)5 ±.2.7 .l;o34 t.36 ·t.2~ 

165 ·-- -- -- -- lotH 2.05 
.. :.29 ±-25 
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.. 

Ed 3cT/dp 3 -Ne+C -+ " +X 
TAnLE E.13 

fJb c
3
/(sr MeV

2
) E/A .. 405 L1eV 

p" 9 lab. degrees 

" MeV/c 0 4 8 12 16 20 24 28 32 

106 .76 • 82 .58 .60 -- -- ·-- -- --
2;.13 2;.08 2;.07 2;.09 

' 
112 • 70 • 81 .71 • 67 • 59 -- -- -- --

t : %.11 2;.07 2;.07 2;.08 2;.07 

117 • 69 .85 .57 .48 .58 -- -- -- --
±·11 2;.07 2;.06 2;.07 2;.07 

' 
123 • 76 .98 .87 • 6.3 .64 .51 -- -- --

±.10 2;.07 2;.09 2;.08 2;.08 2;.06 

12~ 1.10 .98 .60 • 49 • 49 • 35 .49 -- --
±.13 :.07 ±•07 :.07 :.06 2;.05 :.06 

134 1.17 .93 • 79 • 57' .54 .52 •53 -- --
:.14 ±-09 :.o8 :.06 ·, ±.Ob :.06 ±-06 

140 -- • 65 .so .47 .46 .51 .43 .45 --
±· 08. 2;.07 ±~06.. :.as ±-05 ±~OS 2;.05 

146 -- -- :. 32 ··55 .49 . ·ss .45 .48 .46 
2;.05 :.06 2;.06 2;.06 t.OS 2;.0S ±-OS 

152 -- -- -- .44 .51 .51 .54 .45 .43 
2;.06 ±-06 t.Ob ±-05 t.OS ±-04 

lS 7 -- -- -- -- -- -- -- • 39 .44 
2;.04 ±-04 
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- Ed
3

cr/dp
3 

Ne+NaF~n +X 
TABLE E-14 3 2 

E/A • 400 MeV ~b c /(sr MeV ) 

p" 9 lab. degrees 
" MeV/c 0 4 8 12 16 20 24 28 32 

90 .58 .52 .46 .55 -- -- -- -- --±-14 :.o8 ±-07 :f:-10 

93 • 62 .n .76 .57 .59 -- -- -- --
±-14 =· 09. :.10 ±.10 :.10 

97 .72 • 81 .77 .64 .65 .64 -- -- --
±o14 :.o8 ±-09 ±-09 :f:,10 ±o10 

101 .84 .H9 dW • b7 ,7J ·'70 -- -- --
±·14 ±-09 ±o10 :f:.ll · :f:o10 ±-09 

105 .• 86 .98 .83 1.04 • 84 • 70 • 79 -- --
±.16 ±.12 ±oll ±ol2 :f:,10 ±o09 ±-09 

109 .6J 1~ 03 1.15 • 80 • 18 .77 .67 -- --
±.13 :.12 :.13 ±.10 ±•10 ±.10 ±o09 

113 1. 07 .98 .94 .82 .79 .59 .70 .71 --:.10 :f:-05 ±•O'l +,.05 :.10 ±·08 ±-08 *·09 

117 1o 06 1.14 .93 • 81 .&3 .78 • 82 .61 • 61 
±o09 :.o5· ±-05 :f:,05 :.05 :f:.10 ±o09 :.07 :.oa 

121 1.20 1.10 .86 • 78 • 81 .76 • 78 • 73 .55 
±.10 ±oOb ±-05 *· 05. ±-05 ±-05 ±o08 :.o8 ±oOO 

125 1. 46 1. 17 .6b • 91 -78 • iS2 -- -- --
±·.14. 1;.07 :.05 :.09 '±-07 ±o07 

131 1. 69 lo 51 .84 • 84 .78 .67 .69 -- --
±o15 ±-09 ±o08 ±o08 ±-07 ±-06 ±-06 

136 1. ~1 1.35 -93 • 69 • 71 •67 .63 -- --
±·14 ±-05 ±o04 ±o04 ±o04 ±~ 1 ±o06 

142 1. 87 .86 • 88 .74 • 62 .69 .72 .75 --
±.26 ±.08 :.oa :.Ou ±a05 J.,QS ±-06 :.06 

147 !.32 1. 15 • 7 'J -67 .66 .66 • 59 .52 .so 
:.11 :.06 ±.04 :.04 :.04 :.06 :.05 :.05 :.05 

153 1.14 1.05 • 84 .68 .69 .65 .65 .60 .54 
+.Ofi :.04 ±.05 ±-04 ;.04 ±-03 ±.05 ±-05 :.04 

159 .95 .88 .81 .76 .71 .63 .46 .4H .52 
:f:. 0 6 s• Qt, :f:.04 ±-04 ±-04 ±.04 ±·05 ±o04 ;;.04 

16 9 . ./U • 7 7 .66 • 62 .61 .51 • 64 -- --
±o08 ±-06 :.05 ±-05 :.05 ±-05 ±-05 

176 -- • 48 -61 • 63 .51 .53 • 49 .55 --
±-05 ±-05 *· 05 . :.04 ±o04 ±.04 ±-04 

184 -- -- -45 ~53 .53 .54 .55 • 49 --
±·05 ±-05 ±-04 ±-04 ±o04 ±o04 

191 -- -- -- -47 .43 .44 • 44 .40 --
±-05 :.04. ±-04 ±o04 ±·03 
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- .· .. 
E~ 3cr/dp.3 Ne+U ~ " +X 

TABLE E.l5 3 2 E/A • 407 MeV· Jlb c /(sr l'ieV) 

Pn 9 

" 
lab. degt:ees 

MeV/c 0 4 8 12 16 20 .. 24 28 32 
... 

106 4-75 4. 97 4.19 4.07 -- -- --· -- --
;tl. 24 ±-74 ±· 77 ;t.91 ., 

.. 

112 4.48 4.48 5.53 5.11 3.92 -- -- -- --
±1-14 ;t.65 ±· 73 ;t.87 ±· 72 

117 4.55 3.97 3.96 3.21 4.58 . 2.91 -- -- --
±loll ±-59 ;t •. 64 ;t.67 ;t.81 ;t.68 

123 4.26 3.93 3.64 4.11 3.·90 3.45 -- -- --
±-90 ±-52 ±· 71 ±· 83. ±-73 ±· 63 .. 

128 3.10 5.87 3.35 3.07 3.82 2.31 2.68 -- --
±-83 ±-69 ±-69 ±-76 ±-66 ±·58.·±· 60 

134 3.25. 4.53 4.51 3.20 2.67 3.25 2.88 --. --
±-83 ;t.76 ;t.76 ;t.58 :.53 ±-61 ;t.51 

140 -- -- 2.19 3.46 2.68 2.57 2.78 2.05 --
;t. 60 ±. 62. ;t.50 ;t.45 ±-49 ±-43 

146 -- -- 1.75 2-75 2.99 . 2. 54 2.45 2.75 1. 79 
±-53 ;t.55 :.51? . ±· 49 ±-44 ±-50 ±.44 

151 -- -- -- --. 2.66 3.15 2.01 2. 52. 2-29 
±-53 . ±·57 ±-41 ±· 44 . ±-38 

157 -- -- -- -- -- 1. 80 2.10 1.79 2.49 
±-53 ±-43 ;t.37 ±-41 
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Ne+C -+ rl + X Ed 3
cr/<ip 3 

TABLE E~16 3 2 E/A • 405 MeV fJb c /(sr MeV ) 

p" e 
" 

lab. degrees 

MeV/c 0 4 ·~ 12 16 2Q 24 28 32 

107 • 35 .18 .23 .41 -- -- -- -- --
±-07 ±-03 ±-04 ±.06 

112 .14 .17 . • 19 .26 • 20 -- -- -- --
±-04 :.OJ :.03 :.04 :.04 

llB • 12 .16 .16 .17 • 32 -- -- -- --
±-03 ±-03 ±-03 ±-04 ±-05 

123 .11 • 16 • 16 • 30 • 32 .• 26 -- -- --
lo04 ±-02 •• 0'• •• os ±-04 ±oOlt 

129 .07 .13 .20 .31 .25 • 29 .34 -- --
:.02 :.03 :.04 :.04 .:.04 :.04 :.04 

. ' 
135 .10 .17 .24 .22 • 27 .• 34 • 38 -- --

±-03 :.03 :.03 :.03 :.04 ±-04 ±.0.4 

140 -- -- .25' .22 .23 .23 .31 • 33 --
J.oOJ ±-03 . ±· 03 -t.03 ±·0" ±.03 

146 -- -- • 21 •29 • 33 • 29 • 34 • 35 .41 
±-03 ±-04 . ±-04 :.04 ±-04 ±-03 :.04 

152 -- -- -- .24 .24 • 38 • 36 .33 • 35 
±-03 ±-04 ±-04 ±-04 :.OJ ±-03 

158 -- . -- -- -- -- -- -- • 34 .31 
±-03 ±-03 

·--
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+ Ed
3

cr/dp
3 

Ne+NaF~n + X 
TABLE E.17 3 2 

E/A a 400 MeV ~b c /(sr MeV ) 

p" 
9 lab. degrees 

" MeV/c 0 4 8 12 16 20 24 2S 32 

94 • 28 .26 .26 ~ 30 .20 -- -- -- --
±o07 ±-05 %.05 ±-06 ±-07 

99 • 28 • 37 • 31 .41 .33 • 39 -- -- --
±-08 ±o05 ±o05 ±-06. . ±· 06 ±-06 

104 • 30 .25 • 30 .33 .36 .42 .43 -- --
±-07 ±-04 ±-05 ±-07 ±oOb ±-07 ±-06 

109 ~ 29 • 32 .32 • 39 .36 .32 • 49 -- --
±-04 ±o03 ±-03 ±-04 ±o06 ±-05 ±-07 

115 .27 .33 .33 • 38 .36 .48 .46 • 36 --
±-05 ±-03 ±-03 . ±-04 ±-06 zo06 -±· 06 ±-06 

120 • 16 • 25 ·• 25 .30 .43 .42 • 49 .39 .33 
±-03 ±-03 %.03 ±-03 %.04 ±-05 ±-05 ±-06 ±-04 

126 • 19 .24 .18 • 39 • 38 .• 46 • 38 • 37 .44 
±-04 ±-02 ±-02 ±-05 ±-04 ±· 04. ±-05 zo05 ±-04 

131 .20 .26 .32 • 37 .37 .36 • 39 -- --
±-02 ±-02 %.02 ±-03 ±-04 ±-04 ±-04 

137 .14 .21 .26 .31 .30 .39 • 49 . -- --
%.02 ±o01 ±. 02' %.02 %.04 ±-04 ±-04 

143 .u .21 .22 ~26 • 34 .32 .42 • 39 --
%.03 ±.02 %.02 ±.02 %.02. %.03 %.04 zo03 

148 • 19 • 19 . .23 .35 .41 • 35 .43 .41 • 39 
±-03 ±-02 ±.02 '%.03 ±o03 ±.02 ±-04 ±-03 ±-03 

154 -- -- -- .19 •. 'i. 7 .44 .41 .37 .41 
±·03 z.04 ±o04 ±-04 zo03 ±-03 

160 .20 • 28 .31 • 38 • 37 . .31 .31 • 29 .42 
·±· 02 ±.02 ±-02 ±o03 ±-02 ±.02 ±-03 :b03 %.03 

170 .21 .26 .31 • 29 • 32 .33 .40 • 35 --
±-04 ±-03 ;t;.03 ;t;.03 •• 03 ~.OJ ~.03 ~-03 

177 -- .24 .27 .29 .34 .30 .32 • 36 --
±o03 ±-03 ±·03 ±-03 ±.OJ ±~03 ±-03 

185 -- -- .23 • 27 .36 • 37 .34 • 3-7 --
±-03 ±-03 ±· 03. ±-03 ±-03 ±-03 

192 -- -- -- .24 • 29 • 35 • 34 .34 --.. - ±-03 -t.U3 ±-03 ±-03 ±-03 
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Ne+U ~ n + 
+X Ed 3cr/dp 3 

TABLE E-18 3 2 E/A • 407 MeV pb c /{sr MeV ) 

p" 9 l.ib. degrees 

" HeV/c 0 4 8 12 16 20 24 28 32 

107 1.36 1-87 • 81 1.45 -- -- -- -- --
:t. 49 ±-39 ±-33 ±-45 

112 • 93 1. 23 1.68 •. 31 .91 -- -- -- --
±-42 ±-35 ±-34 ±.34 ±-37 

118 .66 1. 46 .95 .96 1.42 • 82 -- -- --
±-27 ±-30 ±-28 ±· 43 ±-40 ±-42 

124 • 71 1.44 • 99 1.64 1.38 2. 16 . -- -- --
±~39 ±-25 '±• 39 ±-45 ±-37 ±-42 

129 .57 .• 63 1.23 2.09 1. 10 .87 -- -- --
±-23 ±-32 ±o35 ±-41 ±.33 '±.29 

135 .99 1.12 1.37 • Bl 1.64 • 94. 1.42 -- --
±-41 ±-30 ±-29 ±-31 *· 39 ± •. 31 ±-35 

141 -- -- 1. 71 1.78 1.25 .dO 1.33 1.55 --
±·36 ±.38 :t. 31 ±•. 31 ±·35 ±·30 

' 
147 -- -- -- 1.55 1.49 1. 31 1.75 .1.15 --

±-36 ±.33 :b 31 ±.32 *· 26 
153 - .•. 61 1.68 1.32 1. 10 1. 21 -- -- -- --

±.37 ±.36 ±.30 ±.28 ±-24 

158 -- -- . -- -- .54 .43 1. 16 1.35 1. 31 
±.24 ±-30 ±-24 ±-28 ±-25 
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-· Ed 3l1'/dp 3 Ne+C _. " +X 
TABLE 1::.19 3 2 

E/A • 482 MeV f,Jb c /(sr MeV ) 

p" 9 lab. degrees 

" HeV/c 0 4 8 12 16 20 

119 -- .77. .72 .75 .so .Sb 
±-09 ±.10 :.11 :.12 ±-10 

123 •86 .98 ~ 74 .97 .76 .83 
±-12 ±.11 :.10 :.12 ±·11 ±·11 

127 .97 -99 1.03 • 82 .69 .68 
±-12 ±-10 ±-11 ±-10 ±-10 ±-10 

132 1.10 • 93 • 91 • 94 .86 .78 
:.12 ±-07 ±-10 :.11 :.11 ±-11 

136 1.27 1. 07 .86 .77 .74 .61 
±-13 ±-07 :.09 ±-09 ±-09 ±-09 

141 1.39 1-15 1.03 .91 .71 .98 
±-14 ±-07 ±-10. ±-10 ±-09 ±-13 

145 1-91 1.32 1. 03 .• 70 • 81 --
:.16 ±-08 ±-07 . ±· 08 ±-10 

150 2.18 1.51 .98 .83 1.12 --:.17 :.os :.06 ±-09 ±-13 

154 2.81 1-68 • 93 .as -- --
:.20 :.os ±-06 ±-09 I 

151> 2.55 1.48 .7o .• 84 -- --
±-18 :.os ±-06 :.06 

163 2.26 1.43 1.08 • 70 -- --:.17 :.os ±-07 :.07 

167 1.45 1-23 .96 .77 -- --
±-13 ±-07 :.od ±-07 

172 1.21 1.21 • 82 .73 • 66 --
:.11 ±-07 ±-07 :.06 :.06 

17.6 1. 16 .87 • 81 .64 .66 --
±ell ±•07 ±•07 ±-06 :.oo 

181 1. 13 • 80 .67 .69 • 63 --
±-12 ±-07 ±-06 :.06 ±-05 

185 -- -- .84 .60 .70 • 48 
±-10 ±-06 ±-05 ±-04 

190 -- -- -- -- .53 • 60 
I - :to 06 ±·05 
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Ne+NaF ~ - Ed 3cr/dp 3 
TAbLE E.20 " +X 

3 2 E/A • 483 f1eV ~b c /(sr MeV ) 

Pn 9 lab. degrees 

" MeV/c 0 4 8 12 16 20 

118 1. 05 1-22 1-52 1. 4 7 1.53 . 1. 25 
:t. 13 ±-10 ±-12 ±!12 ±-14 ±-12 

123 1. 44 . 1. 80 1.48 1.41 1.33 1.28 
±-13 ±-13 ±-12 ±.12 ±-12 ±-11 

127 1.78 lo 55 1.44 1.45 1.38 1.44 
±-14 ±-11 ±o11 ±o11 ±-11 ±-12 

132 1o!l5 1. 62 1.67 1.57 1.40 1.26 
±-14 ±-07 ±-12 ±.12 ±-11 ±-11 

136 2.18 loll 1 • .)6 1o49 1. 36 1. 25 
±-14 ±o07 ±.11 ±o11 ±.10 *· 10 . 

140 2.36 1.86 1.63 1-48 . 1· 2 7 --
±-15 ±.OH -:t;.ll ±.11 ±.10 

145 2.76 2·20 1.48 1. 43 1.37 --
±-17 ±-08 ±-07 ±-10 . ±-10 

149 3. 21 2.40 1.79 1.33 -- --
±.18 ·±· 09 ±-07 ±-09 

154 . 3. 88 2.46 1.48 1.29 -- --
±-21 ±-09 ±-06 ±-06 

158 3.78 2.25 1.48 1.21:! -- --
±-20 ±-08 ±-06 ±-08 

163 2 •. 91 2.08 1.64 1.20 -- --
±-17 1;.08 ±-07 ±-07 

16 7 2.30 1.95 1.33 1. 23 • 82 --
±.!4 ±·UI l;.Uij ±-01 1;.05 

17:l 2.22 1.95 1-44 1. 12 1.08 --
•. 13 •• 07 -t.oa ±-06 ±-06 

176 1. 77 1. 51 1-22 1. 22 1. 07 --
±. 11 ±-08 ±-07 ±-07 1;.06 

181 1.79 1. 46 1. 16 1. 15 1. 05· --
±-13 1;.08 ±o07 ±-06 :t-Ub 

185 -- 1-42 1. 20 1.08 1.06 --
±-23 ±-09 ±-06 1;.05 
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- Ed
3
cr/dp

3 
Ne+Cu -+ " +X 

TABLE E.21 3 2· 
· E/ A ""' 485 l1eV f.lb c I (sr l1eV ) 

p" ~ lab. degrees 

" NeV/c 0 4 8 12 16 20 
- -· 

118 3.13 3.78 3.05 3-19 2.49 
±-30 ±-37 ±-33 ±· 37. ±-32 

122 3.10 3.78 3.12 3.34 3.11 3.14 ,. :.36 ±-35 ±-33 ±-35 ±-34 ±-32 

126 4.08 3.96 3-87 3.30 3.86 2. 97 . 
±· 38 ±· 32 ±-34 ±-31 :.35 ±· 32 

131 3.82 3.34 3.44 2.93 3.37 2.27 
±· 37 ±-19 ±-30 ±-31 . ±· 32 ±-26 

'b 3. 72 135 3.70 3. Sl · 3.39 2.93 1.91 
:.34 *· 20 . :.29 :.31 :.28 ±-24 

140 3. 7 5 . 3. en 3.66 3.67 2.90 
:.35 ±.20 ~.30 :.31 :.27 

144 4. 73 4.29 3.25 2.66 .2.96 
±-38 ±-21 ±-19 ±-25 ±-29 

149 4. 72 4-27 3.67 2.74 
±· 38 - ±·20 ±-20 ±-24 

153 6.27 4.13 2.90 2.53 
±-44 ±-21 . ±· 17 ±-27 

158 5.83 4.18 2.63 2.76 
±-41 ±-20 ±-16 ±-21 

162 5.79 3.68 3.07 2.54 
±-43 ±-20 ±-18 ±·21 

16 7 4.32 3.20 2.91 2.39 1.55 
±-35 ±-18 ±-23 ±· 20 ±-15 

171 3.90 ).58 2.69 1.98 2.04 
±-31 ±-19 ±-20 ±-17 ±-17 

176 2.95 2.98 2.48 2.53 1. 84 
t-4.7 ±-21. ±.lq ±-1.3 ±· .16 

180 3. 11 2.59 . 2. 51 2.36 2.03 1.28 
±.3l ±-20 ±·20 ±-17 ±-15 ±-12 

185 2.31 2.18 1. 8 7 1.50 
:b 2.4 . ±-lb ±-14 ±-12 

189 1.50 1.82 
..!} - ±.16 ±-13 

--····"""'"''•"'"·--· 
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- Ed
3

cr/dp
3 

Ne+U ~ " +X 
TABLE 1::.22 3 2 E/A = 487 MeV pb c /(sr l-1eV) 

Pn 9 lab. degrees 

" MeV/c 0 4 8 12 16 20 

120 9.9 14.7 8.3 8.1 8.5 10.0 
±1· 6 ±1. 6 ±1· 4 ±1· 4 ±1· 5 ±1o 4 

127 u. 8 12.7 11. 7 9.9 u. 2 10.9 
±1. 6 ±1o 3 ±1· 4 ±1· 4 ±1· 4 ±1o 4 

133 10.5 u. 3 10.7 9.8 8.7 7. i:) 
±1o 5 ±·9 ±1.3 ±1· 3 . ±1· 2 ±1• 2 

ll.O 13.0 u. ~ 9·8 10.3 8.0 --
±1· 6 ±· ±•8 ±1· 2 ±.l-·l 

I .147 12·2 12. 3 9.8 7.9 -- --
I ±1·6 ±· 9 ±·9 :t:l· l 

154 16. l 12-3 s.R 7. 0 -- --
±1o7 ±· 9 ±·8 l•7 

l6U 15.4 10.5 7. 7 7.6 -- --
±1· 7 ±·9 ±·8 ±·9 

l 167 7.8 8.6 7. 5 s. 7 4.9 --
±1o 3 ±· 8 ±1· 0 ±· 9 ±· 7 

174 8.6 8. 1 8.9 6.0 5.6 --
±1. 2 ±· 9 ±·9 ±·8 ±·0 .. 

. 1 ti 1 6.9 . 7. 1 6. 2 s. 9 5.9 --
±1. 6 ±1·1 ±·9 ±·7 ±·7 

188 -- -- -- 4.9 4.4 '+. 7 
I ±1· 2 ±.7 ±·6 

t. 
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Ne+C ~ n + 
+X Ed 3cr/dp 3 

TABLE E.23 3 2 E/ A • 482 ;1eV pb c /(sr MeV ) 

p" 9 lab. degrees 

" · MeV/c 0 4 8 12 16 20 
t-·-

121 .23 • 39 • 29 • 39 .54 .55 
±-04 ±-05 ±-04 ±-05 ±-06 ±-07 

128 .24 .32 .40 .44 .45 .59 
±-04 ±·04 ±-05 ±-05 ±o05 ±-07 

134 .21 .23 .32 .33 .47 .35 
±-04 ±-02 ±-04 ±-04 ±-05 ±-05 

141 • 16 • 25 • 27 • 34 • 38 .• 7l 
±-03 ±·02 ±o02 ±-04 -t.05 ±·09 

148 .22 • 19 .34 .42 .46 --
±-03 ±·02 %.03 ±-04 ±.06 

154 .13 .19 .30 .36 -- --
±-OJ ±-02 ±.02 ±-03 

161 .23 .20 .34 .43 -- --
±· 03 . ±·02 ±-02 ±-04 

168 .23 .22 • 34 .40 .34 --
±·03 ±·02 ±-03 j;.04· ±-03 

174 .26 .32 • 37 .43 .47 --
±-04 ±·03 ±-03 ±o03 ±· 03 

181 • 25 • 28 • 36 • 45 • 51 --
±-05 ±·04 ±-03 ±-03 ±o03 

188 -- -- -- .40 .43 .44 
±· 05 . ±-03 ±o03 

·I 

.-
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+ 
Ed 3cr/dp3 Ne+NaF ~ " + X 

TABLE E.24 
c

3/(sr MeV2) E/A • 483 MeV f-'b 

p" 8 

" 
lab. degrees 

M~V/c ·0 4 8 12 16 20 
·' 

118 -- .52 -70 .90 .73 .84 
±-06 ±-08 ±-10 ±-09 ±-10 

122 .42 .55 .62 .69 • 7':) • 75 
±-07 ±-08 ±-08 ±-09 ±-09 ±· 09 

126 -42 .sa • 49 .66 • b1 .69 
±-07 ±-07 ±-07 ±-08 ±-08 ±-09 

131 .46 .44 • 5.8 .70 • 76 • 78 
±-07 ±-Ob ±-07 ±-08 ±-08 ±-ll9 

135 ·44 .43 .56 .so .87 • bL. 
±-06 ±·04 ±-06 ±•08 ±-08 ±-08 

140 • 39 .44 • 5·1 •.. 75 • 76 --
±-06 ±-03 ±-06 lo08 ±.08 

144 • 39 • 36 .59 .53 .89 --±-05 ±-04 ±-04 ±-06 ±-09 

148 .36 .45 .ss .52 -- --
t-05 t-03 ±•0'4. t-06 

15'3 .)0 • 36 .53 .6~ -- --
±-05 ±· 03 ±-04 ±-04 

157 .35 .41 .55 •75 -- --
±-05 ±-03 ±-04 ±-Oo 

. 162 .• 36 • '.37 .67 .os -- --
±-0.5 ±-03 ±-04 ±-06 

lnfl • .38 ±:a~ . 
.67 • 76 .58 --

;1..05 :.06 ±·Ub ±-l"i~ 

171 • 37 .so .n. .57 .os --±-05 ±-04 ±-05 ±-05 ±-05 

175 .45 .56 • 68 .6b .7u --
±·06 ±-05 ±-06 ±.OS ±.05 

180 .56 .43 .68 • 68 .73 --
t-07 ±-05 ±-05 ±-05 ±-05 

164 -- -- .52 .• 64 • 69 --
±-06 ±-05 t-05 



l ·• ' 

TABLE 

Pn 

rleV/c 

120 

127 

133 

140. 

147 

154 

160 

167 

174 

rao 

18 7 

~.25 

0 

1.04 
±.19 

• 91 
±·17 

1.10 
±.17 

.89 
±o15 

.77 
±ol3 

.96 
%.14 

.95 
±·13 

1.03 
±·14 

1.29 
:t. 15 

• 82 
±·1~ 

--

103 

~e+Cu -+ n 
+ +X Ed

3
cT/dp

3 

E/A • 485 MeV -fJb 
3 2 

c /(sr MeV ) 
-

8 lab. degrees 

" 4 8 12 16 20 

1.32 1.49 1.57 . 1. 81 1. 71 
±·18 ±.18 ±.20 ±.22 ±·22 

1. 32 . 1.29 1.57 1. 72 1. 60 
±·15 ±·16 ±·18 ±.19 ±·20 

1.15 1. 37 1.28 1.89 1. 07 
±·10 ±o16 ±.16 ±· 20 ±.17 

• 94 1. 04 1.19 1.59 1.98 
t·09 ±·09 ±·16 ±·19 ±o28 

. 1.10 1.27 1.16 1.90 --. 
%.09 %.10 ±.14 ±·21 

.94 1.15 1.34 -- --
%.08 .z.o9 ±.10 . 

.87 1.29 1. 47 -- --
±.08 ±·09 ,z.l3 

.90 1.22 1.36 1.10 --
±·08 ±.13 ±·13 ±·11 

1. 06. 1.38 1.16 1.20 --
±·12 ±·12 ±·11 ±·1L 

1.06 1. 01 .1. 41 1.43 .77 
±·15 ±·11 ±.12 ±·11 ±·0~ 

-- -- 1.18 1. 17 1.32 
±·17 ±·11 ±o10 
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Ne+U ~ IT 
+·· 

Ed 3cr/dp 3 
+X 

TABLE E.26 3 2 E/A a 487 MeV f.lb c I (sr I1eV ) 

p" 9 lab. degrees 

" ~1eV/c 0 4 8 12 1b 20 

123 1.75 2.74 2.00 2.55 3.17 2.81 
:t-70 . *· 68 :t-59 :t-62 :t-60 *· 71 

131 ·2.37 1o 96· 3.18 2.88 3.66 2.83 
:t-64 :t-36 *·55 . :t-57 :.60 . *· 6 6 

140 ·. 2. 83 1.74 2.66 2.81 2.41 --
±-60 ±-35 ±o34 ±·57. ±-62 

149 . '~· 93 1. 93 2.43 2-78 --, --±-53 ±-33 ±-36' ±-39 
.. 

158 2. :a 1.75 2. 53·. 3.39 -- --
±o47 ±· 31 ±o31 ±o49 

.. 
1o7 2·~l 2.38 3.47 2.58 2.02 --

±· 1 ±.33 ±o48 ±o45 ±-44 

176 2.29 1.07 2.81 ). 1 f ,1.82 --
±·57 ±o5U ±· 46 ±·46 ±·42 

1d5 -- -- 2.85 2.85 2. 81 1.79 
±·85 ±·56 ±·40 ±·37 
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- 3 3 
Ar+C -+ " +X Ed (1'/dp 

TABLE E.27 3 2 E/A • 533 t1eV fJb c /(sr MeV ) 

Pn 9 lab. degrees 

" MeV/c 0 4 8 12 16 20 

91 1.34 1.33 1. 71 1.63 1. 00 .78 
·±.26 ±-26 ±-28 ±-30 ±-24 ±· 20 

98 1.39 1. 65 1.86 . 2. 00 1.56 1.26 
±-28 ±-16 . ±· 28 :.27 :. 26 :. 23 

r· 104 2.50 2.18 1. 71 1. 81 1.44 --
±-34 ±-18 ±-17 :.24 ±-23 

110 2.20 2.47 2.04 2.20 -- --
±-30 ±-18 ±-17 ±-27 

117 2.64 2-14 2~06 1. 79 -- --
±-31 ±-16 ±-17 ±-20 

123 2.06 2.48 2.22 1. 91 1.93 --
:.26 :.18 :. 23 ±-21 :.18 

130 2.14. 2.22 2.24 2.09 2.16 1. 82 . 
±-17 ±·14 ±·15 ±-15 ±-15 . ±· 21 

136 2.50 2.45 2.30 1.97 1.77 1.88 
±-24 ·±.17 ±-19 ±o15 ±-14 ±·12 

143 2. 77 . 2. 92 2.40 1.73 1.73 1.60 
:.25 :.14 :.20 :.19 :.17 :.18 

148 . 4.25 3.40 2.25 2.16 1. 75. --
±-33 :.16 :.20 :.20 :.18 

1~3 4.45 3.57 2.41 2.07 1.99 --
±-32 ±-16 ±-13 ±-18 ±-17 

156 6.10 4.02 2.24 1.94 -- --
±-36 ±-16 ±-12 ±·16 

163 9.23 4.35 2-45 1. 82 . -- --
±·47 ±-17 :.13 ;t.ll 

' 167 10.55 4.14 2.42 1.75 -- --
:.52 ±-17 :.13 ±.14 

172 7.28 3.95 2.05 1.93 -- --
±·39 ±-16 ±·12 :.14 

177 4.51 3.52 2.25 1. 81 1.22 --
±·29 ±·15 ±·15 ±.·14 ±-11 

182 3.48 2.95 2.45 1.75" 1.94 --
±· 26 ±o14 ±·16 ±·14 ±·13 

187 3.35 2.44 2.00 1.74 1. 72 --
±o23 :.15 ;t.14 ±·13 :.u 

191 2. 92 2.22 1.71 1.86. 1.53 --
;t.24 %.15 ±·13 ;t.12 ±oll 

196 -- -- 1.46 1.59 1.69 --
;t.22 ;t.16 ±·12 
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... 
Ed 

3
<r/dp

3 Ar+KCl ~n +"X 
TABLE E.28 . 3 2 

E/A • 534 MeV. · fJb c /(sr MeV ) 

Pn 8 lab. degrees 

" MeV/c o. 4 8 12- 16 20 

124 -- 4.61 4. 74 . 5. 43. 4.50 3. 40 . 
±-51 ±.60 ±·55. ±·54 .• ±-'55 

129 4.90 5.66 4.62 4.44 4.60 4.64 
±-55 ±-51 ±-49 ±-53 ±·56 ±-55 

134 4-73 4.98 4.54 4.93 5.29 4.10 
±-61 ±· 49 ±·55 ±-56 ±-62 ±-51 

139 5. 30 4.87 4.82 4.51 ~J5 4.29 
±-60 ±-35 ±·50; ±o46 ±-48 

143 s.oo 5-73 5o09 4.34 4.19 3.90 
±-b3 :t. 34 ±-49 ±·51 ±o4b ±-46 

148 7.94 6.39 5.32 , .. 52 3. 97 --
±-78 x-37 ±·52 : • .J1 ±· 46 

153 6-82 6.39 5.41 4.54 4.31 --
±-72 ±· 37· ±-35 ±-45 ±· 43 

158 8-~5 7.42 5.04 4. 14 -- --
t-72 ±· 37. . ±· 32 ±-39 

163 12-·15 7.62' 4-68 3. 66. -- --
±-87 ±-40 ±-32 ±-29 

lbb 14. ll 6.bo 5 •. 08 4~00 -- --
±-90 ±· 38- ±-32 ±·38 

172 12.01 6.9~ 3. 83 . 3.87 -- --
±-79 ±-37 ±-32 ±-37 

177 6-71 6.36 4.36 ).55 -- --
±-64 ±o36 ±o38 ±-35 

182 5.68 5.43 4-49 3.80 -- --
±.62 ±-34 ±-37 ~-36 

187 4.86 4.63 4.02 3.-30 3.38 --
±-49 ±-36 ±-37 ±o34 ±-29 

192 4 .• 50 ).88 3-79 3.41· 3.32 --
±-52 ±-35 ±-33 ±-29 ±-27 

196 -- -- 3-29 3. 16 2.99 --
±-59 ±-42 ±-28 

- -·-
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+ . Ed 3 a-/ d p 3 Ar+C ~ n +X 
TABLE E.29 3 2 

£/A = ·533 t1eV Jlb c /(sr l1eV ) 

Pn Q 

" 
lab. degrees 

11eV/c .0 4 8 12 16 20 

128 • 29 • 35 • .43 .60 .89 .86 
±-06 ±.06 ±-08 ±-07 ±-08 ±-09 

135 .33 .22 .44 .72 .61 .89 
±.05 ±.05 ±o06 ±-07 ±-07 ±.Ots 

142 • 19 .22 • 35 .57 .72 • 79 
±-04 ±-03 ±~Ob ±-06 ±-07 ±-07 

149 .14 .14 • 40 - .62 .62 --
±-04 ±-03 ±-05 ±-06 ±-06 .. 

15 7 .07 • 16 .32 • 60 -- --
±·U4 ±-03 ±-03 ±-06 ... 

164 .us .15 •. 28 • 59 -- --
±·04 ±.03 ±-03 ±·04 

171 .16 • 17 .33 .57 -- --
±·04 ±.02 ±.03 ±.05 

178 .17 • 17 .3() .51 -- --
±·05 :!:. 02 ±·04 ±·05 

185 • 17 .22 .42 .59 .7Y --
±·03 ±-03 ±-04 ±·US ±-05 

193 .22 .20 • 38 .55 .70 --
±-04 ±-03 ±.04 ±-04 ±-04 
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+. 
Ed 3<r/dp 3 Ar+KCl-+" +·X 

TABLE E.30 3 2 
E/A = 534 MeV pb c /(sr MeV ) 

p" 8" lab. degrees 

MeV/c 0 4 8 12 16 20 

128 1.14 1.33 1.05 1.35 2.09 2.05 
±·23 ±·22 ±·27 ±o24 ±·29 ±·29 

135 1. 10 .69 1.16 2.00 1.51 2.15 
±·21 ±.18 ±·21 ±.25 ±·26 ±·29 

142 .87 • 97 .87 1. 61 1.66 1o91 
±··16 ±.12 ±o20 ±o22 ±·24 ±·24 

149 • b4 .b:l 1.22 1. 7 3 1.77 --
±o17 ±.13 ±·19 ±.20 ±·23 

156 .76 .71 •96 1.55 -- --
±o16 ±·10 ±.12 ±o20 

164 • 37 • 71 .9() 1·59 -- --
±.16 ±o10 ±.12 ±'o13 

171 .so .67 .92 1.39 -- --
±· 17 f-.{}1.) ±. 1 1 ±.1o 

178 .55 .89 1.05 1. 42 --
±o17 ±o10 ±.15 :.17 

185 • 91 • 81 1.:w 1.35 1.76 --
±o14 :.12 ±·15 ±.17 ±·16 

192 • 7 'j • 6Y 1.31 1.29 - 1· 57 --
±-15 ±o1) ±o16 · ±o13 ±·15 
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- Ed 3 fS'/ dp 3 Ne+Be -+ " +X 
TABLE E.31 3 .2. 

E/A = 654 MeV pb c I (sr MeV ) 

Pn 8" lab. degrees 

MeV/c 0 4 8 12 16 20 

146 -- 1~10 .95 • 73 .97 --
±·13 ±·12 ±·10 ±~13 

151 -- 1.33 1. 15 . 1.03 .99 .;93 
:.14. :.13 :.12 :.13 :.13 

156 1.31 1.49 1.08 .88 1.00 .89 
:.15 :.15 :.12 ±· il :.13 :.12 

161 1.44 1. ~w 1. 7b 1. 03 1. 08 .90 
±o14 ±.17 ±.16 ±·12 ±·13 ±;12 

166 1.50 1.64 1. 49 • 94 1.09 1. 19 
±·14 ±·11 ±·15 ±·12 ±·13 t.13 

170 1.73 1.60 1·48 1.34 1.25 1. 18 
±o15 ±.10 ±o14 ±·14 :.14 ±·13 . 

175 1. 86 1.61 1.41 1.24 1.U7 1. 32 
:.15 ±·lO : .• 14 ±-14 . :.13 :r-18 

180 2.23 r.o8 1.30 1.19 1. 02 --
±·17 ±· ro ±o09 ±·13 ±·12 

., 

·.· 
185 2.05 1. 5.7 1. 19 .n -·- --

±·16 ±· 1"0 ±.08 ±·11 

19u 1.66 1-46 1.1"4 .~:. 9 7 ... · -- ' --±.15 ±-"09 :.oa · ±o12 

195 1. 77 1-24 1.02 hl9 --
±o14 ±.08 ±.07 ±.11 

. ~ : 

200 1. 51 1. 12 .88 .79 -- --
±·13 ±·08 ±·07 ±·08 ( 
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- Ed
3
(T/dp

3 
Ne+NaJ:o' -+ " +X 

TABLE i!:.32a 3 2 
E/A a 655 MeV J,lb c I (sr l1eV ) 

p" 8 lab •. degrees 

" MeV/c 0 4 8 12 16 20 

74 2.10 2.55 2.36 2.56 2.23 1.75 
±-25 ±-26 ±-25 ±-21 ±· 20 ±-19 

78 2.28 2.37 2.17 2.62 2-50 2.36 
±e24 ±-17 ±-23 ±-21 ±-22 ±-20 

82 2.38 2.36 2.40 2.43 2.60 3.08 
.±.24 ±-16 1;.16 ±-20 ±··20 ±-40 

87 2.57 2.30 2.!7 2.80 2.44 2.43 
±-23 ±· 1) ±·!" .±• 1 R ±-il.l ±o.1H 

91 2.61 2.50 2.06 2.86 3.33 
±-22 ±.15 ±-14 ±-20 ±-43 

96 2.29 2o42 2o4J 2.42 2.50 2. 72 
±-20 ±-13 ·±-14 ±-13 ±-12 ±•20 

100 2.o6 2.41 2.45 2;47 2.42 2. 72 
±018 ±.17 ±o13 ±-13 ±-17 ±-18 

106 2.81 3.20 2.45 2.54 2.13 2.46 
±-30 ±-21 ±o20 ±·19 ±·18 . ±·19 

110 2. 77 2.52 3.0b 2.41 2.58 2.44 
±.28 ±·19 ±-23 ±·1~ ±-20 ±-19 

115 2.74 2•b3 2. 77 2.84 2-68 3.13 
1;.28 ±·19 1;.19 ±.22 ±• 2U ±-32 

12J 2.49 2.50 2. 72 2.41 1. 88 2. 37 
1;.20 ±-12 ±-13 ±-13 ±-24 1;.16 

128 2.35 .2.55 2.30 2.33 2.05 2. 13 
±-18 ±·11 ±·11 ±•1.2. ±·23 ±-21 

132 2.35 2.34 2.27 2.39 2.33 2.23 
±-15 ±-11 ±.ll ±-11 ±-10 ±-22 

136 2.16 2.38 2.36 2.69 2.37 2-25 
. ±· 17 ±·14 1;.12 ±·12 ±· 21 ±-21 

140 2.52 2.40 2.46 2.13 1-99 1.89 
%· 28 :t-20 ±· 21 :t:.?n ±o?J ±-.20 



, . 
' 

TAHLE E.32b 

p" 
MeV/c 0 

144 2.40 
±-26 

149 2-49 
±-30 

153 2.03 
±-22 

15 7 2-42 
±-26 

161 2.51 
±-14 

165 2. 71 
:.13 

170 2.87 
±-14 

174 3-27 
±-15 

178 2.90 
±·28 

1o2 3. 41 
±· 17 

1d7 4.30 
±· 22. 

191 4.04 
±.23 

196 2.67 
±·18 

201 2.76 
;t. 11:1 

111 

Ne+NaJo" -+ - .• 

Ed 3
cT/dp

3 
" -+X 

E/A .. 655 t1eV j.l_b 
3 . 2 

c /(sr MeV ) 

9" lab. degrees 
-

4 8 12 16 20 

2.35 2.08 2.25 2. 21 2.10 
±ol7 ±-22 ±-20 ~-20 ±-19 

2.13 2.56 2.07 2.23 2. 41 
±-19 . ±-27 ±-21 ±-20 ±-23 

2-03 2.25 1.86 2.25 2.00 
±-13 ±ol3 ±-13 ±o14 . %.16 

. 1. 93 2.34 2.2b 2-24 2.00 
±ol2 ±-12 ±-13 ±-15 ±-14 

2.30 2.14 2.02 2.15 . 1. 95 
±-13 %.11 ±o10 ±-14 ±.13 
.. .. 

2.39 2.45 2.09 2. 21 1~ 9d 
"±· 11 ±~·11 :.10 ±ol2 ±olO ,. 
2.62 2.35 2.22 2.23 1. 97 
±o1U ··±.10 ~-10 ±·12 :.10 

2.59 2.25 2.21 2.06 2.17 
±-09 ±•11 ±·.1o ±·10 ±-11 

2.63 1.32 1.41 -- --
±-22 ±· 20 :.16 .. 

2.64 2.17 2.02 2.05 1. 56 
±-12 ~.09 ±-12 :.16 :.40 

2.73 2.02 2.06 .2. 03 1.76 
±-11 ±.08 ±·14 ±· 1-5 :.36 

2.71 2.23 2.08 -- 2.35 
±ol3 ±·11 ±·18 ±-33 

' 
2.25 1. 77 2.06 -- 1.50 
±·11 . ±-10 ±·16 ±-29 

1. Bo 1.67 1.58 -- --
±·10 :.oy :1;.11 
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- Ed 3<r/dp 3 
Ne+NaF -+ " +X 

TABLE E.32c J 2 E/ A • ··655 MeV JJb c I (sr r-teV ) 

p" 8 lab. "degrees 

" tieV/c .... 24 28 32 36 40 44 . 
74 2.84 2.67 -- -- -- --

±-44 ·±-37 

78 2.05 2.62 2. 21 -- -- --
±~ 43 ±-36 ±-36 

82 3.18 2.65 3.30 3.oo -- --
±-38 ±~38 ±-3~ . ±· 35 

87. 2.34. 2.26 2-91 3.05 -- --
±.]M ±-J3 t-34 ±-33 

91 2.35 1.98 3.14 2.93 2-90 --
±-38 ±-35. ±-32 ±-31 ±-30 

. 96 2. 73 3.20 .2.75 2.91 2-77 --
±·22 ±-34 ±· 30 ±-29 ±-26 

100 2!~~ 3.22 2•99 2.59 3-38 --
±·' 6 ±- 21 ±-40 %· 35 ±·32 

106 .3.65 2.81 3.62 -- -- --
±-33 ±· 32 ±-32 

110 3.5b 3. 61 3. 03 2.91 --· --
±-32 .±• 34 ±· 29 ±-29 

115 3.00 3.26 2.96 3.18 -- --
±-31 ±o30 ±·29 ±-29 

123 2.74 2.69 2.74 2.84 2.83 --
±-19 ±· 20 ±o21 ±.19 ±.19 

, 
128 2.76 2.69 'l..'!JJ 2.64 2.66 2.22 

±·l~ J;.l8 :t-19 *.17 ±· 16 ':t. 14 

132 2.19 2.80 2.62 2.43. ' 2.118 2.t9 
±-35 ±· 17 ±o17 ±·15 ±-15 ±· 2 

136 2.04 1.85 2.54 2.18 2.63 --.. ±.34 ±·31 ±.18 ±.16' ±o15 

140 2.79 2.08 2-38 -- -- --
±.39 ±d3 ±oJ2 
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- Ed 3d"/dp 3 Ne+NaF ~ n +X 
TABLE E.32d 3 ' 2 

E/A • 655 MeV pb c /(sr MeV ) 

p" 
9' 

" 
lab. degrees 

MeV/c 24 28 32 36 40 44 

144 2.25 2.67 1.69 -- -- --
±·36 ±·39 t.28 

149 2.47 2-07 2.28 1.84 . -- --
±o38 ±o34 ±~ 32 . ±~28 

153 1.84 .2.10 1.94 '2. 49 -- --
: •. 28 :.29 ±.27 .±• 30 

157 2.07 2.24 1.89 1.79 2.21 --
;t.14 ±·26 .;t.31 ±··27 ·:. 29 

161 2.03 1o6J . 2. 13 . 1. 68 1. 82 . --
±·12 ;t.21 *· 28. ±o24 ±~23 

165 2.25 2.07 2.20 1.81 2.16 --
±o13 *· 22· ±.21 ±·29 '±• 25 

170 1.71 2.19 1.78 i.59 . 1. 71 1.so 
±o17 ±o19 ±.16 ±o24 ±o23 *· 20 

174 1.94 2.15 2.07 1. 82 1.62 1.42 
±o18 ±·18 t.16 ±·22 ;t.19 ±-18 

178 -- 2.16 1.79 1.58 1.59 1. 68 
±·26 f.23 ;t.20 ;t.19 ;t.l7 

18.2 1.71 1.53 1.5Y 1.57 1.34 1.85 
±o41 ±·37 ±.18 ±o17 ±.17 ±o18 

187 1.70 1.78 1.36 1.02 1.52 
±· 32 ±-30 ±o'-26 ±ol6 ·*~ 2·2 

191 1.68 1. 19 1.45 1.40 1.su --
±o29 ±·22 ±.24 ±· 22 . ;t.24 

196 1.53 1.25 1. 18 1. 41 1. 23 --
±·25 ±· 27. ±· 22. ±· 21 . ;t.18 

201 1.66 1.33 1. 00 1. 43 1. 04 1.20 
± • .28 ±-25 ±.24 ±-23 ;b 17 ± • .26 
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+ Ed 3cr/dp3 
TABLE E.3) 

~e+Be -+ rr + X 
3 2• 

E/A • 654 MeV ~b c I (sr MeV ) 

.Pn 
- 9 lab. degrees 

" MeV/c 0 4 8 12 16 20 

146 -- • 33 .40 .43 .40 --
±-04 ±-05 ±-05 ±-05 

151 -- • 36 .43 .45 • 64 .55 
±-05 ±-05 t.o5 t.Oo ±-06 

156 - .42 • 37 .35 .48 • 59-- .55 
±-05 ±o04 ±-04 ±-05 ±.06· ±-06 

161 .:n • 38 .43 .4J .so • 59 
t.-04 ±·05 ±-05 ±-05 ±-05 ±•06 

166 .35 • 39 .45 • 54. .64 • 61 
±-04 ±-03 ±-05 ±-06 ±-06 ±-06 

171 • 29 • 33 . .35 -44 .81 • 73 
±-04 ::t.03 ±-04 t.OS ' ±-07 ±· 06. 

17~ .27 • 31 .36 ·.55. ~67 • 69 
' t.Ot. ±.03 ±-04 ;.05 ±-06 ±•08 

. 181 • 25 .23 .36 .45 .58 --
±-04 ±-02 ±-03 ±-05 ±-06 

186. • 28 .24 .40 .41 -- --
±-04 ±-02 ±.03 :t.o5 

191 • 21. .29 .41 .47 -- --
±-03 ±-03 ±-03 ±-05 

196 • 25. • 35 • 39 • 70 -- --
±.03 ±-03 ±-03 ±-05 

201 • 31 .).7 ·44 .68 -- --
±-04 ±.02 ±-03 ±o05 -

.. __ .._ 
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Ne+NaF ~ " 
+ ·+ ·x Ed 3d"/dp 

3 
'TABLE E. 34a 3 . 2 

E/A .. 658 HeV pJb c I ( sr tie V ) · 

Pn 8 lab •. · degrees 
n 

MeV/c 0 4' 8· 12 16 20 

74 1.34 1.23 1.25' ... 1. 44 1.19 1.36 
. ±· 20 ±·18 ±·17 ±.17 ±·16 ±.16 

78 1.18 1.21 1.33 1.39 .. 1. 21 1. 41 
±·19 ±·12 ±·16 ±·17 ±·16 ±·16. 

83 1.50 1·45 1.46 1~29 1.70 1. 77. 
±·17 ±·12 ±·12 ±·15 ±~17 ±·23 

87 1. 32 1.45 lo34 1.74 1.90 --
±·15 ±· 11. ±·10 ±ell ±·25 

' . i. 56 92 1.28 1.49 1.32 1.34 --
±.14 ±·10 ±·10 ±~13 ±·21 

96 1.42 . 1. 38 1.29 1. 31 1.34 --
±·13 ±•.09' ±·10 %• 10 '±·11 

100 1.41 1. 43 1.45 1.64 1.22 1.73 
±·17 ±·12 ±·10 ±·11 ±·16 ±~17 

11)6 1.33 .1. 72 .1 •. 29 1.54 1.· 70 '1. 24 
:.21 :.15 :.19' :.18 :.19 :.17 

110 1.27 1. 39 1. 31 '1.'34 1.79 1. 64 
±·19 ±·13 :.16 :.·18 :.20 :.19 

115 1.73 1.49 1. 24. h 15 1. 71 --
±·20 ±·14 ±~13 ±· li:s . ±·20· 

12U 1.20 1.38 1.57 . 1. 32 -- --
±·17 ±·12 ±·12 ±·13 

124 1. 27 1.05 1. 35' t.33 -- --
±·16 ±eli ±·11 ±·lb 

129 1.43 1.31 1.16 1. 11 1. 32 --
±·17 . ±·11 ±·11 ±·13 ±.13 

134 1. 17 1.01 l.b1 1.28 1. 62 --
±·15 ±·12 ±·15 ±·13 ±·12 

13d -- 1.00 1.30 1.62 -- --
±·20 ±·16 ±·16 
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Ne+NaF _. "+ +·x Ed 3cr/dp 3 
TABLE E.34b 3 2 E/ A • 658 lieV flb c I (sr MeV.) 

Prr . I 9 lab. d~grees 

" lieV/c I 0 4 8 12 16 20 

146 I -- .84 .89 1.01 .95 -- . 
I :.o8 · :.oa ':.09 :.10 

151 -- • 88 1.08 • 93 1.27 1.31 
:.09 ±-09 :.09 ±-11. ±·11 

156 -99 .83 .98 io 91 1.24 1-31 
I ±-10 t.OB %.08. ±-09 ±.11 ±·11 

16! .76 • 04 1a09 .96 1o3) lo27 
±-07 ·.i;.08 z.09 ±-09 i:dl ±·11 

166 .78 .a~ 1.07 loll 1-10 1.29 
±o08 ±-06 t-09 ±o10 :t-10 ±.10 

171 • 79 •79 .91 1. 06 1.44 1.45 
±-08 ±-05 ±-08 ±-09 ±·11 ±-11 

176 • ~u .76 .81 1.11 1.52 1.54 
±-07 t.os ±-07 ±·09 ±· 11 ±-14 

181 .57 .73 .93 1.13 1-26 --
±-07 t.os ±-06 ±-09 ±-10 

Ioo • 61 • 7U .bb 1. 03 1. 21 --
±•Ub ±-05 ±-05 ±-09 ±.11 

190 .5~ • 65 .91 1.04 -- --
±·06 ±·OS t.o5 ±-09 

195 .• 68 .66 .sa 1. 56 -- --
±-06 t.u4 ±-05 ±-10 

200 • 61 .60 .as 1.10 -- --
±-06 t.u4 t.os ±-07 

.. 
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45 
Fie,· 2 -- Comparison of the .Pion .. reaction cross section formula 

described in appendix C (solid line} and soue measured total cross 
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polated to p" • Q. This extrapolation was necessary because the 

cross section formula di·.rerges for small pion momenta. 
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ure show the expected separation of the curves for different targets 

if the cross sections scaled with the target mass to the 2/3 power. 
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23 

the predictions of the firestreak model for Ne+Ne. The error bars 

on the data points do not include the uncertainty in the overall nor­

malization. 
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Fig. 10 -- Lorentz invariant cross section cuts tor Ne+Na.F 4n± at 

E/A • 281 MeV. The left side of the graph shows the cross section 

vs. momentum at 0 degrees in the lab for n- (top) and n+ (bottoo). 

The right side shows the 6ross section vs. lab angle at a fixed lab 

m'ocentuc near the peak in the ·n- spectr:-um. The solid line is from a 
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mental resolution folded into it. The dashed line is the same func­

tion before folding with the resolution. The dotted line show~ the 

cross section predicted by the ·uncharged· pion source function to 
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Fig. 11 -- Lorentz invariant cross section cuts for Ne+NaF -+"± at 

£/A a 380 MeV. See the caption for figure -10 for f'urther details• 
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Fib. 13. -- Lorentz ;invariant ·cross section cuts for Ne+NaF -..n* at 

£/A • 483 M~V. Sea the caption for fisur~ 10 for further details. 
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. ± 
Fig. 14 -- Lorentz invariant cross section cuts for Ar+KCl _." at 

(/A • 534.~eV. See the capti6n for tigure 10 fot further details. 
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Fig. 15 -- Lorentz invariant. cross section cuts for Ne+NaF -+"± at 

E/A • 655 MeV •. See the captinn for figure 10 for further details. 
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tion equations of Gyulassy and Kauffmann • This function has been 

folded with the resolution of the spectrometer. The arrow marks the 

velocity of the incident beam. 
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Fig. 16B -- Lorentz invariant ·cross section vs. lab momentum for Ne+C 
+ -+ n at E/A • 280 MeV. See also the caption for figure 16A. 
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Fig. 178 -- Lorentz invariant cross section vs. lab mom~ntulll for 
. + . 

Ne+NaF -+ " at E/A • 281 MeV. S~e also the caption for figure 16A •. 
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Fig. 18A -- Lorentz invariant cross section vs. lab momentum for -

Ne+cu -+·;n-at ·E/A •:282 iieV. See also the caption for figure 16A. 
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Fig. 18B -- Lorentz invariant cro~s section vs~ lab mocentum for 
+ ' . 

Ne+Cu -+ " .n E/A • 282 MeV. · See also the caption for figure 16A. 
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Fig. 19A -- Lorentz invariant cr9.ss sect ion vs. ·lab momentum for 

Ne+NaF -+ n at E/A • 380 ~leV. See also the caption for figure 16A. 
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Fig. 19B -- Lorentz invariant cross section vs. lab momentum for 
+. . . . . 

Ne+._af -+ n at E/A • 380 MeV. See also the caption for figure .16A. 
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fig. 20A -- Lorentz invariant cross section· vs. lab momentum for 
. ' 

Ne+Cu -+ " at E/ A • 382 MeV •. See also the caption for figure lbA. 
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Ne+Cu _,. n+ at f./A • .3d2 MeV. See also the caption for figure 16A. 
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Fig. 21A -- Lorentz invariant cross .section vs. lab momentum for Ne+U 

-+ n a_t E/A =-.. 385 MeV. See also the caption for figure l6A. 



' ; 

t. -(\J 

> 
t) 

(.!) 

'-
U') 

....... 

.&:J -
(f) 

Q. 
"'t:) 
....... 
~ 

(f) 
"'t:) 

1:: 
L1J 

Ne+U--+X+n+ 
E/A = 385'MeV 

22. 

20. 

1.8. 

16. t ••• t t + + • t 
+ 

14. 
.. + • • ' . • • + • 

1 2 . 

10. 
t • t • • • • + * • 

8. t·····1···· 6. 

•4. 
.. ~ + • + 

2. + • 
0. 

100. 

+ 

• • + 

t 

. . . ~ . 

140. 

8
1ab 

cross 
section 

de a. offset 

0 +15 

·4 +12 

8 + 9 

12 + 6 

··-·: 
1 6. + 3 

• 20 + 0 

180. 220. 

. 
XBL 815-9949 

143 

Fig. 218 -- Lorentz invariant cross section V$• lab momentum for N~;"+IJ + ' . 
-+ n at E/A • 385 MeV. See also the caption for figur:e 16A. 
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Fig. 22B -- Lorentz invariant cross section vs. lab momentum for Ne+C 
+ _. n at f./A • 405 MeV. See also t"he caption for figure 16A. 
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Fig. 23ii -- Lorentz invariant cross section vs. lab momentum .for 

he+NaF -+ ."+ at E/A • 400 MeV. See also the caption for figure 16A. 
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Fig. 25A -- Lorentz invariant cross section vs. lab momentum for Ne+C 

4 " at E/A .. 482 ~t:V. St:t: ahu the caption for figure 16A. 
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Fig. 26A. -~ Lorentz invariant ·cross sect ion· vs. ·lab momentum for 

Ne+NaF ~ n- at :E/.A • 483. MeV •. · See also ·the capt.ton for f1.gure 16A. 
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+ Ne+Cu -+ " at E/A • 485 lieV. See also the caption for figure 16A. 
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Fig. 28A .-- Lorentz invariant c·ross section vs. lab momentum for Ne+U 

_,. n at E/A • 487 !ieV. See ~lso the caption for figure 161\. 
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Fig. 29A -- Lorentz invariant cross section vs. lab ~omentum for Ac+C 
--+ n at £/A • 533 MeV. See also the caption for figure 16A. 
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Fig. 29B -- Lor~~tt invariant cross section vs. lab momentum for Ar+C 
+ . -+ n. at E/A • 533 MeV. See also the caption for figure 16A. 
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. Fig. 30A -- Lorentz . invariant cross section ·vs. lab mo'mentum for 

Ar+KCl .~ " at E/A •· 534 deV. See also the caption fur figure loA. 
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fig •. 31A -- Lorentz invariant cross section vs. lab mome'ntuc for 

Ne+ie -+ "- at E/A - 654 MeV. ·See also the captiuri fur figure 16A. 



Fi~· 318 -• Lorentz invariant cross section vs. lab momentum for 
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Ne+Be -+" at £/A • 654 MeV. See also the caption for-figure l6A. 
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Fig. 32A -- Lorent~ invariant cross section vs. la:b momentum for 

Ne+NaF -+ "- at. E/A • 655 MeV. This figure shows the data from 0 to 

20 degrees, figure 32B shows the data fror:1 24 to 44 degrees. See 

also the caption for figure 16A. 
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Fig. 37"R -- Lorentz invariant :·cross se.ction va. lab momentum for 

Ne+NaF -+ "-at E/A • 655 ae·v. This figure shows the data· from 24 to 

44 degrees, f16ure 32A shows the data from 0 to 2~ degrees. See also 

the caption for figure 16A. 
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Fig. 32C -- Lorentz invariant cross section vs. lab momentum 'for 
' + 

Nc+tl01F -+ n 01t E/A • 655 MeV. Sec also the caption for figure loA. 
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. figure 33A, except that it is not drawn in perspec t 1ve and a more 

conventional orientation of the axes has been used. 
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Fig~ 34A -- The top part of the figure shows a perspective represen-

tation of· the surface 

(t:d
3ct/dp 3

, units of 

defined by the Lorentz invariant cross section 
2 

pb/sr MeV ) as a function of rapidity 
-1 

(y•tanh (p II /f.) ) and p l for Ne+t\aF -+ n at E/A • 380 HeV. The 

bottoc part of the figure is a contour plot of the same surface with 

the same scales for the y and pl axes. 
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Fig. 34.13 -- A contour plot of the Lorentz invariant cross section 

(Ed 3~/dp 3 , units of ~b/sr MeV
2 

) as a function of rapidity and pl for 

Ne+NaF -+ " at E/A • 380 MeV. The arrow marks thP VPlnctty of th(' 

incident beam. This contour plot is the same as the one sho'-m in 

figure 34A, except that it is not drawn in perspective and a more 

conventional orientation of the axes has been used. 
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Ne+NaF..,.X•n-
. E/A • 483 MeV 

Fig. 35A -- The top part of the figure shows a perspective represen­

tation of the surface defined by the Lorentz invariant cross section 
. 3 . 3 . 2 
(Ed f!'/dp , units of pb/.sr MeV ) as a function of rapidity 

-1 
(y•tanh (p II /E) ) and p l for Ne+NaF -+ n at E/A • 483 MeV. The 

bottoc part of the figure is a contour plot of the same surface with 

the same scales for.the y and ~l axes. 
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L25 

Fig. 358 -- A contour plot of the Lorentz invariant cross section 

(F.d 3~/dp 3 , units of pb/~r MeV
2 

) as a function of rapidity and pl for 

Nw+.~~&F ..., rt- at E/ A • '•83 MeV. The arruw mark~:~ the velocity of the 

incident beam. This contour plot is the same as the one shown in 

figure 35A, except that it is not drawn in perspective and a more 

conventional orientation of the axes has been used. 
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Fig. 36A -- The top part of the figure shows a perspective represen-

defined by the Lorentz invariant cross section 
2 pb/sr MeV ) as a function of rapidity 

tat ion. of the surface 

(Ed
3cr/dp 3

• units of 
-1 (y•tanh (p II /E) ) and p l for Ar+KCl-+ n at E/ A • 534 rieV. The bot-

toe part of the figure is a contour plot of the sace surface with the 

sace scales for the y and pl axes. 
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\ 
Ar•KC I..,.X•n- ' 
E/A • 534.MeV 

T l FIHf l lJ ll Y J 

l'i&• J(JO -- A c.:untour plot of the Lorentz invariant cross section 

(EdJ&/dp~, ~nits of pb/sr MeV
2 

} as a function of rapidity and pl for 

Ar+KCl -+ " at E/A • 534 MeV. The arrow marks the velocity of the 

·incident beam. This contour plot is the same as the one shown in 

figure 36A, except LlaaL it is not dra\.ltl in perspective and a mor~ 

con~entional orientation of the axes has been used. 
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Fi~· 37A -- The top part of the figure shows a perspective repr~sen-

tation of the surface defined by the Lorentz invariant cross sect ion 
(Ed J d"/ d p J,. 2 units of pb/sr MeV ) as a function of rapidity 

-1 
) for Ne+NaF f./A 655 . (y•tanh (p 

11
/E) and pl -+n at .. l'teV. The 

bottom part of the figure is a contour plot of the same surface with 

the same scales for the y and p 
1
. axes. The data were assumed to be 

symmetric about the center of mass rapidity and all points have been 

reflected about the c:enter of mass• Only the part of the datii on th~ 

projectile side of the center of mass has been shown. 
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0.8 

Y lRRPlDITYI 

Fig. 37B -- A contour plot of the Lorentz invariant cross sect ion 

(E~ 3cr/dp 3 , units of pb/sr ~ieV 2 ) as a functi~n of rapidity and pl for 

Ne+~aF -+ n- Rt E/A • 6~~ M~V. The arro~ marks the velocity of the . . . 

incident beam. This contour plot is the s.ame as the one shown in 

figure 37A, except· that it is not drawn in perspecti"w•e and a more 

conv~ntional orientation of the axes has been used. The data were 

assumed to be symmetric about the center of mass r.ap.idity and all 

points have been reflected about the center of mass. Only the part 

. of the data on the projectile side of the center of mass has been 

shown. 
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Ne•NaF-.X•n• 
E/A • 281 MeV 

177 

Fig. J8A -- The top part of the figure shows a perspective represen-

defined by the Lorentz invadant cross section 
2 

pb/sr MeV ) as a function of rapidity 

tation of the surface 

(Ed
3
cr/dp

3, units of 
-1 (y•tanh (p 

11
/E) . ) + and pl for Ne+NaF-+" at E/A • 281 MeV. The 

bottom par.t of the figure is a contour plot of the same surface with 

the same Rcales. for the y and p l axes. 
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0.0~0~6----~._--~~--~r-~~--.__.~ 
• 

Y CARPIOJTYJ 

Fig. 388 -- A contour plot of the Lorentz invariant cross section 
3 3 2 

(Ed cS'/d!l • units of pb/sr heV ) as a function of rapidity and pl for 
+ ' 

Ne+NaF -+ " at E/A • 281 MeV. The arrow marks the velocity of the 

incident beam. This contour plot is the same as the one shown in 

figure J8A, except that it is not drawn in perspective and a more 

con·Jentional orientation of the axes has been used. 
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Ne•NaF-.X•.n+ 
E/A • 380 MeV 

Fig. 39A -- The top part of the figure shows a perspective represen-

defined by the Lorentz invariant cross section 
2 

pb/sr MeV ) as a function of rapidity 

tation of the surface 

(Ed 3cr/dp 3, units of 
-1 

.· (y•tanh (.p II /E) ) + and p l for Ne+NaF ~ n at E/ A • 380 MeV. The 

bottom part of,the figure is a contour plot of the same surface with 

the same scales for the y and pl axes. 
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OAS 

Fig. 39il -- A contour plot of the Lorentz invariant cross section 
3 3 2 

(£d cT/dp, units nf pb/sr MeV ) as a function of rapitiiry and pl for 

Ne+t:aF -+ -w+ at E/ A • 380 MeV. The arrow marks the velocity of the 

incident beam. This contour plot is the same as the one shown in 

figure 39A. except that it is not drawn in perspective and a more 

conventional orientation of the axes has been used. 
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Fig. 40A -- The top part of the figure shows a perspecti·o~e represen-

defined by the Lorentz invariant cross section 
. 2 

pb/sr MeV.) 

tation of the surface 

(t:d 3cr/dp 3, units of 
-1 

(y•tanh (p II/E) ) 

as a function of rapidity 
+ and p l for Ne+NaF -+ " at E/ A • 483 HeV. The 

bottom part of the figure is a contour plot of the same surface with 

the same scales for the y and pl axes. 
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E/A • 413 MeV 
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0 
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QJ~--~~--o~.a----~~-0~.~9--------~--~~~ 

Y IRRPIOIHl 

Fig. 40B -- A contour plot of the Lorentz invariant cross section 

(Ed 3~/dp 3 , units of ~b/sr MeV
2 

) as a function of rapidity and pl for 
+ Ne+Naf -+ n at E/A • 483 MeV. The arrow marks the velocity of the 

incident beam. This contour plot is the same as the one shown in 

fi6ure 40A, except that it is not drawn in perspectilfe and a more 

conventional orientation of the axes has be~n used. 
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E/A • 534 MeV 

2·0 -
~-.., 
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Fig. 41A -- The top part of the figure shows a perspective represen-

tation of the surface 
3 3 (Ed cT/ dp , units of 

defined by the Lorentz invariant cross section 
2 

fJb/sr MeV ) 
-1 

(y•tanh (p II /E) ) 

as a function of rapidity 
+ and p l for Ar+KCl ~ " at E/ A • 534 MeV. The 

bottom part of the figure is a contour plot of the same surface with 

the same scales for the y and pl axes. 



0.3 

Q2 

Ar+KC1 .... X•n• 
f./A • 53~ MeV 
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QQ·L-~--~L-~--~0~--~~~~~--~~ .9 
Y lARPIOlTYl 

Fig. 416 -- A contour plot of the Lorentz invariant cross section 
( 3 . J . . 2 . 

Ed 6/d~ , ~nits of pb/sr aeV ) as a tunction ot rapidity and pl for 

Ar+KCl -+ n at E/A • 534 MeV. The arrow marks the velocity of the 

incident beam.· This contour plot is the same as the one shown in 

fi&ure 41A, except that it is not ui:ciwu 1u v~tt~pectivl:! and a more 

con~entional orientation of the axes has been used. 
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Ne•NaF ... X+n+ 
E/A • 655 MeV 
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Fig. 42A -- The top part of. the figure shows a perspective represen­

tation of the surface defined by the Lorentz invariant cross section 
3 3 2 . 

(Ed ~/dp , units of ~b/sr MeV ) as a function of rapidity 

(y•tanh-1(pll/£) ) and pl for Ne+NaF-+ n+ a~ E/A • 655 MeV. The 

bottom part of the figure is a contour plot of the same surface with 

the same scales for the y ~nd pl axes. The data were assumed to be 

symmetric about the center of mass rapidity and all points have been 

reflected about the center of mass. Only the part of the data on the 

projectile side of the center of mass has been shown. 
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Ne•NaF ... X•n+ 
1/A • 655 MeV 
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Fig. 42H -- A contour plot of ·the Lorentz invariant cross section 
3 3 2 (Ed tJ'/dp , units of fJb/sr MeV ) as a function of rapidity end p l for 

+ . I k Ne+NaF -+ w at E A • 655 MeV. The arrow mar s the velocity of the 

incident beam. This contour plot is the same as the one shown in 

figure 42A, except that it is not drawn in perspective and a more 

conventional orientation of the axes has been used. The data were 

assumed to be symmetric about the center of mass rapidity and.all 

points have been reflected about the center of mass. Only the part 

.of the data on the projectile side of the ceuter of mass has been 

shown •. 

.• 
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Fig. 43 -- Cot:~t>arison of the Ne+;'laF -+ "± data at E/A • 383 MeV from 

the lead slit spectroweter (the stage 1 data) and from the upgraded 

spectroueter (the stage 2 data). 
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Fig. 44 -- Compari'son of the Ne+Cu ~ n± data ~t E/A • 380 MeV from 

the lead slit spectrometer (the stage 1 data) and from the-upgraded 

spectrometer (the stage 2 data). 
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Fig. 45 -- Cocparison of the Ne+U -+ "± data at E/A • 385 ~eV from 

the lead slit spectrome~er (the stage 1 data) and fro~:~ the upgraded 

spectrometer (the stage 2 data). The Lorentz invariant cross section 

is p'lotted as a function of the l~b !!H>r.~entum of the pion· 
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. + 
Fig. 46 -- Comparison of the Ne+C -.) " data at E/A : 4u0 HeV and a 

. 11 
lab angle of 30 degrees from Nakai ~ al (solid squares) with the 

present results (open circles). The beam energies are probably 

slightly different since the beam energies for the present re.sults 

have been corrected to the values at the center of the target, whil~ 

those of :~akai ~ .!.!.· probably ha.re not been corrected •. The error 

bars are statistical. 
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Fig. 47 -- Comparison of the Ne+NaF -+ "+ data at E/A : 400 MeV and a 
. 11 

lab angle of 30 degrees from Nakai ~ al. (solid squares) and ·from 
13 63 Nagamiya et al. ' (open triangles) with the present results (open 

circ~es). The beam energies are probably slightly different since 

the beam energies for the present results have been corrected to the 

values at the center of the target, while those of the other groups 

probably have not been corrected.· The error bars are statistical. 

The data from reference 63 are preliminary. 
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fig. 48 - Comparison of the. Ne+NaF -+rY- data at E/A :: 400 MeV ana a 
. 13 63 . 

lab angle of 20 de•ree5 from NReRmf.ya ~ al. • (solld squares) and 

the present results (open circles) at two slightly different beam 

. energies. The beam energies are given at the center of the target in 

tne case of the present results, while those of Nagam~ya ~ !!· prob­

ably ha11e not been corrected. The error bars are statistical. The 

data from reference bJ are preliminary. 
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·Fig. 49-- Comparison of the Ne+NaF -+"-data atE/A: 400 tleV and a 
. 13 63 

lab angle of 30 degrees from Nagamiya et al. ' (solid squares) and 

the present results (open squares). The beam energies are probably 

sli-ghtly different since the beam energies for the present results 

have been corrected to the values at the center- of the target, wh,ile 

those of -Nagamiya .£! al. probably halfe not been corrected. The error 

bars are statistical. The data from -reference 63 are preliminary. 
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Fig. SO -- The Lorentz invariant cross section at thr~e different 

pion lab mo~enta as a function of the neon beam energy per nucleon in 

the nucleon-nucleon center of mass. I~ ~rder to approximately remov~ 

the Coulomb effects, the geometri~ mean of the n- and n+ cross sec-

tions has been plotted. The data from the lead slit spectrooeter 

have been divided by 1. 7 in order to bring the normalization into 

agr~ement with the nor~alization of the data from the upgraded spec-

trometer. The arrows on the left hand side of the figure show the 

expect~d separation of the ~urves for Cu/NaF and U/Naf targets if the 

cross sections scaled according to equations 6 •. 8 and 6.10.· The solid 

lines are to guide the eye. Th~ dash.ed lines sho':"_the predi~tions of 

the firestreak mode1
23 

for Ne+Ne. The error bars on the ~.ata. points 

do not include the uncertainty. on. the overall normalization. 

figure is an updated version of figure 7. 
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Fig. 51 -- A comparison of the measured cross sect ions for Ne+NaF 

t I 380 M v d h . f c d K . 30 
~ n at E A .. e an t e predict1ons o ugnon an oon1n • 

The cross sections from the lead slit, or stage 1, spectrometer 

(solid points) h~ve been divided by 1. 7 in order to bring them into 

agreement with the normalization of the data froa the upgraded, or 

stage 2, spectrometer (open points). The error bars on the data 

points do not include the uncertainty on the overall normalization. 
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Fig. 52 -~ Effective charge of the projectile fragment ·from the least 
. 42 -

squares fits of the Coulomb correction formulas to the " (top) and 
+ " (bottom) data. The closed symbols are from the data with Ne beams 

and the open symbols with an Ar beam. The .lines are to guide the 

eye. Tne target is shown next to each point or set of points. · Some 

of the data have been omitted because the fits to the data were poor. 
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Fig. 53 -- The values of the Lorentz invariant form of the uncharged 

pion source function (see eq. 6.14) evaluated for pions at rest in · 

the center of mass [N' • m ~0 (p •0) • Nm"exp(-m"/T)] vs. the beam · n em 
energy per nucleon in _the nucleon-nucleon center of ma.ss. The right 

+ side of the graph_is from the fits to the n data and the left side 

is from the n data. The closed symbols are for a Ne beam and the 

open symbols are for an Ar beam. The lines are from a semi-empirical 

parameterizat~on of these values (see eq. 6.18) •. The target is shown 

next to each point or set of points. 
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Fig. 54-- A plot based. on equation 6.18 showing N', the value of the 

source function (eq. 6.14) evaluated for pions at rest in the 

nucleon-nucleon center of mass, divided by Y, the geometric scaling 

of the pion cross sections predicted by equations 6.8 and 6.10, 

* * vMtMui 3/2E • lE /3 is (roughly) the temperature in the fireball 
22 

model •. The solid line is a least squares fit to all of the data 

points. It has a slope of -·160 MeV. The dashed line has a slope of 
2 

-mwc • vhi~h ts (again roughly) what would be expected from the fire-

ball model •. The data from all projeetile-target combinations studied 

have been combined on this graph. Many of the points have been 

obscured because they lie on top of one another. 
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Fig. 55 -- The average effective projectile fragment charge (Zeff) 
± - -

that would give the same theoretical " cross sections as the 

199 

. . 72 . 
detailed averaging procedure_ of Radi· et al •• The data points are 

plotted as a function of pion momentum in the rest frame of the pro­

jectile for Ne+C at E/A • 280 MeV. 
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