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" ABSTRACT

Coulomb Effects on Pions Produced in Heavy Ion Reactions

By
John Peter Sullivan

Double differential cross sections for the production of n+ and m
near the velocity of the incident beam for pion lab angles less thaﬁ
40 degrees are presented. The experimental apparatus and the tech-
~niques are discussed.. Beams of-ZONg with E/A from 80 to 655 MeV and
QoAr with E/A = 535 MeV incideﬂt on Be, C, NaF, KCl, Cu, and U tar-
gets were used. A sharp-peak in the m sﬁéctrum_and a depression in

the n+ spectrum were observed at zero degrees near the‘incident beam
velocity. The effect is explained in terms of Coulomb interactions
between the pions and fragments of the incident beam. Least squares
fits to the data using thé Coulomb correction formulas of Gyulassy
and Kauffmaﬂn and an effective ﬁrbjectile fragment charge are made.
The relationship between these data and previously measured pién pro-
-duction and projectile fragmentation data 1s discussed. The data ére
also comparéd to some theoretical models. A simpie expression is

given for the differential cross section as a function of the projec-

tile mass, target mass, and beam energy.
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CHAPTER 1
Introduction

A. Introduction

The mechanism of pion production by heavy ion beams has been the
subject of considerable recent experimentall-14 and theoretica115-3o
effort. Much of this interest arose from the hope of investigating
long range <coherent effects in the nucleus such as pion

"17,31-34’ "35, or "quark métter .

condensation "Lee-Wick .matter
Othersls have suggested that pions could be used to study '"shock
waves" in colliding nuclei. Pions also offer the possibility of
probing the early stages of the interaction of high energy heavy ions
because their velocities are normally high and they therefore tend to
leave the interaction region quickly. Pions are one of the more com-
monly produced particles in heavy ion collisions and any complete
understanding of these collisions must include an understanding of

the pion spectra.

Previous measurements of charged pion production by heavy ion
beams generally showed a smooth dependence onbpion momentum. How-
ever, most of these experiments were restricted to laboratory angles
of 15 degrees or greater - or measured they only relatively high
energy pions3_4. Emulsions-7 and streamer chamber8 measurements were
able to cover small angles and small momenta simultaneously but they
repofted only smoothly varying pion production cross sections. In
these experiments the number of events was generally small, which may
have impeded observations of any fine structure in the spectra. In
contrast to these smooth spectra,.the data which will be discussed in
this thesisl-2 show a sharp peak in the 0O degree w spectrum near the
beam velocity and a depression in the w spectrum in the same region.
This structure has been interpreted as an effect caused by Coulomb
inﬁeractions between the pions and remnants of the projectile. A
large n-/n+ ratio had been previously observed near the target (lab)

velocity in emulsion experiments with proton37 and alpha38 beams and

with cosmic rays39.



This work helped stimulate theoretical t:r:eatmem:s:m’[‘0—43 which

showed the essential role of Coulomb effects caused by projectile
fragments producing the structure in the pion spectra. The analysis
of these data and the consequent theoretical discussions showed that
detailed measurements of m and n+ differential cross sections could
probe the dynamics of charge density evolution in heavy ion colli-
sions. In order to make more accurate and higher resolution measure-
ments, the detection system used in the earller work was improved
using two 3-plane multiwire proportional counters, one on the focal
plane of the spectrometer and one behind it. - The pions were stopped
in a large area ll-element scintillation.range telescope after pass-

ing through the wire chambers.

This thesis will review the data from the earlier lead slit spec-
tromctcr1 (vhich uccd ncon beame with onorgioc from 80 to 385 MoV por
nucleon) and discuss the experimental techniques used. Then, the
experimental apparatus and results from the upgraded spectrometer2
will be discussed. The measurements with the upgraded spectrometer
used neon beams with energies per nucleon from 280 to 655 MeV per
nucleon and an argon beam with E/A = 535 MeV. The measurements were
performed at small lab angles for pions near the beam velocity. The
targets used ranged from Be to U. In all cases, a very strong
Coulomb effect in the n-/n+ spectrum was observed. Theoretical cal-
culations which approximate the Coulomb effects are also presented

and discussed.

B. Definitions of Some Terms

INCLUSIVE CROSS SECTION ~- The reactions of particles (or nuclei)

A And h aunech rhat

a+b->c +X,.
where X is one or more particles (or nuclei) of any number and type,
is called a one particle inclusive reaction in which the particle c¢
is produced. The angle and momentum distributions of particle c are
one-particle inclusive distributions; This definition has been para-

phrased from M.L. Perl, High Energy Hadron Physics, pl86 (John Wiley
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& Sons, New York, 1974). In this thesis a and b correspond to the
projectile and target nuclel and c corresponds to a pion. The pion
production cross sections reported here are all inclusive cross sec-

tions .

LORENTZ INVARIANT CROSS SECTION -- the form of the double dif-
ferential cross section which is independent of the frame of refer-

ence. It can be written as

3

dp
where

dp3/E = Lorentz invariant phase spacé volume

=.p2dde/E = pdEdQ
This form of the differential cross section has been used throughout
this thesis. The units used for the invariant cross section are
either (mb c3)/(MeV2 sr) or (pb c3)/(MeV2 sr) which is equivalent to
(b c3)/(GeV2 sr). For notational convenience the factofs of the
speed of light, ¢, (which is one in the units used here) and steradi-

ans (sr) have been omitted in some cases.

RAPIDITY =-- A kinematic variable which is sometimes used because
of its simple behavior under the Lorentz transformation. The usual
symbol is y. For instance, the rapidity of a particle in the center

of mass is Y1abYem? where Y1ab is the particle’s rapidity in the lab

cm
and Yem is the rapidity of the center of mass. .The usual kinematic
variables (momentum, kinetic energy, etc.) behave in a more compli-

cated manner under the Lorentz transformation.

- E+p, ¢ '
= 0.5 1n [,,,_ﬂ_.] = tanh IB"

. By
wherae
E = total energy (mass + kinetic) of the particle

p“ = component of momentum parallel to the beam axis

Py = Py/E



C. Units Used

A relatively.conventional system of units, with the Boltzmann con-
stant (k) and the speed of light (c) set equal to one, has been used.
Masses, momenta, energies, and temperatures have been expressed in
MeV and beam energies have been given in MeV per nucleon. Velocities
have been quoted in units of the speed of 1light. Factors of the
speed of light have been included (even though it is 1) in most, but
not all, cases. The values of some fundamental constants in this

system of units are given below.

¢ = speed of light =1
k = Boltzmann consfan£1= 1
Tic = 197.3 MeV fm
e2 = elementary charge squared = 1l.440 MeV fm
me, = o= ﬁharged pion mass = 139r6»MéV
"1 amu = atomic mass unit = 931.5 MeV



CHAPTER 2

Stage-1 Experiment -- The Lead Slit Spectrometer

A. Stage-l1 Apparatus

All of the data collected in the first stage of this experiment1
used Ne beams produced by the Bevalac at Lawrence Berkeley Labora-
tory. The beam energies per nucleon when extracted from the
accelerator ranged from 125 to 400 MeV. 1In the second stage of the
experiment2 the ranges of the beams incident on the target were meas-
ured44 in order to determine their energies. These measurements
showed that the energy loss of the beam in the transport system was
significant. Becéuse the configuration of the beam line was the same
in the first stage of the experiment as when the beam engrgies were
neasured, corrections for the beam’s .energy loss could be made by
assuming that the same amount of material was in the beam line. The
resulting beam energies incident on the target range from 101 to 388
MeV per nucleon. The targets used in this first stage of the experiQ
ment were NaF, Cu, and U. NaF was used to provide an almost-equal-

v , 21
~mass target —-- on the average it corresponds to Ne.

TABLE 1
Beam energy per Nucleon Target
Extracted | at Target Ettective | Material Thickness
MeV MeV MeV gm/cm2
125 101 £ 5 80 + 10 NaF 2.14
150 130 & 4 110 = 7 NaF 2.14
118 = 7 U 1.90
200 182 + 3 164 + 8 NaF 2.14
172 £ 8 U 1.90
250 235 = 3 219 = 5 NaF 2.14
214 = 5 Cu 3.26
226 £ 5 U 1.90
400 388 £ 2 383 + 3 NaF 1.07
377 £ 3 Cu 2.05
381 = 3 U 1.90




Because energy loss of the beam in the targets was not negligible,
especially at the lowest energies, the beam energies incident on the
target should not be used. Instead, an effective beam energy will be
used in the following discussion. This effective beam energy has been
averaged over the beam energies at various points in the target
weighted by the pion production cross sections, which are decreasing
as. the beam energy falls.‘ This averaging procedure is discussed in
. appendix A. The beam energies and targets used in this first stage

of thc cxperiment are eummarized in table 1.

A schematic‘diagram of the lead slit spectrometer is shown in fig-
ure l. A large dipole magnet (JANUS) was used to bend pions of
interest 180 degrees. Three slits in a lead wall on the focal plane
of this 180 degree spectrometer were then used to define the momenta
of the particles. Pions were defected by four-element plastic scin-
tillator telescopes, one of which was placed behind each of the three
slits. Each telescope coﬁsisted of a thin scintillator (0.64cm) fol-
lowed by a coppér absorber, a second thin scintillator (l.27cm), a
thick counter (5.08cﬁ) for stoﬁping the pions and, finally, another
thin scintillator which was used as a veto counter. The first two
thin scintillators in each telescope were used to measure the rate of
energy loss of particles entering the telescope ( A@l and A@Z ). The
thickness of the copper absorber between these two thin scintillators
was adjusted so that pions in the momentum range specified by the
slits in the lead wall and the field in the magnet would stop in the
third scintillator (the E counter). The fourth scintillator was used
as a veto counter -- that is, to determine whether or not the parti-
cle stopped in the E counter. Because of the narrow range of momenta
entering cach teleseéope, pions wWere thé only particle type WwWhich
would trigger the first. three scintillators, but not the fourth. By
reversing the direction of the field in thé magnet, the pion charge

which was detected could be reversed.

The energy loss in the first and second ‘scintillators (the AE
) + - .
counters) should be about the same for m as for m . Their expected

"behavior in the stopping scintillator (the E counter) 1is not the



same. When they are stopped, negative pions will be rapidly captured
by the nuclei in the stopping material. This capture gives 140 MeV
of excitation energy to the nucleus which then decays, producing a
very large pulse in the stopping scintillator. When positive pions
are stopped, they are not captured. They remain in the scintillator
until they decay into muons (n+—>p+ , tb@ = 18 ns). The range of
the resulting 4.2 MeV muons is short (about 1.5 mm), so they will
generally remain wifhin the scintillator. These muons will then
decay into positrons with a half life of 1.5 ps. A time-to-digital
converter (TDC) which was started by a pion stopping in the E countef
and stopped by a second pulse occurring any time during the following
5 ps was used to detect these delayed'muon decays. Wolf g&lgl.g used
this délayed p+- decay to identify positive pions. ' Because equal
detection efficiency for both n+ and'n- was desired,’ the very large
pulses characteristic of negative piohs and the delayed p+ decays
characteristic of n+ were not used in the final analysis. Instead,
only the energy loss in the first two detectors, the requirement‘of
any signallin the third and no signal in the fourth element were used
to identify pions. However, the characteristic signatures of stopped
positive and negative pions were used to verify the identity of the

detected particles.

For each event which caused a coincidence between the first and
second element in one of the scintillator stacks, pulée height
(ADC’s) and timing (TDC’s) information from all of the scintillators
were réco;ded on maghetic tape. The data collection syétem used a PUP
.11/34 computer to provide on~line analysis of the data which it read
from CAMAC modules using a microcomputer interface (an MBDfll); Ih
addition to the event data, scalers which monitored the singles
counting ‘rates of each scintillator, the 1ion chamber, and other
secondary beam monitors were recorded on magnetic tape at the end of
each beam spill (approximately every 5 seconds).

B. Stage-l Analysis

As mentioned above, pions were identified by their energy loss in

the first two scintillators ( AE; and A@z ). and. by their range. The



momenta were defined by the slits in the lead collimator. The
resulting number of pion events was corrected for pion decay in
flight, reactions of pions with air, the scintillators, and the
copper absorbers, and for multiple Coulomb scattering. Then, using
the target thickness, the total number of beam particles incident on

the target (measured with an Ar/CO, filled ion chamber) and the

2
solid-angle acceptance of each telescope, the differential cross sec-
tions were calculated. The calculation or measurement of each of

these is discussed below.

Using the values of the vertical (the major) component of the mag-
netic field along a line perpendicular to the long axis of the magnet
and (i.e. parallel to the beam axis) and in its central piane, tra-
jectories of particles through the spectrometer were calculated. The
effects of the fringing field were ignored. The range of moménté and
angles acgepted by each lead slit and scintillator combination calcu-
lated from this was wused to calculate the wunnormalized and
uncorrected differential cross sections ( dijdEdﬂ ). These calcula-
tions also provided the total path length of particles passing
through the system. Using this, the probability of mn — p decay in
flight could be calculated in order to correct the data for this

effect.

A second correction, for pions lost because of nuclear reactions
with air, the scintillators, and the copper absorbers, was also made.
In order to make this correction, .the energy and target dependence of
pion reaction cross sections was parameterized45 as described in
appendix A. As discussed in appendix A, thé pion reaction formula
diverges as the momentum approaches zero. To correct for this, the
cross section predicted by the formula at 10 MeV kinetic energy'was
extrapolated linearly to zero cross section at 0 MeV in order to
predict the reaction cross section for pions below 10 MeV. The cross
section formula is compared to some experimental valuesM)—50 in fig-
ure 2. In this .figure, the points.represent data, the solid line
shows the cross section formulaas, and the dotted line shows how the

formula was extrapolated to zero for very low energy pions. The for-



mula was fit to the average of the nt and m cross sections. The
cross sections for the two pion charges are generally within 10% of
the average with the n cross section consistently higher. The data
of_Wilken.g£.§l46 and Clough gglgla7 shown on figure 2 are also aver-
ages of nt and m cross sections. The other data points"e_50 are
taken from phase shift analyses of nt scattering data. While -not
perfect, the agreement between the -formula and the data is reason-
able. The small differences between the n+ and m reaction cross-
sections were ignored when computing the correction due to reactions
with air and with the scintillators. When considering reactions with
Cu (which are the source of most of the correction), the m cross
section was assumed to be 5% greater than the average and the n

cross section was assumed to be 57 less than the average. This was

done to correct for the neutron excess in Cu.

Finally, a correction for multiple Coulomb scattering of the pions
was made. This correction was célculated by a Monte-Carlo program
which used a Moliere51 scattering distribution to calculate the paths
of pions going through a series of Coulomb scatterings while passing

through the scintillator telescopes.

In general, for each beam, target and pion charge combination stu-
died, data were taken at two different spectrometer field settings.
The fields were chosen so that'the highest energy pions measured in
the lower field run corresponded to the lowest energy pions measured

in the higher field rumns. This procedure allowed the relative nor-

TABLE 2
Field P Cu Acceptance Corrections .
w absorber - | decay reaction Multiple
KG MeV/c cm msr-Mev/c' . nt " Scattering
10. 4 103. - 0. 29.5 0.72 | 0.98] 0.98 * 0.85
10. 4 134. 0.91 22.8 0.74 | 0.87] 0.86 0.69
10. 4 164. 2.12 46.0 0.75 | 0.73] 0.71 0.60
'16.0 164, 2.12 45.5 0.80 | 0.74| 0.72 0. 60
16.0 222. 4.78 35.1 0.82.10.46| 0.43 0.51
16.0 259. 7.39 71.0 0.82 | 0.31] 0.28 0.47
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malization of the runs at different field settings to be directly
measured. In addition, the magnetic field on the spectrometer was
adjusted to send pions of the same energy into each of the three
telescopes (in successive runs). This measurement was used to estab-
lish the relative acceptance of each detector. The measured values
of the relative acceptance were consistent with the trajectory calcu-
lations for the first two detectors, but not for the third. The
detector which did not agree was used to detect the highest energy
plons at any given spectrometer field setting.. The particles enter-
ing this. detector penetrated the fringing field on the downstream
side of the magnet during their trajectory. The component of the
magnetic field parallel to the beam axis would have a focussing
effect (in the vertical direction) on these particles. This explana-
tion is qualitatively consistent with the discrepancy, which required
the calculated solid angle for this detector to be increased by a
factor of two to bring it into agreement with the results from the
other two detectors. The correction factors, the thicknesses of the
Cu absorbers, and the acceptances for the two commonly used magnetic
field settings are summarizgd in table 2. The correction factors are
defined such that the corrected number of events 1s the observed
number divided by the correction factor. With this definition, the
correction factor for pion reactions (for example) corresponds to the

fraction of the pions which would not react.

The beam intensity was monitored by the previously mentioned
Ar/COZ-filled ion chamber. To minimize background caused by the beam
hitting the ion chamber, it was placed 13 m upstream from the target
at the last beam focal point prior to the target. The transmission
of the beam from the ion chamber through the final pair of quadrupole
focussing magnets to the target was measured with a second ion
chamber at normal beam intensities and with plastic scintillators at
a reduced beam intensity. The ion chamber was calibrated by counting
individual beam particles with é scintillator at reduced beam inten-
sities. By extrapolating this calibration to higlHer beam intensi-
ties, the integrated beam intensity was found and the cross section

values were normalized.
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Because of the discrepancies in the acceptance calculations and
because of the complicated interplay between the slits in the lead
wall and the positions of the scintillators in determining the accep-
tance, the absolute normalization of the results of the first st;ge
of this experiment is believed to be good to only a factor of 2.
Since these gffects depend lafgelyfon the piqn energy, rather than
the‘beam energy, the beam energy hependencg of'the cross section at a
pafticular pion énefgy is better determined -- to within about 20%.
The acceptanceé were arbitrarily normalized to agree with one another
and ail beam énd'target dependent factors are the same for a pafticu-
lar beam'energy,'so the uncertainty in the relative cross section
values at different pion energies is giveh by'thg uncertainty in the
corrections only. The corrections are not independent 6f pion
energy, so it is not possible to give one number which specifies the
reiative unqertainty. By combininé the uncertainty in the relative
cross section values and the statistical errors associated with each
point in quadrature, the quantity calléd the relative uncertainty in
the discussion below was obtained. The most accurately determined
quantiﬁy is the ratio of n—/n+ cross sections at a particular beam
and pion energy sirce most of‘the correction and hormalization fac-

tors are the same for both pion charges.

C. Results -- Stage 1

A complete set of data obtained at 0 degrees1 in the lab with the
lead slit spectrometer is shown in figure 3. The error bars show the.
relative uncertainties on the data points -- they do not include the
factor of 2 uncertéinty in the overall normalization. The lines are
to '"guide the eye". An angular distribution froﬁ 0 and 30 degrees
was .also measured for 220 MeV/nucleon Ne on a NaF target in 7.5
degree steps and on a U target in .15 degree steps. These distribu-
tions .are shown in figures 4 and 5. Tables B.1-B.3 in appendix B
summarize all of these data. Notice that the units in the tables are
different from the units in figure 3 (nbarns are used instead of
microbarns). The error bars associated with the cross section meas-

. -+ .
urements in tables B.l1=B.3 are relative, and on the m /m ratios they
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are statistical. These different uncertainties are explained in the

preceding section.

D. Discussion of Stage-1 Results

The most striking feature of these data is the large n-/n+ ratio
for pions with momenta around 135 MeV/c for the 380 MeV/nucleon Ne
beam. This large ratio was seen for all targets studied. If the
strong interactions which pfoduce the pions are charge-independent,
then, for ¢ollisions of nuclel with equal numbers of protons and neu=
trons (N=7.), the ratio shoiild be abour 1. The beawm (Re) has equal
numbérs of protons and neutrons, but none of the casesIStudied with
the lead slit spectrometer involved targets with N and Z exactly
equal, although NaF is close with N=11 and 2=10 on the average.
Although the ratios are not expected to be exactly one, it should be
close to one. It is reasonable to conclude that this very large
n-/n+ ratio was caused by Coulomb interactions between the charged
pions and other particles involved in the reaction. This conclusion
was supported by the fact that the peak occurs at alpion velocity
which is appfdximately the same as the velocity of the incident bean,
suggestiﬁg that Coulomb interactions betwéen the pions and fragmeﬁts
of the beam moving approximately at the incident beam velocity cause
this large ratio. This is demonstrated by figure 6 which shows rhe
n-/n+ ratio as a function of the kinetic energy of the pion measured
in the rest frame of the incident projectile. The zero-degree data
for Ne+NaF at all beam energies have been combined to produce this
figure, although the peak is largely defined by the 383 MeV/chléon
data and the lowest energy point for 219 MeV/nucleon.

The lines in figure 6 were calculated (as in ref..1l) by assuming
that the peak in the n-/n+ ratio can be qualitatively explained in.
terms of Coulomb distortion of the pion wave functions in the vicin-
ity of the projectile charge. The Coulomb wave for m 1is enhanced
near the positive charge of the projectile nucleus and that of . the "*.
is reduced. - The effects of the target charge were ignored. Specifi-

cally, the lines represent the ratio
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®

2 F. (-n,p)
1=0 "

@

¢ F.(n,p)
L=0 U ‘
where

2.1

Coulomb wave function52

FL(n,p)

L = angular momentum quéntum number
n = /R,

Z = projectile charge

o = 1/137
B" = pion velocity in the projectile rest frame
p = k"r
k" = pion wavenumber in the projectile rest fraﬁe

r = 1.4fm (22)173

The solid line is calculated with this expression assuming Z=10 (the
full charge of the projectile) and the dashed line assumes Z=5. The

data are in reasonable agreement with the calculation which uses Z=5.

To demonstrate the dependence of the pion production cross sec-
tions on beam energy in a manner relativel{ independeﬁt of Coulomb

effects, the geometric mean (¢ = (& & ) /2
ww

invariant cross sections has been plotted versus the beam energy per

) of the n+ and w

nucleon in the center of mass for three different pion lab energies
in figure 7. The range of beam energies studied here starts well
below the free nucleon-nucleon threshold energy ( f*/A = m"62/2‘= 70
MeV ) and extends to beam energies above this threshold. As
expected, the pion production cross sections rapidly riée with
increasing beam energy. The rate of inérease is.greétest for the
lowest beam energies. The cross ééctioné rise more rapidly as the
beam energies are increased'fbr higher energy pions than for lower

energy pions. This difference in beam energy dependence is easy to
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understand -- at the higher beamAenergies the pion production cross
sections do not decrease as rapidly (or actually increase) -as the
pion center of mass energy increases. At the lower beam energies,
the cross sections consistently fall with increasing center of mass
energy of the pion. Figure 7 also shows the prediction of the fires-
treak mode123, which is close to the data at the lowest beam energy

measured (E /A = 80 MeV). At the highest beam energy measured

(Ebeam/A It gggmMeV), the firestreak model is Elose to the data for
134 and 164 MeV/c pions, but overpredicts the cross section for 103
MeV pions by about 50%. For beam energies between these two extremes
the agreement between the model and the data 1s worse. The fires-
treak model, as 1is well knowu13’23’29, generally overpredicts the
pion production cross sections by about a factor of 2. 1In the case
of these data;-the agreement between the model and thé data is better
at higher pion energies. The fact that the agreement between the
model and the data depends on the pion energy means that the model is
not .correctly predicting the slope of the energy spectrum. The
firestreak model predicts a spectrum which falls more rapidly than
the 0 degree. data at the higher beam energies studied. ,As.will be
- discussed later, the normalization of the data from the lead slit
spectrometer is higher than the later data by a factor of about 1l.7.
Inclusion of this factor would make the agreement between the fires-
treak model and the data in figure 7 somewhat worse, but it would
bring the disagreement between the data and the model into agreement

with the discrepancy observed for other sets of data13’23’29.

For Ne+NaF and Ne+U at E /A T 220 MeV, angular distributious

beam

between 0 and 30 degrees were measuped- These“are shown in figures 4
and 5. Except for the lowest energy pions, the angular distrihutions
are essentially isotropic. The loweét energy pions measured at 0
degrees are very close'to the projectile velocity, which causes a
depression in the n+ distribution ahd a peak in the.n- distribution,
as discussea'ébove. The n and p+ distributions become ﬁore similar
as the lab angle‘increases from 0 to 30'degrees, although the lowest

energy pions seem to be influenced even at 30 degrees.
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For all beam and pion energies studied in this "experiment, the
pion production cross sections monotonically rise as the target mass
is increased. At the highest beam energy studied in this part of the
experiment,. the cross section for a given pion energy increases
linearly with'A2/3, where A-is the target ‘mass. At the lower beam
energies, the cross sections at a fixed pion energy do not 1ncrease
as rapidly with the target mass. This can be seen from figure 7.
The expected separations of the curves for the different targets if

2/3

the cross sections scale w1th A ~are shown on the figure. The

actual separations of the curves are consistent with this A2/3 scal-
ing for the higher beam energies, but the curves move closer together
as the beam energy decreases. This different scaling behavior could
be caused by the lack of data for other pion energies and angles. If
the total cross section at each beam energy had been measured, it

might scale in a more con31stent manner.

" Particle production in relativistic heavy ion “collisions is‘fre-'
quently described in terms of a participant-spectator model. " The
number of participant nucleons is usually calculated geometrically. -
The number of pions emerging from the participant region, as well as
their energy and angular distribution, depends'more strongly on the
model. The dependence of the pion double differential cross sections
on the target mass is demonstrated in figure 7. If the'target mass
dependence of the differential cross sections could be explained by a
~purely geometric factor, the curves for different targets on the sem-
ilog scale of figure 7 would be separated by a constant factor.
Because the separation varies with the beam energy, no purely

geometric factor can explain the behavior.

As shown by Hifner and Knollzo, the inclusive cross section for

nucleons 1is the same in their rows on rows model as in the fireball
model and in the Glauber model for high energy proton-nucleus

scattering. This total cross section can be written as
nRZA + nRZA c o 262
tp pt ' :

where
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A Rt = mass number and radius of the target

£?
Ap, Rp = mass number and radius of the-projectile. .

The total number of pions produced and their energy and angular dis-
tributions depend on the beam and targét masses, but unlike the
nucleon cross sections, it depends strongly on the beam energy even
in the models which describe the nucleon cross sections in terms of a
function; like equation 2.2, which is independent of Seam energy. If
the total pion production cross section at any fi#ed beam energy is
assumed Fo be proportiopal to the total nucleon cross section, which
is not necessarily true, . then thé total pion cross sections would
scale Qith the geométric factor given in equation 2.2. However, even
.if the total cross sections scale with a simple geometric factor,.the
energy and angular distributions depend on the beam and target masses
and the beam energy, so thé pion croés sections at some fixed pion
lab energy will not necessarily scale in the same manner. The scal-
ing behavior of the pion cross segtions will be discussed further in

chapter 6.
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CHAPTER 3
Why Build a New Apparatus?

A. Theoretical Interest

After the data from the lead slit spectrometer expérinient1 were
published, a number of theoretical studies and speculations concern-
ing Coulomb effects on the charged particle spectra in heavy ion

reactions appeared. Some of these are summarized below.

Libbrecht and Koonin40 suggested that the broad peak at 90 degrees
in the center of mass in the ﬂ* spectrum, which was reported 1ndepeﬁ-
dently by Wolf et 31.9 and Chiba et gl.lo, could be explained as a
Coulomb effect. Their classical Monte Carlo caléulation indicated
that the Coulomb repulsion between the combined participant and spec-
tator parts of the coliiding nuclei and the positive pions could pro-
duce a peak similar to the experimentally observed effect. Iﬁ their
model, the peak at 90 degrees in the center of mass did not occur if
the colliding nuclei were .assumed to pass through one another (i.e.
if the nuclei are transparent). When a fraction of the charge in the
participant_région of the colliding nuclei was distributed along a
" line between the receding nuélei, a peak in the n+ spectrum qualita-
tively similar to the observed -peaks was ﬁredicted. The assumption
of a line charge is not very realistic, but the calculation suggests
that the presence of some of the protons from the participant region
in the intermediate rapidity region is necessary to produce the peak.
'Libbrecht and Koonin also pointed out that this problem is similar to
. the focussing of long range alpha particles observed in fission53.
Their calculation predicted a large n—/n+ ratio for beam velocity
Apions, although the predicted ratio was much higher than the experi-
mental value. This failure is éttributed to the "use of .undisturbed
nuclear charge distributions (no target or projectile fragmentationm)

' If the velocity dispersion of the projec-

and classical mechanics.'
tile (and target) fragments and the possibility of tunneling had been

included, the predicted n /nt ratio might be reduced.
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The model used by Libbrecht and Koonin4o was improved ﬁpon by Cug-
non and Koonin3o by using a Monte Carlo model of the collision
between the two heavy ions. The Monte Carlo model approximates the
interaction between two heavy ilons with a series of nucleon-nﬁcleon
collisiorns. The calculation was done in two steps. - First, the Monte
Carlo calculation of the space-timé evolution of the nucleons in the
colliding nuclei was done several times for various impéct parame-
ters. The distribution of nucleons was approximated by three expand-
ihg Gaussian charge.distributions, one each describing the projectile
~and target fragments and one describing the participant charge. ﬁith
these approximate descriptions of the charge evolution, the effects
on the pion spectra were calculated by relativistic classical trajec-.
tory calculations. Thié calculation improved upon the earlier calcu-
lationao by using a more reasonable nucleon spaée-timekdistribution
and by using better approximations to the shape of the pion spectra
in the absence of Coulomb effects than were used earlier. With this
model they were able to apbroximately explain the peak in the nt dif-
ferential cross section at 90 degrees in the center of mass and the
projectile velocity pion data. However, their "5/"+ ratiolat rest in
the center of mass for Ar+Ca at E/A = 1.05 GeV is considerabl& higher

than that measured by Frankel 95.2;1 .

Be):tsch"f1 showed that Coulomb effects can also cause the ff cross
sections to be greater than the ™ cross sections, as observed at low
beam energies and/or higher pion energies. When the beam energy 1is
.low, the Coulomb potential energy gained by removing one positive
charge from the nucleus (p —» nn*, with the nt leaving the nucleus),
versus the potential energy lost by adding a positive charge to the
nucleus (n = ﬁw-, with the w leaving the nuclens) 1s enough to
cause an excess of positive pions for pion velocities far from the

beam velocity.

Gyulassy and Kauffmann42 developed a set of approximate equations
to describe Coulomb effects on the charged particle spectra. Their
equations include quantum and rélativistic effects to first order in

Zd, where Z is the nuclear charge and d is the fine structure con-
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stant. In their model, the charged pion cross sections are written
in terms of an uncharged pion cross éection evaluated at its momentum
before being shifted by a Coulomb impulsé ( J;'), this is then modi-
fied by a Coulomb phase space distortion factor (D( ;?) )

6, = 6( BF ) D(P) , o, >
Where G;,O,- refgrs-:o i?e i}fferential cross section (d~¢/dp™) fo:;
the production of m , ', m , respectively. The calculation of dp
and D will be discussed in detail in chapter 6. They also include a
nuclear temperature in their calculations. The use of this finite .
temperature removes the singulariﬁy in the n-/ry+ ratio at the beam
velocity wﬁich is predicted by some othef models. For small values
of the momentum (relative to the charged center causing the Coulomb
-effect), the phase space distortion factor dominates and the ®  cross
section is much larger than the n+ cross section, as seen in the 380
MeV/nucleon Ne data near the beam velocity. With these eqﬁations,
they were able to quantitatively reproduce the n-/n+ ratios observed
in the first part of this experiment for 380 MeV/nucleon Ne+NaF. For
large momenta; the momentum shift.déminates and (assuming the”cross
section decreases as the momentum increases as in most models) thé nt
cross section is larger than the " cross section. This limit
corresponds to the Siﬁuation Bert;sch41 discussed. In addition, their
calculations qualitatively reproduced the peak in the n+ spectrum at

90 degrees in the center .of mass reported by Wolf gglg;.g and Chiba

EE.El-lo

-Ko and Siemens43 studied the production of negative pions from the
target directly into bound atomic orbitals around the beam particle.
The cross section for this process was estimated and found to be
similar to, although probably less than, the observed cross sections.
Unfortunately, the cross section is dominated by production in the ls
orbital (n=principal quantum number=1,' L=angular momentum quantum
number=0) and rapidly falls off as the n and L are increased.
Because of the high capture probability for pions in the ls orbital
(which has a large overlap with the nucleus), these pions would prob-

ably not be observed. They point out an interesting extension of
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this experiment which would involve measurements of the pionic x-rays
from transitions between the atomic orbitals in coincidence with the
beam ffégmeﬁts. The cross section for such a process would, in their
model, be greatly enhanced by collective transitions involving many

neutrons in the target.

B. Experimental Reasons to Continue the Experiments

Although the peak in the n spectrum (hole in' the n+ spectrum) is
easily understood as 'a Coulomb effect, this sharp structure was not
anticipated. Previously measured pion spectra in' heavy ion
reactions” 3 were relatively smooth. Because the spectra were
expected to be smooth, the spectrometer was not designed for high
resolution measurements. Furthermore, because the purpose of the
first stage of the experiment was ' to measure pion production at
threshold, the data for pions around the beam velocity was not as
complete as it could have been. These experimental reasons, combined
with the theoretical interest sparked by the results of the first
stage of the experiment, made a finer spacing of points in the pion
energy spectrum and an angular distribution for pions around the peak
seem desirable. Both data and theory suggested that detailed meas-
urements of m and ﬁ+ differential crose sections'could probc the
dynamics of charge density evolution' in heavy ion collisions. Furth-
ermore, it was clear that Coulomb effects were not always insignifi~
cant and that a better understanding of themAwaé needed in order to
make corrections for them~ in experiments studying more exotic
processeé. A device capable of méasuring low energy W+ and w spec-
tra with essentiall& equal efficiency would be uniquely useful for
this purpose. In order to make these more comprehensive and hiéher
resolution measurements of the pion spectra around the beam velocity,
the detection system employed -in the first part of the experiment was
improved by using two 3-plane multi-wire proportional counters, one
near the focal plane of the spectrometer and one behind it.. The
plons were stopped in a large area ll-element plastic scintillation
range telescope after passing through the wire chambers. Most of the

rest of this thesis will bé devoted to a discussion of the methods
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used, the results of, and the intérpretétion of the results frdm this

upgraded spectrometer.
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CHAPTER 4
Upgraded Spectrometer

A. Stage-2 Apparatus

'As in the first stage of these experiments, all of the data from

the second stage of the experiments were collected at the BEVALAC at
| the Lawrence Berkeley Laboratory. Beams of 2oNe with E/A from 280 to
655 MeV'and 4oAr with E/A = 535 MeV were used. Targets used in one
part of the experlment or another were Bae, C, NaF, KCl1l, Cu, U. Tar-
get thicknesses ranged fruw 0:4 ‘to'_2-2 gm/cmz, with -ahont 1 gm/cmz
the most common thickness. Table 3’liSts'all of the beam and target

combinations used.

A schematic diagram of the upgraded spectrometer is shown in fig-

ure 7. The configuration is similar to that used in the first stcage

TABLE 3
Summary of Some Experimental Parameters
_ Ebeam/A Target | ‘ Resolution
Beam | accel- Center of 2 P () G,
erated Targft gm/cm " p e
MeV Me MeV/c | MeV/e  deg.
Ne 300 280 ¢ U. 56 116 2.5 2.0
281 NaF 0.60 116 2.5 2.1
282 Cu 0.45 117 2:6 2.4
Ne 400 380 | NaF  1.07 138 2.6 2.2
382 Cu 0.91 139 2.7 2.6
385 U 0.52 139 2.9 2.7
Ne | 425 405 c 1.12 144 38 2.5
400 NaF 2.19 143 . 3.0
407 1.92 144 3.8 4.8
Ne 500 482 C 1412 159 2.4 1.9
483 NaF 1.07 160 2.3 2.0
485 Cu 0.91 160 2.2 2.3
487 U 0.52 160 2.6 2.4
Ar 557 533 C 0.56 169 2.3 1.7
‘ 534 KC1l 0.50 170 2.2 1.8
Ne 670 654 Be  1.17 192 3.1 2.1
655 NaF 1.07% 192 3.0 2.2

* Most data were taken with a 0.4l gm/cm2 target, but the higher
‘momentum data were taken with this thicker target.



23

‘of thé experiment. The same magnet and beam line were used in both
cases. The position of the target inside the magnet was also simi-
lar. In place of the lead siits used to define the momenta of fhe
particles in the earlier experiments, a multi-wire proportional
counter (MWPC) was placed 6n the focal plane of the spectrometer. A
éecond MWPC, approximately at the outer edge of tﬁe magnet’s coils,
was followed by a stack of 1l plastic scintillators which was capable

of stopping pions with momenta up to 200 MeV/c. The two MWPCs were
used to define the tréjectories of the particles in the magnetic
field. Because the first MWPC was on an approximate focal plane, the
position at which the particle hit this wire chamber approximately
gave the radius of curvature of the particle in the magnetic-field
(and. therefore its momentum). The second MWPC served to complete the
definition of the particle’s trajectory. The first two scintillatofs
in the range telescope were thin (0.64cm) and were used to measure
the rate of energy'losé of the particles. The pions of interest were
then stopped in one or anbther of the next eight elements of the
scintillator stack, which were from 2.5 to 3.8 cm thick. The last
scintillator in the stack was 1.3 cm thick and was used as 'a veto

counter.

The data were collected in three sets of runs. The configuration
shown in figure 7 was used with the 300, 400, 500 MeV/nucieon Ne
beams and the 557 MeV/nucleon Ar beam. The 425 MeV/nucleon Ne data
were collected with the entire apparatus rotated 15 degrees‘from this
configuration so that the spectrometer acceptance was centered at 15
rather than O degrees. The 670 MeV/nucleon Ne data were collected
wifh the magnet in the zero degree configuration shown in figure 7
and with the magnet rotated to 30 degrees. 'The data from the two
different angles were combined. The configuration of the range stack
was also different during the 670 MeV/nucleon runs. The first scin-
tillator was thinner (0.32 cm instead of 0.64 cm ), and a brass
plate (8 gm/cm2 thick) was inserted between the lgét stopping scin-
tillator and the veto counter. The first scintillatqr was thinner
than it was in the other runs in order to measure lower energy pions.

The brass plate was added in order to increase the maximum pion
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momentum which could be measured by stopping pions between 200 and
300 MeV/c. These pions would have triggered the veto counter if the
brass plate had not stopped them. For many of the beam and target
combinations used, data were collected with several different field
settings on the magnet. The data from these separate fields were

combinéd to give the final results.

For each event which caused an event trigger, the addresses of all’
wires which were hit and the pulse heights (ADCs) and timing signals
(TDCs) from each element of the scintillator stack were recorded .on
magnetic tape. The event trigger consisted of two.parts. The first
part came from the MWPCs and was called the '"fast out". This signal
was gegerated fér each évent in which at least one wire in both MWPCs.
was triggered. The second part of the event trigger came from the
scintillators in the range stack. This signal was called “S" and was
géneratgd by a coincidence of the first three scinﬁillators in the
range stack and the ''gate". The "gate" was set up to allow "S" sig-
nals to occur only when the computer was not busy reading out a pre-
vious event and the beam was on. When there was a coincidence
between "fast out” and "S", an event trigger was generated. The Y
system, developed at LAMPF in Los Alamos, was used to control the
data acquisition. This system ran on a PDP 11/45 and used a micro-
computer interface (an MBD-11) to read the data from each event from
a palr of CAMAC,crates-_ The computer system also provided on-line

analysis of a sample of the data as it was collected.

B. Data Analysis -- Stage 2

A field map of all three components of the mégnetic'field'of the
spectrometer magnet was measured in ordecr to calculate plon orbits in
the magnet and thus find the positions at which these orbits would

‘cross the MWPC planes. A Monte Carlo program was used to generate
the starting.parameters of the t;ajectories. A least squares fit was
then made which bfovided the radius of curvature (P), the angle (9),;
and the vertical position of the particle gt the target (20)‘as a 
Chebyshev polynomial function of the wire chamber hit positions. The
fitting method is described by Alder et 51.54. Enérgy loss of the
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pions in air and the MWPCs was included in the orbit calculations, so
this small correction was included in the algorithm used to calculate

P, ©, and zge

For each event on magnetic tape, the addresses of the MWPC wires
which fired were used to find the trajectory of the particle. If a
single trajectory was found, the algorithm described above was used

to calculate P, ©, and z, for the particle. Some events (I 20%) were

rejected because the calgulated quantities indicated that the parti-
cle did not originate at the target. Monte Carlo calculatiéns indi-
cated that many muons from decay in flight of pions fell into this
category, although this did not account for all of the rejected
events. Background eﬁents from reactions of the beam with the air in
the spectrometer and with other paterial in the beam line (both
upstream and downétream) are the most reasonable explanatioh for the
rest of these bad events. For those events which appeared to have
originated at the target, momentum-depéndent cuts on ;he_energy loss

in the first and second scintillators and on the range of the parti-~

cle in the scintillator stack were then used to identify pions.

Protons in the momentum range studied were of such low energies
that they were not able to pass through the first two scintillators
and”therefore did not generate event triggers. Protons which' did
not come from the target (i.e. background) and still passed the'tar-
get traceback cut described above could be clearly separated from
pions in most cases by the combined AE and range cuts. Furthermore,
corrections due to protons which were not associated with the target

should be included in the blank target subtraction.

The arguments against any significant electron contamination in
the results are similar to those against protons. The Qiffgrence is
that electrons which came from the target would be able to cause
event triggers. However, in the momentum region studied, the range
of an electron with the same momentum as a pion is much longer than
that of the pion and the AE signals are generally iess- Because the

. production cross sections for high energy electrons which could  con=
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taminate the data are much smaller than'the pion cross sections, the
most significant source of high :energy electrons is probably the
conversion (in tﬁg target) of'high energy gamma rays frém "O decay
A(i.e.. "0 - 2Y, Y= e+e-). If this is true, then the electron
backgrbund should Be greater for heavier and/or thicker targets since
higher Z nuclei’are more efficient at gamma ray conversion. This
effect, at least quaiitatiyely, was observed in the‘data{ However,'
even when many electron events do occur, they are easily séparated
from the pions so the electron contamination of the present results

should be negligible.

Muons were not separated from the piomns as clearly as other parti-
cles. The croess sections fog miion production are'nét significant
compared to the pion pfoduétion cross sections. The méjor sourée of
muon contamination is from the decéy;of pioné. These @vento are nol
as cleénly'separated from pions'és the other events since most df
these m —>p decays occur after the pions have left the target. As a
result, the momentum (which is calcdlatéd by aésuming that the‘parti-
cle originated .at the target) is generally incorreét; Many muons
fail the target traceback cuts. For those that péss this cut, most
are rejectéd by the dE/dx and range cuts. A Monte Carlo calculation
of the muons which pass ail of the cuts indicated that less thau 3%

of the "good" events were actually muens.

C. Acceptance and Efficiehgy,Calculations.

Thé acceptance and efficiencj of the opectrometer were -calculated
.with the same Monte Carlo pragram as was uccd to geuerate evénts for
the polynomial fits. Pibn events were generated with a uniform dis-
tribution in momentum space, and a Gauyssian heam spot approximately
the same size as the actual beam spots was asspmed. Pions were
allowgd to decay into muons while going through the épeétrOmeter
(with the appropriaﬁe half-life). If a decay did occur; the muon was
"followed through the spectrometer. When the calculated orbit of a
pion or muon passed through both MWPCs and then hit the first scin-
. tillator in the range stack, a multiple-sdéttering, energy loss code

was used to follow the particle through the scintillator stack.
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Pions were allowed to react with carbqn nuclei in the scintillators
using the same analjtic approximatiods to the mC total cross sec-
tions45 as were used in the first stage of the experiment. The rest:
. of the treatﬁent pf the pions reactions differed from the eariief

analysis.

The new analysis was not as complete as the old analysis in one
sense -- it did not include the reactions of pions with protons in
the scintillators or with the air. - These factors were omitted
because they are smaller corrections than the nC reaction correctibn
and because the bmission would save comﬁuting time. Computing time
is' saved for several reasons. First, it was saved since it was not
necessary to calculate the reaction probability for each step in the
integration of the trajectory through the magnetic field. Computing
time was also saved by ignoring the reactions of pions with the pro-
»toné“in the scintillators. The most important reason that this was
necessary is that the reaction proBability of pions with protons is a
factor of three different for n+ and n .. In order to calculate both
corrections, a Separaté calculation for each pion charge would have
been neede&. Beéadse.tﬁe amount of computing timé coﬁsumed by the
Monte Carlo acceﬁfance'.éalculations' was .already very large“ (z 3
months of CPU fime on a VAX 11/780), it was not reasonable to doﬂ
separate calculations for the two pion charges. The error introduced
by these approximations is $ﬁall and will be discussed further in the

section below which deals with the normalization.

In most respects the newer treatment of pion reactions was more
complete than the older treatment -- if a pion'reacted with a nucleus
in the 'scintillator stack, it was not automatiéally assumed to be
rejecte& by the analysis as was previously assuméd. Instead, an
effort was made to continue following ﬁhe path of the pion.' To do
this, the total ®C reaction cross section was divided'into three
parts. These parts, and the associated percentages of the total
cross section were elastic (39%), inelastic w,w" (31%), and absorp-
tion (30%). The formula used to calculate the total nC reaction

cross sections® is described in. appendix A. The agreement between
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46-30 is shown in fignre 2.

the formula and some of the available data
As explained in chapter 2 and appendix A, this cross section formula
diverges as the pion momentum apﬁroaches zero. In the énalysis of
the data from the lead slit spectrometer the formula was extrapolatea
ﬁo zero .as shown by the dashed line in figure 2. 1In the analysis of
the data. from the upgraded spectrometer, this correction was (inad-
vertently) omitted. However, because the Monte Carlo program con-
sidered the pions to have stopped when their kinetic energies were
reduced to 0.5 MeV (momentum = 11.8 MeV/c), the region wherc the cal-
culated. cross section became very large was never reached. The pro-
bability of a pion reaction between 50 MgY/c,and 11.8 MeV/c, the
region where the formula was too large, is less than 0.5%, so this

error did not effect the results significantly.

The elastic scattering cross section was assumed to be 39% of the

149,553,356 of the elastic

total cross section. Some measured ratibs
scattering cross sections to the tptal qrbss section are summarized
in table 4. The data, which show no éignifiq;nt variation for pion
. momenta between 128 and 310 MeV/c, are consistent with the 39% ratio

which was used in the analysis. The elastic scattering angular dis-
tribution was assumed'to be a Gaussian function of the center of mass

. scattering angle. Specifically, the function used was

o

el . _el _a2 2
[cm]cn - 7 P 1 =8/ (2u) ] . _ 4.1

2nwO

The total elastic Scattering cross section is ﬁ;

l'and wy 1is the stan-
dard deviation, which was assumed to be 0.3 radian (17.2 degrees).

TABLE 4
p i . o
n R(ELQEELE) Reference
MeV/c total
128 | 0.38 Moinester et al. (ref 49)
156 0. 40+0.06 Crozen et al. (ref 55)
179 0.3720.04 "
219 0.37+0.02 Binon et al. (ref 56)
254 0.374£0.02 " :
287 0.3740.02 "
310 0.37+0.02 "
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This function was normalized such that

2n " : n : ‘
do - do '
gd¢ g 8in0de [dﬂ.]CM = 2n gsinGdO [dﬂ]CM b4e2
. n :
= _%% g'sinede exp[-QZ/(ng) ]
w
e
5. o :
~ _el 2 2 _
25 (edo expl-0”/(2wg) 1 = o,
Yo

where the approximation that only small values of © contribute signi-
ficantly to the cross section has been uséd in the last step. In
that case sin® I ® and the upper limit of the integral can be chénged
from m to w. Figure 8 compares this function with the data of Binon-
et 3&.56 for pions with momenta of 220 MeV/c. The agreement is rea-
sonable in the.regions where the cross section is large. The general
shape of the elastic scattering angular distribution is similar for
pion momenta between 100 and 400 MeV/c48-50’56_60; The.depth of the

slight minimum seen in the 220 MeV/c data near © = 65 degrees is

: CcH
generally greater and its location varies with pion momentum.

The inelastic mC cross section was divided into 2 parts. The
first involves m,n’ reactions and the other part consists of pion
absorption. The sum of these two parts was assumed to make up 61% of

the total cross section. This can be compared to the data summarized

- ‘ncinelastic, _ ,_p elastic
in tablg 4 ( R( total )y =1 R(_EEEET—

) ) which shows that this is
consistent with the data. '

The inelastic m,nm’ cross section is assumed to make up 31% of the
total cross section and pion absorption is assumed to make up 30% of
the total cross section. This division of the inelastic cross sec-
tion is consistent,withlthe measurements of absorption of 231 MeV/c
positive pions by carbon reported by Bellotti et §;-61 and with the
n and m absorption data reported by Navon et 31.60 for 225 MeV/c
pions. 'Both sets of authors report at 50% of the inelastic cross

section consisted of pion absorption.
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' The assumed form of the inelastic douBle differential cross sec-

tion was
[ .2 0.316" :
d“¢ 1 tot 2 2
—_— s 7o ———— exp[ -8"/(2w;) 1" 4.3
l_dEd.Q. CM AE ng‘ 8
for T" - AE < T" < T"
and
e |,
dEdQ -

CM : :
for Th_Outside the range specified above. The variables ahove are

fl

0.316&05

total m,n” inelastic cross section
T = initial CM kinetic energy of the pion

T ° = final CM kinetic energy of the pion

: T
AE = 12 MeV l\-l-g(ﬁ;‘;
and the other symBols are defined as in equation 4.1. in other
words, the CM angular distribution was assuméd to be independent of
the pion energy and to be the same as the angular distribution for
elastic scattering. An equal probability of aﬁy CM‘-energy loss
between 0 and AE, where AE = 12 MeV for 150 MeV pioﬁs was assumed.
This differential cross section does not agree with the data as well
as fhe'assumed form for the elastic scattering cross section does.'
The . energy loss distribution is not flat as was assumed, but has a

relatively complicated structure48’56’59

including a peak correspond-
ing to the,excitqtionAa of 4.44 MeV level in tho carbon nucleus.
However, the cross sections decrease rapidly with excitation energy.
The data analyzed with the assumed form of the c¢ross section should
not be sensitivelto'details of the energy loss distribution. The
angular distribution for inelastic m,m’ reactions was not the same as
for elastic scattering. Like elastic scattering, it..is generally
. forward peaked. This forward peaking increases as the pion (lab)

momentum is reduced from 250 MeV/c ~- which corresponds to the

entire region of the data reported here.
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In summary, a relatively detailed treatment of pion reactions with
carbon nuclei was used in the newer analysis. Reactions with nuclei
othér than C were ignored, but this should not introduce a large
error. - The uncertainties in the final results introduced by these
methods will be discussed in the section on the overall’normaliza-
tion. The magnitudes of the total nC reaction cross sections and of
the threé parts it was divided into (elasti'c‘ ; inelastic mw,m” ;
absorption) which were used in this analysis are consistent with the
data. The assumed shapes of the differential cross sections are
similar to the data. The final results of this experiment should not

be sensitive to the exact shapes of the differential cross sections.

For each Monte Carlo event, the MWPC wires which would be'expecte&
to fire were calculated from the positions where the orbits of the
particles crossed the planes of the wires chamber. A probability
distribution taken from the énalysis of the real data was used to
decide how many adjacent wires would fire in each MWPC plane. This
proﬁabili;y distribution included -theljpossibility that ‘the plane
would misfire. Table 6 shows the probability distribution used. for
some of the runs. Any wire which was not working during the actual
experiment was then removed from this list of wires which would fire.
The table above gives zero probability of no wires firing in some of
the planes. This does not mean that the plane never misfired, but
that the number‘of times the plane misfired could be explained by the
wires which were not working during the experiment. This procedure
allowed the wire chamber efficiency to be incorporated into ‘the

acceptance calculation.

) Table 6
| Expected Number of Wires for each MWPC Plane
Plane#. 0 wires l wire. 2 wires 3 wires 4 wires 5+ wires
1 0.2% 62. 6% 33.1% 2. 4% 0.7% 1.1%
2 0.0% 50.1% 39.7% 8.07% 1.1% 1.1%
3 0.0% 83.6% 13.6% 1.2% 0.6% 1.0%
4 3.3% 89. 6% 5.3% 0. 8% 0.4% 0.6%
5 0.0% 50.3% 40.1% 8.0% 1.4% 0.3%
6 0. 6% 63.17 - 31.5% 3. 6% 0. 6% 0.6%
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The Monte Carlo method was not completely successful 1ﬁ calculat-
ing the MWPC efficiency. It consistently overestimated the effi-
ciency of the wire chamber. 'The method for deciding how many wires-
in each plane would fire assumed that the probability for each plane
was independent. Because 1t was still poséible to analyze events
where only one MWPC plane misfired and the probability of two planes
misfiring simultaneously was small, very few ﬁonte Carlo events did
not fire enough wires to be analyzéd. The calculated distribution of
the number of adjacent wires which would fire was consistent with the
data, but there were more events in the real data with more than onc
plane mistiring simultaneously. This suggests that there was some
correlation between a misfire in one plane and in another. A poasi-
ble explanation for this is that the wire chambers are less efficient
for lightly ionizing particles and, for these particles, the proba-
- bility of many planes misfiring is larger. In thé final analysis, a
| correction of the difference in the efficiency calculated by the
Monte Carlo analysisland the efficiency seen in the real data was
applied to the overall normalization. The correction was about 5%.
Although the Monte Carlo analysis did not totally reproduce the
observed wire chamber efficiency, it should approximate some of the
momentum and angle dependent parts of the efficiency by specifically
including the wires which did not work. In general, a group of bad
wires will affect some parts of the ‘acceptance more than others --

this is at least approximately included in the present analysis.

- From the calculated energy.loés of the particles in each s;intil— A
lator, the expected ADC signals were calchlated. Using this, along
with the MWPC wires which would fire; a set of simulated event data
were created. These data were then analyzed in the same manner as

the real data;

The analysis of the Monte Carlo events, which included events in
which ® — p decays and nC reactions would occur, therefore incor-
porated into ‘the acceptance calculations corrections for events lost
due to decay in flight of pions and pion reactions with carbon nuclei

in the scintillators. Only those Monte Carlo events which would have
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caused an event trigger were analyzed. To summarize the efficiency
of the system, the events were divided into three categories. The
categories were pions which neither decayed into muons nor reacted,
plons which reacted, and pions which decayed into muons. As an exam-
ple, table 7 summarizes the efficiency of the spectrometer .and
analysis system for these three'types of events for the configuration
used with the 300, 400, 500 MeV/nucleon Ne beams and the 557

MeV/nucleon Ar beam. The magnetic field settings listed in the table
were thé most commonly used values. In table 7, "% of total" refers
to the fraction of the total event triggers caused‘by particles in

the category ‘and "% good" refeérs to the fraction of that type of
event which were considered good events. In other words, "% good"
refers to the efficiency of the spectrometer. and the analysis for
that type of event. Notice that the sum of the percentages of each
type of'event is 101% for the 11.65 KG field, this 1is due to rOunding
errors. The mdon-contamination, or the fraction of the "good“‘eyents
which were muons, is given in the last column of table 7. The true
muon contamination may be slightly larger than this because Monte
Carlo events were only generated over a finite range of momenta and
angles. Muons from the decay of pions outside this range may have
contributed to the muon contamination of the data, but the total con-
tamination should be 1less  than about 3%. As shown by table 7, the
system was less than 100% efficient even for'pions-which neithér
reacted nor decayed in flight. This was due to the combined effects
of multiple scattering, wire chamber inefficiency, small misalign-

ments of the scintillators, and inefficiencies in the analysié

TABLE 7
Summary of Monte Carlo Analysis
B pions which did pions which muons
Field ~ pot react reacted ' F
. contami-
KG %. of % % of % %Zof VA nation
total good total good total good :
11.65 83% 91% 8% 70% 10% 147 - 1e7%
13.4 18% 937% 13% 66% 9% 17% 2.0%
15.1 142 87% 187 55% 8% 147 1.6%
16.1 70% 81% 22% 50% 8% 12% 1.5%
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Since the Monte Carlo events were generated with a probability

proportional to dp3 (the momentum

space volume), dividing the number

of real data events in each bin corrected for blank target background

by the corresponding number of Monte Carlo events gives the differen-

tial cross section d361dp3 except
verts the relative yield into the
so determined includes corrections
inefficiency, ® reactions with
multiple-Coulomb sdattering in the
finite size of the beam spot, and

programs.

for the overall factor which con-
cross section. The cross section
due to m => u decay, wife chamber
C nuclei in the scintillators,
scintillators, effects due té the

any inefficiencies in the analysis

The statistical uncertainties associated with the Monte

Carlo events were never iarger than 5% and have been included in the

quoted statistical errors.

D. Normalization

With the upgraded spectrometer, as with the lead slit spectrome-
ter, the beam intensity was monitored with an Ar/CO2 ion chamber 13
meters

upstream from the target. The ion chamber was not re-

calibrated. For the beam energies at which a célibration from the

earlier runs was not available, the calibration from a nearby energy

TABLE 8
Normalization and Correction Factors gnd Their Uncertainties
' Factor Typical Value Estimated Uncertainty
Beam intensity 107/pulse +25%
- Computer dead time 20% +5%
MWPC inefficiency 5-10% +37%
Target traceback 20% 6%
dE/dx cuts 5-10% +3%
Range cuts 15-40% +10%
Spectrometer acceptance +10%
Overall uncertainty +30%
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was scaled to the necessary beam energy using the ratio of dE/dx in
argon for the two beams. Using the ion chamber, the total number of
beam particles was_fqund and the cross section values were normal-
ized. The uncertainty in the absolute normalization is about 30%.

The factors contributing to this uncertainty are listed in table 8.

Secondary reactions of pions and 6f the beam in the target and
effects due to neutrons from the capture of stoppéd negative pions by
nuclei in the scintillator stack were neglected. The corréc;ibn due
to secondary reaétions would increase the n+ and n cross sections by
less than 3%. The correction due to stopped negative pions would
increase the m cross sections by less than 10%. Reactions of pions
with air and with the protons in the scintillators 'wére also
ﬁeglected. These corrections would increase the cross sections by

less than 5%.

A comparison of the normalization of the data which appears here
with data from other'groups and'the7qonsistency of some of the dif-
ferent data sets among themselves will be discussed in chapter 5.
Table 12 (in chapter 5) sumﬁérizes these relative normalizations.
All of the disagreements between the normalizétions of the results
presented here and those of other groups are within the combined

uncertainties of the normalizations which are compared.

E. Resolution

In comparing cross sections with sharp structure one must také
experimental resolution into "account. The beam velocity peaks and
vélleys of the data have widths larger than the resolution, but
effects due to the resolution cannot be ignored. This effect was
treated by -folding the calculated resolution function into the
theoretically calculated cross sections, as described in appendix D.
Factors contributing to the resolution were. the size of the beam
spot; the spatial resolution of the MWPC’s; multiple Coulomb scatter-
ing in the target, air, and the MWPC’s; the size of the data bins;
and the uncertainty introduced by the use of the polynomial fit used

to calculate the momenta of the particles. The combined
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TABLE 9

Factors Contributing to Resolution .
380 MeV/A Ne + NaF - n , p = 132 MeV/c , €6 =0

AN

Contribﬁtion to:
Factor db (MeV/c) ab'(deg.)

Size of beam spot
+MWPC resolution

+Polynomial fit ' 2.24 . 0.51
Enerﬁy loss/Multiple scattering .

in the target 1.17 1.38
Multiple scattering in : .

air and the MWPCs 0.78 . 0.56
Beam Divergence v - - 1.00
Bin size , . 1.13 . 1.15
TOTAL 2.88 2.19

contributions of the size of the béam:spot, the spatial resolution of
the MWPCs, and the polynomial fit used to calculate the momenta and
angles to the.resolution were determined by the analysis of the Monte .
Carlo events.. The contributions of energy loss in the target to the
momentum resolution and .0of the size .of the data bins to the’
momentum/angilat resolution were calculated by finding the rms devia-
tion trom the momentum at the. center of the target or the
momentum/angle at the center of the data bin, respectively. The
effects of multiple scattering in the target were calculated assuming
that the pion originated at the center of the target. The divergence
of the beam was estimated. not measured. A1l contributions te the
resolution were then combined quadratically to get the overall reso-
lution. In general, the size of the beam'spot, which is included in
the part of the resolution calculated by the Monte Carlo analysis,
made the largest contribution to the momentum resolution, and multi-
ple scattering in the target made the largest cohtribution to the
angular resolution. An example, which bfeaks down the‘various con-
tributions to the resolution, is shown in table 91 The case chosen
was Ne + NaF at E/A‘% 380 MeV and a pion ﬁsmen:um near the beam velo-

city. This represents neither the best nor the worst resolution
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obtained in these experiments. Table 3 summarizes the resolution for
.all of the beam and target combinations reported here for pions at
the beam velocity. The momentum and anguiar resolution given in

table 3 correspond to ab and ©

0 which are defined in appendix D.

Due to uncertainties in the absolute mégnitude of the magnetic
field used during the experiment and the po§ition of the beaﬁ spot on
the targef, there is an additional 1.5% pncertainﬁy in the magnitude
of the momentum. The beam ranges were measured with aluminum and/or
copper wedges and Polaroid film, and the beam energies were .calcu-
lated from the rangésaa. All beam and pion energies given for the

upgraded spectrometer are values at the center of the target.
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_ CHAPTER 5 '
Results from the Upgraded Spectrometer

A. Summary of Results

The peak 1in the n spectrum near the beam velocity and ‘the
corresponding hole in the n+ spectrun which were seen with the lead
slit épectrometer were confirmed with the upgraded spectrometer for
‘the 2400 MeV per nucleon Ne beam. These features of the projectile
velocity pion spectré were also seen for all of the other heam and
target combinations studied. TFigures 10-15 show cuts>through the
péak in the n spectfa and the hole in the n+ spectra for each of the
nearly-equal-mass projectile-target combinations studied with the
upgraded spectrométer. Tﬁe vertical error bars are statistical. The
horizontal error bars on tﬁe graphs of the cross section vS. angle
show the angular resolution (ob)‘and, on the graphs of cross section
vs. momentum, show the momentum resolution (ob). The values of o
and % for all projectile-target combinations gre summarized in table
3 and defined in appendix D. The solid curves are least squares fits
to the dﬁta'based on Gyulassy and Kauffmann’s42 theoretical expres-
"sions. These solid curves have had the resolution of the spectrome-
ter folded into them using the method described in appendix D. The
dashed curves are the same functions beforelfolding with the resolu-
tion and the dotted curves are the fits to the pion spectra in the
absence of Coulomb effects. Figures 16-32 show the data for all
projectile-target combinations studied as plots of Lorentz invariant
cross section vs. lab momentum at fixed lab angles from O‘degrees up
to the maximum angle measured in each case. As in figures 10-15, the
vertical error bars are statistical and the solid curves are leést
squares fits with the experimental resolution folded in. Tables of

all data are given in appendix E.

In order to provide a better overview of the data, perspective
views of the three dimensional surface defined by the data and con-
tour plots describing the same surfaces are shown in figures 33-42
for each nearly-equai-mass projectile-target combination except for

400 MeV per nucleon Ne+NaF. The 400 MeV data were omitted because
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the beam energy is so close to 380 MeV per nucleon>(for which a plbt
was made) and because the resolution is worse (due to a thicker tar-
get) than it is for the 380 MeV data. The plots are of the Lorentz
invariant cross section as a function of rapidity (yéténh~Lﬂ").and
perpendicular momentum in units of the pion mass (gl/m ¢). These
perspective and contour plots were drawn by a set of computer rou-
tines62. Only the labels on the original plots were modified. All
data points were weighted equally in making these plots. Because the
statistical uncertainties weré not used to produce the plots and are
not displayed on them, caution is necessary when drawing conclusions
based on these figures alone. They should be usedbalong with the'two

dimensional graphs which show the statistical uncertainties.

Two. figures are shown for each case in. which these plots were
made. First, a perspective representation of the surface defined by
the data, along with .a contour "key" to the surface, is shown. The
contour "key" is a contour plot of the data plotted with the same
orientation of the axes as the perspectiVe plot. The direction from
which the surface is viewed in these pérspeétive plots is not the
same in all cases because the direction which provides the Besf'view
'is not. always same. The n data are all viewed from the same per-
spective angle, but the n+ are viewed from two different perspéctive
angles (both of which differ from the angle used for m ). The n+
data for beam energies per nucleon .less than 400 MeV have been viewed
from one angle and the data for higher beam energies have been viewed

from a second angle.

In addition to the perspective representations of the data and the
associated contour "keys", contour plots with a more standard orien-
tation of the axes were drawn. It is simpler to compare the dif-
ferent data sets with these contour plots since the orientation of -
the axes is the same in each case. The interval between ﬁhe contour
lines in the contour plots was chosen to cor;espond to approximately
twice the (one standard deviation) statistical uncertainty on the
data points. Because the;g uncertainties vary from point to point,

-it is not possible to do this exactly. The choice of the contour
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intervals was particularly complicated .in some cases where several
data sets taken with different settings of the field on the spectrom-
eter magnet were combined. In some of these cases the statistical
uncertainties in one region of momentum and angle are significantly
different from those in another region. The data for Ne+NaF at
E/A=655 MeV provide an especially good example of this. On figure 15
a sudden change in the size of the error bars can be seen on ﬁhe
graph of cross section vs. momentum for n+ and on the graph of cross
section 'vs.‘ahgle for w . 1In all cases the .contour interval was
chosen to be larger than the 'statistical uncertainty on any data

point.

For all prujectlle=target combinations in which beam velogity
pions weré studied, a peak. in the n differential cross section (and
in the n-/n+ ratin) was observed slightl_v lower than the velocity of
the incident beam. ' The shifts of the peak from the momentum associ-
ated with the beam velocity tended to decrease as the beam energy
1gcreased, but the changes were within the experimental uncertain-
ties. The uncertainty in the absolute value of the momentum was 1.5%
of the pion’s lab momentum, which translates into an uncertainty of
roughly 2 MeV/c¢ in the values of the momentum shift. For the Ar
beam, this pion momentum shift was 2.0+1.7 MeV/¢ in the rest frame of
the incident beam. When the 654 MeV per nucleon Ne+Be data are omit—
ted, the corresponding shift for Ne 1is 3.2%+2.0 MeV/c. The éhift for
Ne+Be is 7.2 MeV/c, which is much different from the shift observed
in all other cases. The reason for this difference is unclear, but
an experimental difficulty encountered while collecting the 655 MeV
per nucleon Ne data at beam velocity should be noted. After the beam
had been tuned and the location of the beam spot had been checked,
but before any of the data were éolledted, a modification (by the
Bevatron operatorsi which caused the beam spot to move by Il cm was
made. This change was discovered after the Ne+NaF —> m  data at beam
velocity were taken, but before any other data were collected.
Before continuing the runs, the beam was retuned. A correction to
the Ne+NaF - n data'wﬁich were takenvduring this period was made,

so there should not be any difference between the NaF and Be data due
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to this problem. However the large difference between the downshift
seen for Be ‘and .that seen for'NeF;should be viewed with caution,
since the beanm. was retpned betweeh the two runs. - The depression in
the n+ cross section near the beam velocity is broader than the
corresponding n peak but has approximately the same dowmshift as

does the m peak.

Table 10 gives the half widths, Fi/Z, of the peaks in the m spec-
tra and the pion momentum shifts for each of the projectile-target
combinations in the”projectile velOcity reference frame. The widths .
are defined as the half widths at half maximum, measured above a
smooth background. The smooth background Qas defined by the.source
function which is described in chapter 6 (see eq. 6.14). The resolu-
tion of the spectrometer had- been. subtracted in quadrature from these
widths. The 405 MeV,peg nucleon Ne+C and the 407 MeV per nucleon
Ne+U data have been omitted from table'10'becadse pions at the heam
velocity were not measured -- although the data include pions very

close to the beam velocity. 1In table 10 the widths of the peaks are

" TABLE 10 -
Widths.and Momentum Downshifts
of the Peaks in the m-. Spectra
Ebeam/A, Beam | Target dp” P”/Z r/2
MeV/c MeV/c MeV/c
280 " Ne c 3.0 7 10
281 Ne NaF 5 8 10
282 ‘Ne Cu .0 9 13
380 Ne NaF 3.5 9 8
382 Ne Cu 3.5 11 - 11
385 Ne | - U 3.5 12 10
400 Ne NaF 3.5 11 9
482 ‘Ne C 3.0 8 10
483 Ne Na¥ 3.0 8 10
485 Ne Cu 2.5 9 10
487 Ne U 2.5 13 13
533 .~ Ar C: 2.5 5 7
534 ( Ar ~KCl 1.5 6 11
654 Ne Be 7.2 - 10 18
655 Ne NaF 2.1 6 8
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expressed in terms.of parallel and perpendicular momentum; if they
has been defihed in terme of pion kinetic energies in the beam velo-
city reference frame, the full widths at half maximum would generally
be less than 1 MeV.

B. Comparison of Stage-l Data with Stageﬁg Data

For the < 380 MeV per nucleon Ne beam data were taken with both
the lead slit spectrometer (the "stage-1" data) and the upgraded
Spectrometer (the "stage-2" data) for NaF, Cu, and U targets. The
shapes of the spectra seen with the two different spectrometer confi-_
gurations are in reasonable agreement, but the normalizations do not
agree. The cross sections from the lead slit spectrometer are con-‘
5istently-higher than those from the upgraded spectrometer. ‘The data
sets ere compared in figutes 43-45 and the ratios are summarized in
table 1l. - The average ratio is 1.7. ‘Thie difference is consistent
with the factor of 2 uncertainty ;n thevoveralltndrmelization of the
stage-1 data and the 30%Z uncertainty io the normalization of the
stage-z data. '

C. Coqperieon of Stage-2 Data with Data from Other Groups

Some of the data from the upgradedlspecttometer overlaplthe data
of Nakai et 3111. Specifically, the data for Ne + C and Ne + NaF
- n+ at E/A = 400 MeV can be compared. As demonstrated by figurcso
46 and 47, the ratio of the present data to Nakai et al’s data is 1.2

TABLE 11

RAtio of Stage=1 o Stage-2 Normalization
%~ 380 MeV/nucleon Ne Data

Target Pion . Ratin
Charge

NaF - 1.6

.+ 2.0

Cu - 1-8

+ 1.8

U - 1-4

+ l.4
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for Ne + NaF = n' and 0.9 for Ne + C = n'. To get these ratios the
data from the beam which was 425 MeV per nucleon wheh extracted from
the Bevatron were used. At the center of the targéf this beam was -
degraded to 400 MeV per nucleon for the NaF target and 405 MeV for C.
Nakai et al. give their beam energy as 400 MeV per nuciedn,'but that
1is probably the energy when extracted from the Bevatfoﬁ,?in théh'
case the éresent T 380 MeV per nucleon data should be éoﬁpared1to 1t.
Unfortunately, the§e1380 MeV per ﬁucleon data do not extend ouﬁﬁto 30
degrees. The ratio of the present 400 MéV per nucleon Ne + NaF —>nt
data to the 380 MeV per nucleon data is 1.1 ﬁhen'averaged over alli
data from 8 to 20 degrees. The data at smaller angles were omitged
from the average because they are more strongly influencéd by the
hole in the projectile velocity n+ sbectrum.' If éhe 400 MeV per
nucleon Ne data are used to exﬁrépolate the 380 MeVlber nhcleon out
to 30 degrees,'then the ratio of thé 380 MeV per nucleon Ne+NaF—> ﬁ+
data to the data of Nakai et al. is 1.3. These differénces in nor-
malizatiohs between the present 380 MeV and 400 MeV per nucleon Ne
‘data and the 400 MéV berbnucleon Ne data of Nakai'gg al. are all
within the uncertainties on the overall ndrmaiiiations (3Q%ﬂ1n each

case)..

Some of the 400 MeV per nucleon Ne+NaF data from the upgraded
* spectrometer also overlap some of the data of Nagamiya et gi.13’63
for lab angles of 20 and 30 degrees. Figure 47 compares the two data

sets for Ne+NaF —» n+ at a lab angle of 30 degrees. This figure also

TABLE 12

Ratios of Other Normalizations to the
Normalization of the Stage 2 data
Z~ 400 MeV per nucleon Ne beam

Reference Target Pion e Ratio
Charge | (deg.)
Nakai et al11 c + 30 0.9
"—' NaF + 30 1.3
Nagamiya tlgll3’63 NaF + 30 1.2
- NaF - 20 1,25
NaF - 30 1- 2 |
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shows the data of Nakai et alu. The data from the upgraded spec-
trometer (labeled Sullivan et al) are from the beam which Qaé 400 MeV
per nucleon at the center of thé target. The other data seté. prob- -
ably used é 400 MeV per nucleon beam at extraction' from the Bevatron
and may have had somewhat lower energy within the target. Figure 48
compa'res the Ne+NaF = m_ data from the upgraded spectrometer with
the data of Nagamiya et al. at a lab angle of 20 degrees-‘ Here, the
data frbm the beams which were 380 and 40_0 MeV per nucleon at the
éenter of the target can both be compared to Nagamiya'e_t al’s data.
Thére is no discernible difference Beitween the 380 and 400 MeV data.
Flually, the 400 MeV per nucleon (center of target) data for 'Ne+NaF
—n at 30 dégreés can be compared to the data of Nagamiya et al.
This comparison is made in figure 49. In general, there is no Asi'gni-
ficant difference in the shape of the data from ‘Nagamiya. et al. and
the présént results, but the nOtmalization‘ of their data is higher by
about 20%. The ratios of the normalization from Nakai et g];-.11 and

13'63. to the normalization of the data from thé

Nagamiya 'e_t al.
upgraded spectrometer are summarized in table 12. 1In all of the
cases listed in table 12 the normalization differences are within the
combined ‘uncertaiﬁtieS' on the overall normalizations (302 in each

case).
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CHAPTER 6

Discussion of Results

A. Beam Energy, Projectile/Target Mass Dependence of Cross Sections

The dependence of the pion production cross sections on the beam
energy for various projectile/target combinations is shown in figure
50 for three different pion (lab) momenta. This updated version of
figure 7 combines the data taken with the lead slit spectrometer (the
"stage 1" data) and the data from the upgraded spectrometer (the
"stage 2" data). As discussed earlier (chapter 5, section B), the
normalizations of these two data sets do not agree. Therefore, the
cross sections displayed in . figure 50 which were obtained with the
lead slit spectrometer have been divided by 1.7.

Each of the three sections of figure 50 ehows'the Lorentz invari-
ant cross section for pion production vs. the beam energy per nucleon
in the (nucleon-nucleon) center of mass for some fixed pion momentum.
For reference, the beam energy per nucleon in the lab is also given.
In order to approximately remove the Coulomb effects, rhe geometric
mean (6 = [G; ol /2) of the m and n+ cross sections has been used
in the figure. This figure demonstrates the main features. of the
beam energy and projectile/target mass dependence of the data. The
pion cross sections rapidly rise with increasing beam energy. The
cross sections also- consistently increase as the mass of the target
is inereased; Figure 50 also compares the firestreak model23 (the
dashed  lines) for Ne+Ne to the data. As discussed in chepter 2, the
firestreak model predicts pion cross sections nhich are consistently
higher than the measnred cross sections. The agreement between the
NefNaF data in figure 50 and the firestreak model is best at the

lowest beam energies.

In chapter 2 the scaling of the pion cross sections with the tar-

get mass was discussed. The curves shown in figure 7 were compared

2/3

with an A dependence on the target mass.. As discussed then, the

cross sections at the higher beam energies are consistent with the’

/3

dependence while the cross sections at lower beam energies are
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not. It is clear that any geometric scaling la& should depend in a
symmetric manner on both the projectile and .the target mass. The
geometric factors relevant to thé cross sections for nucleons were
discussed in chapter 2, but the expected dependence.of the'pion cross
sections on gebmetric factors 1is more model-depeﬁdent and more com-

plicated.

One reasonable method to estimate the dependence of the pion cross
sections on the projectile and target mass is to follow the procedure
used by Sternheim and Silbar64 for pion production in proton-nucleus
céllisions. They used the isobar model to find the expeéted depen—-
dence of the n+, no, and m cross sections on the target mass. By
aséuming the. two-step pfocess NN - NA, then A -~ Nﬁ, a simple
evaluation of the appropriate Clebsch-Gordan coefficients gives the
proportions of the ;hreé pion charges expected from the various -pos-
sible combinations of neutron and proton collisions. For np and pp

collisions they give these proportions as

: + 5 , :
0 1

- pph dg = 6d€1so

- onn” do = —Hde S 6.2

np nn , 127 iso e

0 _ 1

- nPn ' dd’e'ﬁddlso
- N 3 1 e

e ey

where dolsa is the cross section for the production of pions (summed
over all pion charges) in pp collisions. By analogy to the pp case,

the proportions of the three pion charges in nentrroan-neutron colli-

asions is
— apn do = 2do 6.3
nn np 6 1iso : ‘ )
0 1
- nnt dd’=‘zddlso

Next, the numbers of possible nn, np, and pp collisions_ must be
counted. The geometric cross section for a neutron from the projec-
tile to react with the target 1is nRz. The total geometric cross sec-

tion for neutrons to be knocked out of the projectile nucleus is just
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the number of neutrons in the projectile times this geometric cross
section anRi. This cross section can be broken up into two.parts,
corresponding to neutrons whose first pion producing reaction is with
a proton or a neutron from the target. Many of the possible
nucleon-nucleon collisions will not produce pions, but this model
only calculates the relative numbers of piéns produced so this
overall normalization factor can be ignored. This model also ignores
the possiBility that a nucleon which has already been involved in a
pion producing collision with another nucleon can be involved in the
production of a second pion. This is reasonable since the probabil-
ity of producing a pion is small and because in the energy range stu-
died here the energy loss involved in making the pilon will make this
probability even smaller. The number of interactions of neutrons in
the projectile with protons and neutrons in.the target should be: pro-

portional to

N

LN nR2 nn interactions .. , . 6.4
AL Pt ' .

Zt 2

-— N nR np interactions

At p t

After also considering the interactions of protons from the  projec-
tile plus protons and neutrons from the target, the number  of

‘nucleon-nucleon pion producing collisions should be proportional to

pp collisions : m | —Z R + —BZ R - 645

N N
nn collisions : m —EN Rf +-—2N R 6.6

Z
np collisions ¢ mw | —N R+

ZR +—ENR2+—EZR2 6.7
P p P p P

Using these proportions of the various combinations of nucleon-

nucleon collisions and the proportions of the three pion charges

expected to be produced, the following scaling laws for the three

pion charges emerge.
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2 .
nr
0  -1/3 -1/3 A ‘ 6.8
ye G FAT) (1022, * 2.8, + N2y )
"‘(ZJ -1/3 ,_ ,-1/3 6.9
Y, @ 3 (A + Ap ) ( zzpzt +Athp +l.Ntzp +2NpNt )
2
nr
0 ,-1/3 , ,-1/3 6.10
Y_ o o (A )(IONN +sz+sz)

In equations 6.8-6.10 the radii of the projectile and target have

been replaced by r0A1/3

Ecveral tcats can -be applied to these scaling laws Lu make sure
they are reasonable. If there are no neutrons in the projectile or
the target (N =NP=0)’ which means that only pp collisjons are possi-
ble, then the cross section for m production is zero and the m /no
ratio is 5/1, as inAelementary pp collisions (see equation 6.1). A
similar limit exists for Zp=Zt=0. If both the projectile and target
have equal numbers of protons and neutrons, then equal cross sections
for n+, no, and W are predicted, as expected for this isospin sym-
metric case. These formulas also prediét the same relative numbers
" of the various pion charges for the proton-nucleus case as given by
Sternheim and Silbar64. For reference, the geometric factors in
equations 6.8~6.10 have been evaluated for all of the projectile-
targeﬁ combinations studied here. The results are listed in table 13
where r, = 1.2 fm has been assumed. Although the scaling factors are

0
given in barns, these numbers are actually just proportional to the

’

TABLE 13
Predicted Geometric Scaling of Pion Cross Sections
- . -+
Beam Targer Y, Y_ R(m /)
Ne Be 1.57 1l.57 1.00
C 2.19 2.19 1.00
NaF 3.33 3.61 1.08
Cu 8.25 9.53 l.16
U 23.1 33.9 l.47
Ar’ C 3.63 4.28 1.18
KC1 8.88 11.1 1.25
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pilon production cross sections, they must be multiplied by a beam-
energy~dependent factor related to the fraction of nucleon-nucleon

interactions which actually produce pions.

The measured differential pion production cross sections, which
are shown in figure 50, do not scale with this séaling law. As dis-
‘cussed in chapter 2, this does not mean that the total cross sections
~do not agree with this model. The angular and energy distributions
depend upon the projecfile and target mass. It is thereféreAQf éome
interest  to compare the target/projectile mass dependence predicted
equations 6.8-6.10 to the integrated cross sections of Nagamiya et
gll3. The cross sections in reference 13 were obtainéd by interpo-
lating and extrapolating the measured differential cross sections.
Table 14 compares the n-/n+ total cross section ratio predicted by
equations 6.8 and 6.10 with the data of Nagamiya et al. The measured
n-/n+ ratio is in -all cases greater than or equal to the predicted )

value, but the uncertainty associated. with the experimental values is

about 30%, so the differences may not be significant.

]

TABLE 14
* = 4 .Predicted vs. Measured13 .
m /m Integrated Cross Section Ratios
- + - 4 .
R(w /m) R(m /m') ¢ Reaction E/A
predicted measured ‘(MeV)
1.08 1.12 Ne+NaF 400
1.14 800
1.16 1.16 ‘Ne+Cu 800
1.43 1.86  Ne+Pb 400
1.53 800
1.25 1.46 Ar+KC1 800
1.69 1.95 Ar+Pb 800

The predicted projectile and target nass dependence of the pion
cross sections can ‘also be compared to the experimentgi data of
Nagamiya 35.2;13. The ratios of the total cross sections for various
projecﬁile and ;afget combinations to the cross sections for Ne+NaF

are compared to the ratios

which were measured by Nagnmiyd et al.
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TABLE 15
Predicted vs. Measured13
Projectile/Target Mass Dependences of
Integrated Pion Production Cross Sections
+ -
E/A Ratio n "
. Meas- Pre- Meas~- Pre-
(MeV) ured dicted ured dicted
400 Ne+CU/Ne+NaF l. 82 2. 47 - 2. 61‘
Ne+Pb/Ne+NaF 2. 73 60 24 4. 53 8. 23
800 Ne+Cu/Ne+NaF 2.14 2.47 2.17 2e64
Ne+Pb/Ne+NaF 3.81 6:.24 5.12 8.23
Ar+KCl/Ne+NaF 2.78 2.66 3.41 3.08
Ar+Pb/Ne+NaF 6.11 10.11 10.5 15.3
C+C/Ne+NaF - 0.43 0-3g g@gg
C+PL/Ne+NaF - 4o 22 2.8 B

predicted by equations 6.8 and 6.10 in table 15. For the lighter
rarget-projectile combinations the scaling law reproduces the data
well. The ratio of the Ne+Cu to Ne+NaF cross section is approxi-
mately reproduced. The ratios of the data involving the Pb target to
the Ne+NaF data are not reproduced very well (but the 30% uncertainty
on the expefimental numbers should be remembered). The difference
between the predicted and measured ratios of Ne+Pb/Ne+NaF and
Ar+Pb/Ne+NaF may be partially due to reabsorption of the pions by the
lead nucleus. It 1is also important to notice that the ratios
Ne+Cu/Ne+NaF and Ne+Pb/Ne+NaF are not tﬁe Same at the two beam ener-
gies. If this difference is not just due to vexperimental uncer-
tainty, then it means that the scaling of the cross sections depends
upon more than simple géometric factors. -

b. Comparison of Some Theoretical Calculations to the Data

Figure 51 compares Cugnon and Koonin's30 caléula;ion of the
expected n and n+ differential cross sections at O degrees with the
combined data from the two versions of the pion spectrometer. The
cross sections from the lead-slit spectrometer have all been divided
by 1.7 to bring the normalizations of the two data sets into agree-
ment. Cugnon and Koonin’s calculation was based on a Monte Carlo
program which calculated the space-time evolution of the nucleons

involved in the collision. The calculation is summarized in chapter
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3. Statistical uncertainties associated with the Monte Carlo calcu-
lation vhave probably caused some of the fine structure in the
theoretical curves shown 1in figure 51. Aside from the normalization,
which is not in agreement with the data, the shapes of the n- peak
and the n hole are roughly reproduced by the calculation, although
the measured n peak 1s narrower than the calculated one. The shape
of the spectrum at high pion momentum does not appear tobagree with
the data, but more data at higher pion momenta would be necessary to

confirm this. The calculation seems to reproduce the n /n ratioH

reasonably well throughout the regions in which there are data.

Although the 380 MeV per nucleon data do not extend into the
center-of-mass velocity, where Cugnon and Koonin predict a n-/n+
ratio ofyaoout 5, this large'n-‘/n+ ratio is probebly not correct.
The Ne+NaF data at E/A = 655 MeV (see figure 15, where the center-
of-mass velocity corresponds to a lab momentum of 83 MeV/c) show nei-
ther a depression in the n+ spectrum nor a peak in the n spectrum at
the center-of-mass velocity, and the n—/n+ ratio at the CM velocity
is only about 1.5. It is reasonable to assume that the data at E/A =
380 MeV, which are shown in figure 51, are similar.‘ For Ar+Ca at E/A
= 1.05 GeV, Cugnon and Koonin predict the rl-/n+ ratio ioibe about
5.5. The observed :value 1is 1.5 4. The reasons for the large

disagreement are not understood.

The 655 MeV per nucleon Ne+NaF data is the only data set reported
in this thesis which covers pions at the center of mass velocity. As
shown -in figure 37, a slight enhancement of the invariant cross sec-
tion at the rapidity of the center of mass (ycm=0-55) was seen in the
m data at ol < 0.4m c. This feaiure is similar in locatiOn and
shape to the enhancements of the m cross section reported for Ar+Ca
at E/A = 1.05 GeV9 and Ne+NaF at E/A = 800 MeV10 This is the first
time that this structure has been reported in the n data and, assum~
ing that the same process causes each of these independently reported
enhancements, it implies that this structure is not & Coulomb effect,

40,42
contrary to the suggestions of several authors .
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The theory of Gyulassy and Kﬁmf.fmann“2 has been used to make least
squares fits which parameterize the data. The solid lines in figures
10~32 are from these fits. The details of the fitting procedure will
be given in the following section. The Gyulassy and Kauffmann (GK)
formulas will be éummatized in this section. In their work, GK have
developed approximate Coulomb correction equations which use a per-
turbative approach to treat both quantum and relativistic effects due
to the field of a thermally expanding charge distribution. The
charged pion cross section is expressed in terms of anvuncharged pion
¢ross section (the '"source functioﬁ") which is evaluated at a momen-
tum which has been shifted by a Coulomb impulse (5;3, then modified
by a Coulomb phase space distortion factor. The "non-perturbative

extrapolation' of the GK model has been used in this analysis.

o'*(?,) - 60(’5’; &) G(8D/m) 6.10

where

db(Er) = the uncharged pion source function (d361dp:)
-
p = the observed momentum of the particle
5§?= the Coulomb impulse

8D = the phase space distortion factor, and

G(r) = 2mn/[exp(2fin) - 1].
The uncharged pion source function is evaluated at a shifted momen-

tum, where the momentum shift is given by GK as

' - E;Rinc
p, (P ) = 2 Z2;d(q - Efu,/c) 5 > 6.11
F 1. Foene)® + (p7er))
where the parameters associated with the charged fragments are
Zi = charge on fragment 1
Ri = mean inverse radius of fragment i
Ti = temperature of fragﬁent i in MeV
2 "y ‘
pTi = 2 = Ti/597MeV = mean square thermal velocity of protons

2m ¢
P
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o 4 - > = 2,-1
uy 4-velocity of fragment i Yi(l,Bi )R Yi (I-Bi)

and the kinematic variables are
Ei = energy of particle 1 in the rest frame of charge i

(mass + k:l.netic)-_= unP = )’i[(E/é) g —1_;).. p':]

-]/‘
. - _ 2
.E Ei(l

i pTi)

q = 4-momentum of particle in the frame in which &p

is being evaluated =:(E/c5?)

73

Pi = [(E’, /c) = (m_c) ] , and

d = 1/137.

In this~analysis, the mean inverse radii are assumed to be

_2 1/3
Ry =318

where Ai is the mass number and r, is taken somewhat arbitrarily as

: 0 ) A
1.4 fm. The factor 2/3 relates the mean inverse radius of a uni-

formly charged sphere to its radius.

The source function is then modified by a phase space'distortion

factor as shown in equation 6.10. In that equation

6D(p) = m(E 2, — cg-p ) o 6.12
where the variables have the same meanings as above, and -the form

factor io taken to he

Fip’ )- [(np*,R/T) 2, 1), | - 613
This form factor is not identical to that derived by GK for an
exponential charge distribution, but it closely approximates their
expression, has the same limits as p =» 0 and p -» ®, and is simpler

to evaluate.

If the Coulomb correction eqdatioms above are applied to the case
of a single charged particle leaving a nucleus whose temperature is
zero, they become a little simpler. If the limit of p=pR/M = 0 is
also taken, then the momentum shift (8p) approaches zero and. the

phase space shift (8D) approaches mZd{/P, where P is the velocity of
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the charged particle which is leaving the nucleus. In this case the

observed cross section as defined by equation 6.10 reduces to

6, (®) = 6y(®) cezU/p).
This is the non-relativistic method which is commonly used to make
Coulomb corrections to beta decay spectra65-67; In this same limit,
the ratio of negatively charged particles to positive particles will

reduce to

R = G(=Zd(/B)/G(+ZL/B) -
Equation 2.1, which was used to calculate the lines in figure 6, also
approaches this expression as P —» (. Specifically,

@ FL(n,D)
lim % - = G(n)
p-»0 L=0 P
where
n = /B, and
and FL(n,o)/p (L=0,) are the solutions to the radial part of the

Schr8dinger equation for a particle in a Coulomb fieldsz.

C. Least Squares Fitting Method

As mentioned above, the Gyulassy and Kauff'mann42 Coulomb correc-
tion equations were used to make least squares fits to the data. The
lines in figures 10-32 are based on these fits. Their equations are
glven in equations b6:10-6.13, where the sums are over all charge dis-
tributions. The model used in the least squares fitting procedure
assumed that there were projectile and target fragments at relatively
low temperatures. The temperatures were parameterized in terms of a
thermal velocity (pTi) as shown bélqw'gquation 6.11, A hot central
charge distribution is assumed for all of the charge not contained in

the projectile and target fragments.

The analysis used here differs from that of Gyulassy and Kauffmann
in a few details. First, the form factor (eq. 6.13) used here is not
the same as their form factor, although the differences are -small.

The other differences are discussed below.
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?

Gyulassy and .Kauffmann used the fireball modelzzf.for~,their
uncharged pion source function. It is not possible to. quantitatively
describe the data presented here>with the fireball model’s'single
Boltzmann thermal source since, in contrast to the predictions of
this model, the measuréd differential cross sections do not always
fall with increasing ceﬁter of mass energy of the pion. - Gyulassy and
Kauffmann compared their calculations to the nf/n+ ratio, ‘'which is
not sensitive to the source function. They were able to accurately
reproduce the n-/n+ ratios from rgference 1, although the same model
reproduced neither the nm nor the ’n+ differential cross section.
Here, in order to‘obtain reasonabie fits to the data, a source func-
tion expressed by the lowest three terms in a momentum expans'ion
about the center of mass was used. A Boltzmann factor exponential
with the pion "temperature" (Ey in their notation) estimated from

Nagamiya 55.31.13 was used to give the correct asymptotic behavior.

2 .
d'o(p,e) =N [1 + (pcm/m"c) (c1 + c.2P2[cos9cm] )] exp(-Ecm/T) ‘6.14

where .

pcm’Ecm = momentum and total eﬁergy (mass + kinetic) of the

pion in the nﬁc;éop—nucleon center of mass.
N = normalization parameter
cl,c2.=.50ur§e shapg parameters
(3cos29 - 1)/2_

Pz(cose)

T = slope parameter or temperature of the source

For ¢, = ¢, =0, this expression reduces to a central thermal pion

1 2
source. Notice that the temperature in equation 6.14 (which is taken
from Nagamiya et 21.13) is not necessarily the same'as the tempera-
tures used in equations 6.11 and 6.12. The total cross section

obtained by integrating equation 6.14 over all momenta and angles is

2 3c1T : . .
diot = 4nNm"T Kz(m"/T) + —;:—K3(m"/T) : 6.15

where l(2 and K3 are modified Bessel functions.
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The third manner in which the fitting procedure used here differed
from that of Gyulassy and Kauffmann was in the interpretation of the
parameter pT which is used in equations 6.11 and 6.12. 1In the first
. attempts to make fits to the data, BT was used as a free parameter.
The pT values obtained for the projectile and target fragments with
this procedure correspond to nucleon temperatures which were unrea-
sonably small, of the order of 1 MeV, which implies that the frag-
ments will be bound and will not ‘expand. This result prompted the
reinterpretation of the parameter BT-' Instead of being the r.m.s.
expansion velocity of a Boltzmann distribution of nucleons, it has
been reintcrprcted ao tho r.m.s. veloaity digpersion of the projec-
tile fragments. The velocity (or momentum) dispersion of the projec-
tile fragments has been studied for several projectile particles and
énergies68-7o. The parallel momentum dispersion has been fit by the

general expression

. Y
A_(A-A 2.
2 2\ i £ _£) 6.16
(o} = <2p>%) S | a1 »
where A 1s the mass of the projectile and Af is the mass of the frag-
ment. Table 16 lists the values of &, for the systems studied in

0
references 68-70. Here, a value of 86 MeV/c has been assumed,

although pion producing reactions may not be representative of normal
fragmentation reactions. The parameter BT used in the fitting pro-
cedure was calculated by assuming an expression of the same form as

equation 6.16. Specifically, the formula used was

y »
2 .
T‘ Af A-l
" where 0.16 = qsdb/93l.§MeV¢ The factor Vg waslobtained_by assuming

that the momentum dispersion of ;he:two momenfum components perpen-
dicular to the beam was the same as the parailel. dispersion, then
adding the three components in quadrature. The'mass numbers in this
equation were calculated from the chargeé by assuming that the
charge~-to-mass ratios of the projectile and target fragments were the

same as the original nuclei.
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TABLE 16
Gb from Projectile Fragmentation Data
Authors E/A Beam Target . S
MeV MeV/c
Greiner _&igl.68 1050 C various® 70:1:2b
2100 c various® | 7422
2100 0 various® | 86x2° |
Viyogi et a1.%®. 213 Ar c | 9425
Van Bibber et al.’’ 92.5 | o Al 86
" 92.5 0 Au 80

a) Averaged over targets from Be to Pb. The authors say that ¢
does not depend on the target mass above the 5% level. 0

b) Notice that their definition of the parameter differs from the
definition used here by a.factor of 2; the values quoted here
are one-half of the values given in the original reference.

The normalization parameter (N in eq. 6.14), the soﬁrcef<shape
p;rameters (c1 and c, in equation 6.14), aqd the charge on the pro-
jectile fragment (Zeff) were used as parameters in the least squares
fit of this function to the data. The shift of the peak in the n
spectrum (or hole in the n+ spectrum) from the velocity of the
incident beam (see the values of dpll in table 10) was estimated

graphically and was held fixed during the the fitting procedure.

The charge on the target fragment was calculated by assuming that
the same number of nucleons were knocked out of the target as were
knocked out of the'p:ojectile. The charge-to-mass ratio of both the
projectile and target fragments were assumed to be the same as in the
initial nuclei. The charge and mass of the hot central charge dis-
tribution were then calculated by charge and baryon number conserva-
tion. The charge of the pion was included in the charge balance
equation. For the projectile and target fragpents, the parameter BTi
was fixed according to the measured velocity dispersion of projectile
fragment:sf)sn70 (see eq. 6.17). The temperature of the central charge

. X
distribution in equations 6.11 and 6.12 was taken to be T=2E /3,
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where E is the beam energy per nucleon in the nucleon-nucleon center
of mass. The temperature in the source function (eq. 6.14) was taken

1
from Nagamiya et al. 3. Squrce shape parameters c, and c, for n+

: 1 2
were taken from the corresponding w fits. :

4

In table 47 and figures 52-54 the values of the parameters found
in the fits ‘are shown. The uncertainty associated with each parame-~
ter in Table 17 was determined by calculating how much the parameter
had to be changed, with all other parameters freely adjustable, in
order to increase the chi-squared (xz) by one from its value at the
minimum7l- These errors are due to statistical uncertainties in the
data. They do not include uncertainties due to any systematic errors
in the data or due to the assumptions involved in the fitting expres-
sion. Because the source shape paraneters (c. and ‘¢ ) for the n+
fits were taken from the corresponding " fits, the number of parame-
ters that were varied ‘during the complete error analysis was smaller
for n+ than for m . As a result, the errors associated with the n+
parameters are generally smaller than for'n-. The errors given for

<y and c, are from the nf fits.



TABLE 17

Parameters from Least Squares Fits to Pion Data

‘ a
E/A System Zeff N 3 T <) c,

}Ab/MeV MeV

»
~
4

280 |  NetC—n- | 6.4t

654 Ne+Be—>n- 1
—>mn+ 3.14. 1

655 | Ne+NaF—»n- | 1.94.1
’ —>n+ 3.6%.1

56 0.6%.2 0.0%.1

—
¥

2 Ot 11*001 . 30 : 2'9*-5 0-*04 107
—~>n+ | 3.8%.2 | 0.11%.01 " 2.1
281 | Ne+NaF—»m- | 5.6%.2 | 0.19+.01 " 2.14.6 | 1.0%.5 2.0
—>n+ 30 lto 2 00 16to 01 " 1. 3
282 Ne+Cu—>n- 4. 3*- 3 0. 47*- 04 " 1. 4*- 7 1. 3*- 7 1.6
—>n+ | 1.8%.3 | 0.40%.02 " 1.1
380 | Ne+NaF—»nm= | 4.6+.1 | 0.20£.01 | 36 | 1.7#.1 | 1.0%.1 2.6
—n+ | 3.3x.1 | 0.15%.01 " ' 2.3
382 | Ne+Cu—»m- | 3.44.1 | 0.43%.02°| . " l1.1+.2 | 0.0¢.1 1.6
) ->»n+ 2. 3‘&-1 0. 37to 01 " 1.3
385 Ne+U—>p- | 2:7+.2 | 1.62+.15 " 0.6+.2 | 0.0¢.1 1.5
—>n+ | 1.5¢.3 | 0.91+.04 " , 0.9
405 Ne+C—np- | 3.2+.3 | 0.11+.01 | 39 1.1+.2 | 0.0¢.1 2.3
: —>n+ | 4.2%.3 0.114.01 " ‘ 1.5
400 | Ne+NaF—>m- | 4.3%.1 | 0.12%.01 " 1.6+.1 | 0.0+.1 2.4
-+ | 2.5%.1 0.114.01 " ‘ 3.5
407 | Net+tU—>m+ | 1.3%.6 | 0.93%.12 n 0.24.3 | 0.0+.2 0.9
’ -+ | 100*.6 0050*-03 " 1-6
482 Ne+C'*"- 5- Ot‘ 1 0- 09*- 01 45 1- 1*. 2 Oo 0*. 1 10 4
—n+ | 3.5%.1 | 0.08%.01 " 2.1
483 | Ne+NaF—»m- | 4.42.1 | 0.164.01 " 0.8+.1 | 0.0+.1 2.2
-+ i 20 9*-1 0-14*- 01 " 1-9
485| Ne+Cu—>m- | 3.5.1 | 0.43+.01 | 0.14+1 | 0.2¢.1 7] 2.1
—n+ | 2.2%.1 | 0.31%.01 " 2.4
487 Ne+U—>n- | 3:1+.2 | 1.54%.04 " 0.04.1 | 0.0+.1 1.0
>+ 1. 8*.3 0- 63*0 03 " . 102
533| Ar+c—n- | 6.3%.1 | 0.162.01 | 50 | 0.74#.1 | 0.0%.1 A
-+ 8.4%. 4 0.124£.01 " ) .7
534 | Ar+KCl=>m- | 4.4%.2 | 0.44+£.01 " | 0.14.1 | 0.0%.1 4
. -+ | 4.2%.3 | 0.27%.01 " : .2
3 0.074.0 2
0.06%.0 2
0.16.0 7

0.15%.0 9"

A A

(928 )
L ] »
——

" 0.6%.1 0.0+.1

Ww Wi W N

a) - Temperature in source function (eq. 6.14)
b) - Chi-squared per degree of freedom of the fit
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“D. Results of Fits

The solid curves of figures 10<32 show the results of the\least
squares fits to the pion data. The resolution of the spectrometer
Has been folded into these curves using the method described in
appendix D. The .dashed lines in figures 10-15 show the same fitting
function before folding with the resolution, and the dotted lines
shdw the uncharged pion source function (eq: 6.14) to which the
Coulomb coxtectioﬁs were applied. The fits were made as a function
of momentum and angle, so the comparisons of the calculations and the
data in figures 10-15 represent only two éuts through the two-
dimensional surface centered on the w peak and the w+ hole near beanm

velocity.

The‘effective projectile fragment Z values (Zeéf) in table 17 and
figure 52 show a slight decrease with bowmbarding energy for the
lighter targets, reversing for heavy targets. Some of the values of
Zeff have been omitted from figure 52 because the fits were poor near
the projectile velocity peak or’ depression and Zeff is sensitive to
the quality of the4fit in this region. For the nearly equal mass
Ne+NaF collisions, the Zeff values for m are typical;y about half
the iniéial charge of the neon p;ojectile, while the values for h+
are more nearly a third of the initial charge. As the mass of the

+

target increases, Ze £ generally decreases for both m' and w . For

the neon beam the éf:;ctive charge on the projecrile fraguwent for n+
is less than for w in almést all cases. This difference can be
qualitatively understood in that a beam velocity.n+ arises from a

smaller average impact parameter than n, as noted by GK“Z. This
difference between w+ and ® was not seen'in all cases, but in the
cases were it waé not seen, the fitting‘procedure was not as success-
ful as in the cases where the difference was seen. There is another
possible explanation for the difference in Zeff values between ﬂ* and
w . By charge conservation, the charge of the rest of the system
must. be two units larger when a W is produced than when a w' s pro-
duced. The division of these two charges Among the rest of the sys-

tem is very model dependent, but it is reasonable to assume that it
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will result in Zeff values for m which are larger than for n+.

v

The use of a single value of Zeff

is an approximation. A better treatment would be to average over the

to represent the Coulomb effects

cross sections for the production of each of the possible pfojectile
fragments, weighted by the'probability of simulianeously producing a
pion. This was done by Radi 55'21.72, who show that the single value
of Zeff needed to reproduce the same Coulomb effect as the more com-
plicated averaging procedure can vary rapidly with. pion momentum.
This 1is demoﬁstratgd by figure 55, which shows the single value of
Zeff needed to reproduce the Coulomb effects due to the averaging
procedure as a function of pion momentum in the projectile velocity
reference frame for Ne+C at E/A = 280 MeV. From this figure, it is
clear that the fits to the data will be most successful when a smali
range of pion momenta is covered. The 655 MeV per nucleon Ne data
'covers a larger range of pion womenta than the other data sets, which
explains (at least pértially) the failure of the fitting procedure in

this case.

The values of the norwalization parameter in the'uncharged pion
source function (N in eq. 6.14) found by the fitting procedure are
given in table 17. As in the fireball modelzz, these values of N are
almost ‘independent of beam energy,‘ suggesting that it is just a
geometric factor. To illustrate the beam energy dependence of the
source function and to display it in a manner independent of < and
Co» figure 53 shows3the ;alugs of the Lorentz invariant fpfm of the

source function (Ed 6/dp~) evaluated for pions at rest in the center
- of mass [N° = Nm"exp(-m"/T)] vs..th? kinetic energy per nucleon of
the beam in the center of mass (E ). "Since N is nearly independent
of beam enerygy, the beam eneryy dependence of N’ is contained largely

in the Boltzmann factor exp(—m"/T).

The values of N’ can be parameterized by the simple semi-empirical

expression

. = - " . .
N + NU Yt expL—‘E* 6.18
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where Y+ and Y_ are geometrié factors defined by equations 6.8 and
6.10, respectively. The curves in figure 53 are based on this
» 6 c3MeV-2 1, a = 0.872, andvro = 1.2 fm
in equations 6.8 and 6.10. This parameterization aséumes that the

expression with N0 = 2x10° sr
cross sections for the production of pions at rest in the center of
mass depends on a geometric factor which depends only on the mass
number, the neutron number, and the proton number of the beam and
*
target times a Boltzmann factor. In the fireball modelzz, aE would

correspond to the temperature and the parameter ''a’ would be about

2/3 (i.e. E* 2 (3/2)T). Figure 54 attempts to put all of the values
of N on a universal line by plottingAlég(N’t/Y*) ve. (ZE*/3)MI. The
solid line, which is the least squares. fit to the data, is based on
the same parameters as were used in figure 53. The dashed line shp&s
the slope of a line based on equation 6.18 with a = 2/3, which means
that the slope is‘-m". The parameterization of N’ is reaaoﬁable suc-
cessful except for the U target. This failure for U is due (mostly)
to the failure of the geometric scaling factors (Yt) for heavier tar-
gets. As discussed in section 6A, this problem may be partially

caused by the reabsorption of the pions in the large spectator frag-

ments. -

The values of cys which are related to the departure'of the source
function frou a Boltzmann distribution, consistently decrease with
increasing target mass and with increasing beém energy. Because the
calculated cross section can be negative for < less than zero, it
has been restricted to positive values. When cy is zero, the source
function is isotropic in the center of mass. A positive value of c,
indicates a source function that is forward-backward peaked in the
center of mass. To avoid sideward peaking of the source function and
because the calculated cross section can be negative for ¢, less than
zero, it has also been restricted to positive values. The fitted
values of c, are generally consistent with zero, but they are poorly

determined since the data are concentrated at low center-ot-mass

angles.
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CHAPTER 7

Cohclusions

- In summary, strong Coulomb effects on the charged pion spectra
were observed near the beam velocity and, by inference, near the tar-
get velocity. Fof light projectiles incident on light targeﬁs, these
effects can be explained quantitatively in tefﬁs of Coulomb interac-
tions between the pions and cold projectile fragments using Gyulassy-
and Kauffmann'342 Coulomb correction formulas.. The Present treatment
of Coulomb effects differs from that of Gyulassy and Kauffmann in
that a different expression has been used for the uncharged pion
source function (see eq. 6.14) and their formulas for thermal averag-

ing are reinterpreted in terms of an average over the velocity

- dispersion of the projectile fragments. The shift of the peak in the

m spectrum from the incident beam velocity and the approximate
widﬁhs of these peaks arevgbnsistent with previously measured projec-
tile fragmentation data68-70. It has also been demonstrated that the
effective cﬁarge on the projectile fragment is less for n+ near the
beam velocity than for mw . This difference is consistent with the
expectation that positive pions near beam velocity tend to come from
more central collisionsaz’72. Using the same methods, qualitative
agreement 1is achieved for heavier targets and projectiles. The
differences between the fitting function used here and the data are
aue, at least in part, to an incomplete treatment of impact parameter

averaging. It has also been demonstrated that the beam energy, pro-

'jectile mass, and target mass dependence of the pion cross sectionms,

after correcting for Coulomb effects, can be qualitatively understood
in terms of a beam-energy-independent geometric factor multiplied by

a Boltzmann factor which contains the beam energy dependence.

The Nc + NaF —> m dala at E/A = 655 MeV cover a larger region of
momentum and angle than the other data sets, These 655 MeV per
nucleon ® data show an enhancement of the invariant cross section at
90 degrees in the center of mass which is similar to the enhancements
seen by Wolf et 31.9 and Chiba g&lg;.lo in the n+ data at higher beam

+
energies. This feature was not seen in the Ne + NaF — m data at
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400 MeV per hucleonll. This is the first time this enhancement has
been seen in the m data and it is also the lowest beam energy at
which it has been seen. Because it has now been seen for both pion
chafges; the theoretical explanations of the structure as 'a Coulomb

effect'ao’42

seem to be ruled out. This conclusion could be made with
greater confidence if measurements of both the ﬁ+ and W spectrum had
been made in the 90 degree center of mass region. Unfortunately, the
Ne + NaF -» u+ data at E/A = 655 MeV do not cover as large an angular
range as the " data, so the region of the enhanceﬁént at 90 degrees

in the center of mass was not covered for positive pionms.

For most of the projectile=-target combinafions studied, the data
reported here cover a relatively small region of'momentumvahd angle,
but this.band includes the region in which the Coulomb effects are
expected to be greatest. In the projectile=-velocity region .the
‘Coulomb effects can be explained reasonably. The situation for-pions
near the center-of-mass velocity is worse. The theoretical models -
which have been used to explain the projectile velocity data fail
near the center-of-mass velocity. In order to study some of the more
exotic phenomena associated with the’ charged particie spectra in
heavy ion interactions, Coulomb effects must be understood in all

momentum regions and taken into account.-

Thia work wao cupported by the Director, Office of Energy Research,
" Division of Nuclear Physics of the Office of High Energy and Nuclear

Physics of the U.S. Department of Energy under Contract W-7405-ENG-48.
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~ APPENDIX A .

Target Thickness Corrections

The cross section is related to the number of pions produced by a
weighted average of the range of cross sections which occur as the

beam loses energy in ﬁhe target.

X

1 o o ‘ A.l
= J o(x) dx TR N (thick target) : .
%t 0 . Px NNy |

where

o(x) = cross section at position x in the target
A = atomic mass of target

p = density of target

N = Avogadro’s number = 6.023 x 1023

N = number of incident beam particles

x_=-thickness of target

Z
n

n number of pions observed '

If the energ§ loss of the beam in the target is small, so that the
cross section can be treated as a. constant, then equétion A.l‘;educes
to the usual relationship between cross section and . the number of

produced particles.

AN. o
n
¢ T TN (thin target) A.2
thin DxtNaNb )
where o . 1s used to denote cross section calculated by ignoring

thin ]
energy loss in the target.

One way to approach the problem of correcting the thick target

~ data would be to estimate the cross section at the incident beam

energy. Call this method A. A second approach would be to estimate
an "effective beam energy" at which with the thin target formula (eq.
A.2) is applicable. Call this method B. The equationsvreleQant to
both methods will be worked out below. '
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First, try method A (adjust the cross sections to agree with the
incident beam energy). The beam energy as position x in the target

can be written as:

o X [ dE
Ebeam(x) = Eo -'g l_dx' ] dx , ‘ A.3
where EO is the incident beam energy. Next, assume that the cross

section varies exponentially with beam energy, specifically:

d.(Ebeam) - 6.0 exp (Ebeam-EO)/EO' ] A-b
where :
B = beaw eueigy
edi
Etf = a slope parameter
oy = the cross section at the incident beam energy

0 _ .
Using equation A.4 to describe the beam energy dependence of the

cross section, with Ebeam(x) given by equation A.3, equation A.l can

be rearranged to give the cross section at the incident beam energy

- = ANW - c"th:l.n A.S
0. pxtNaNb I ‘ ’
where G'thin is the cross section calculated by ignoring energy loss
in the target and the dimensionless quantity
x -
dE .
*e -g dx'] dx _
Jexnp g dx '
0 db A-b
.
I=
Xt

which is a function of the target material, the cﬁar’ge and velocity
of the projectile, the target thickness, and Ed‘ has been defined for
notatinnal convenience. The simplest approximation is to assume that
dE/dx 1is constant throughout the target, then equation A.6 can be

rewritten as
Ed’ - :
I.,Eazl_l—exp(-AEt/EG)] A.7

where AEt is the energy loss of the beam in the target.



67

Now, try method B. That is, dorrect the beam energy so that it
corresponds to the beam energy at which the crosslgection ié equal to
the cross section calculated with the khin target formulé (equation
A.2). This effective beam energy can be found by equatingfdlhin and
djEe), where Ee is the effective beam energy and G(Ee)'is given by

equation A.4.

G(Ee) = exp [ (Ee-Eo)/Ed_] = Ciin o A.8

Next, use equation A.5 to replace ¢, with S, n/I and solve for the

0 hi
effective beam energy

E, = E,+ EG;n(I) o | A.9

The same dimensionless factor I, defined in equatioﬁ~A.7, is used
in methods A and B. It ranges from O for EGFO (a cross section ris-
ing at an infinite rate with the beam energy) to 1 for EG_-> © (a
cross section independent of beam energy). Since I is always between
0 and 1, %y .
incident beam energy, will always be greater than or equal to the

the cross section estimated (with eq. A.5) at .the

cross section calculated with the thin target formula. Similarly,
this range of values of I means that the effective beam energy calcu-
lgted with.equation A.9 is alwayé less than or equal to the incident

beam energy.

Method B (eq. A.9) has been used to calculate the effective beam
energies for each beam energy énd térget combination studied with the
lead slit spectrometer. These energies have been used in the main
body of this thesis along with the differential cross sections calcu-
lated with the thin target formula (eq. A.2). The parameter Ed’
which specifies the slope of the cross section as a function of beam
energy, was evaluated from the uncorrected data. In principle, the
corrections could be estimated with this wvalue of Ed and then an
improved value of‘Ed,could be found from the corrected data and an
improved correction could be made. However, the second iteration did
not have a significant effect in the case of these data. The effec-
tive beam energy is most poorly determined at the lowest beam energy

because it was not possible to determine Ed_as accurately since it is
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at one extreme of the data and because the correction is largest for
the lower beam energies. For this reason, a relatively large uncer-
tainty (10 MeV per nucleon) has been associated with the 80 MeV per

nucleon effective beam energy.
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APPENDIX B |
Data Tables from the Lead Slit Spgctfometer

v.

" Table B.l Ne + NaF — n + X Data, Benenson et al.

3. : 3 - :
. : - dle nb ¢ -4
PO | B3 T R(n™/n")
' dp" sr MeV
MeV/c deg. n +. nt + R
-103. 0. 1.19 0.38 1.78 0.40 | 0.67
134. o. 0.76 . 0.37 1.23 0.37 | 0.62
164. 0. - U.45 0. 20 0.92 0.23 | 0.49
103: 0. - 13.2 3.3 8.8 2.1 1.50
134. 0. 12.9 3.7 12.3 3.6 1.05
164. - Qe 9.0 2.9 8.2 2.0 l1.11
222: 0- , - - 000 206 N hatend
1100 259. . 0: - - : 0- 8‘0 10 11 -
164. 103. - 0. - 82.5 15.3 30.6 7.7 2.69 0.56
164.. 134. 0. 67.0 14.0 57.17 12.5 le16 0.25
. 164. 164. 0. 50. 6 13.3 63.9 12.5 0.79 0.19
164. 222, 0. 1647 6.2 30.2 10. 4 0.55 0.23
164. 259. 0. 14. 6 5.6 - 214 7.4 | .0.68 0.26
219. 103. O. 357. S56. 74. 12. 4.82 . 0.38
219. 134. 0. 310. 48. 173, 26. 1.79  0.09
219. 164. 0.. 256. 39. 208. 32. 1.23° 0.04
219. 222. U. 191. + 40. 158. . 32. - 1.20 0.09
219. 259, o. 114, 29. 132. i34, - 0.86 0.05
219- 1030 7-5 ) - - 86- 190 et
2190 1310- 705 - - 1710 310 -
219- 164- . 705 - - 157- ) 25- -
2190 2220 ’ 705 - - 1460 3‘2' -
219 259. 7.5 - - 123. 32. -
219. 103. - 15, 306. - 48. 92, 15. 3.33
21Y. 134.. . 15. -§ 310. 39. 166. 26. 1. 87
219. 164. 15. 192. 32. 176. 27. 1.09
219. 222. 15. 126. 27. 145, 31. -1 0.87
219. 259. - 15. 69. 32. 112. 29. 0.62
219. 103. 22.5 - - 107. 27. -
219. 134. - -22.5 -- - 171. 31. -
219' 16100 22-5 - - 162- 25. -
219. 222. 22.5 - - 128. 29. . —-
219. 259. 22.5 - - 88. 24. -—
219. 103. 30. 215. 35. 107. 19. 2.00 0.17
219. 134. 30. 215. 34. 180. 28. 1.20 0.08
219. 164. 30. 200. 33. 178. 26. 1.12 0.08
219. 222. 30. 175. 36. 207. 43. 0.84 0.07
219. 259. 30. 83. 21. 127. 32. 0.65 0.06
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Table B.1 Ne + NaF = » + X Data, Benenson et al.

w

d g’ nb -, +
bean’* Pr % Ey 3 R(m /n’)
dp" sr MeV ‘
MeV - MeV/c  deg. " + nt + R +
383. 98. 0. 1860. 292. 605. 104. | 3.08 0.24
383 103. 0. 1780. 270. 401. 63. 4.43  0.17
383. 108. 0. 1890. 285. 510. 80. 3.70  0.20
383. 118. 0. 2210. 341. 401. 62. ] 5.53 0.30
383. ‘130. 0. 3790. 576. 420. 65. 9.03 0.35
383. 134. 0. 3820. 577. 385. 6l1. 9.92 0.52
383. 164. . 0. 1720. 252, 691. 105. 2.49 0.06
383. 222, 0. 1410. 281. 1000. 209. 1.40 0.05
3383. 259. 0. 1660. 420. 1410. 353. 1.17 0.04
N Table B.2 " Ne + Cu = m + X Data, Benenson et al.
3. 3
: - d’¢ _nb c: -t
1‘beam/A Py 9"~ E’n 3 2 R(m /)
. dp" sr MeV
MeV MeV/c deg. " + lv+ + R +
214. 103. 0. 660. 102. 183. 33. 3.62 0.38
214. 134. 0. -635. "~ 98. 351. 58. 1.81 0.14
214. 164. 0. 510. 87. 386. 59. 1.32  0.10
214. 222. 0. 261. 55. 253. 62. 1.03  0.11
214. 259, 0. 214. 56. 190. 49, 1.13  0.11
377. 103. 0. 3730.  575. 998. 152. | 3.74 0.13
377. 108. 0. 4060. 621. 1120. 176. 3.63 0.19
3717. 130. 0. 5340. 801. 996. ‘152. 5.36 0.17
377. 134. 0. 4800. 734, 1060. 160. 4.52 0,16
3717. 164. 0. 2810. 439, 1400. 226, 2.01 0.1
- 377. 222. 0. 2220. 448. 1600. 322. 1.38 0.06
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Table B.3

Ne + U = m + X Data, Benenson et al.
3 3 .
. d™ nb c -+
T, /A p o E R(n /m)
beam’ " . " " ""dpz sr Hévz .
MeV - MeV/c deg. n 3 nt + R +
118. 103. 0. 77. 42. 27. 21. | 2.85  2.74
118. 134.. 0. 78. . 3l. 9. 55, | 8.33 48.7
118. 164. 0. 41. i9. 45. 20. | 0.91 0.54
118- 2220 0' - - 0- 160 - -
118. 259. 0. - - C13. | - -
172. 103 0. 575. 128. | 144 71. | 4.00 2.01 ]
172. 134. 0. 577.. 117. | 125. 94, | 4.62 - 3.52.
172. 164. 0. 359, 66. | 240. 64. | 1.50 0.37
226. 103. 0. 1920. ~ 327. | 326. 90. | 5.90 1.46
226- 13“0 . 00 1700- [ 281. 6550 117- 20 59 0. 32
226. 164. 0. | 1400. ° 226.°] 799. ~226. )| 1.75 0.44
226. 259. 0. 512.  140. | 401. 112. ] 1.28 0.19
226 103.  15. | == - 197 92. ]| -- -
226. 13%4. -~ 15. “- - 605.- 145, | == -
2260 - 1640 150 - - 10570 100. -—— -
226. 103.  30. - - 290. 75. | == -
226. 134. 30. - - 368. 94. —— -
226. 164.  30. - - | 347. 67. | -  --
381. 98. 0. | 11800. .1790. | 2150.  292. | 5.49  4.53
38l 103. 0. | ©9810: “1510. | 1810.° '290. ] 5.42° 0.3%
381. 108. 0. | 10100. 1540. | 2140. 354. | 4.70  0.30
381. - '118. 0. - - 1940. ~ 310. | == ==
381. 130. 0. — L -- 1950:°  31l. |, == - . ==
381. 134. 0. | 10200. 1570. | 2110.  329.°| 4.84 ~0.29
381. 164. 0. | 6430. 1110. | 2240. 387. | 2.88 0.35
381. - 222. 0. |- 5030." '1020. | 2620. 540. | 1.92 0.11
381.  259. 0. |.5170.- 1290. | 3310. 1020. | 1.56 0.29
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APPENDIX C

Pion Reaction Cross Section Formula

All of the corrections for the reactions of pions with nuclei in
this thesis were based on a parameterization of the cross section
given in A.S. Carroll g&ﬁgl.“s Because the definitions of some of the
parameters in the original reference were slightly confusing and
because, as a result, the formula used here ‘may not exactly
correspond to the intentions of the authors, the equations used here
will beldefined as explicitly as possible. It shoﬁld be noted that
any disagreement between the cross sections predicted by the formulas
used here and those of the original authors is small. The confusion
in interpreting the eﬁuation‘ stems from two sources. ' First, the
parameter p 1is never defined ‘énd second, the symbol 1‘1 has two
related, but different definitions. Here, p has been defined as the
reduced mass of the pion-nucleus system (p = m"M/(M"+M), with M=the
mass of the nucleus). It is possible, if not probable, that the mass"
of the pion was the intended definition. Because the masses of the
nuclei involved are much larger than the pion mass, the difference
between the two interpretations is very small (IlZ). The confusion
in the definition of Fl stems from the fact that, when used in the
cross section formula, it is a function of pion mouentum, but when
its value is given, the symbol refers Eb the value of Fl at a partic-
ular momentum. The exact form of the equation used in the present

analysis follows.
2n E4E L 2-E E -E
tot 2 “ -T2 /2 ‘

k hl

where the kinematic quantities (all in the CM) are

=
]

y l
[('?n+ p)z - pz] ,2/hc

T = pion kinetic enerygy

m
[

T" + m" +m

m M/(M+m")

-
[]
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m_= pjion mass
i = mass of nucleus
m = nucleon mass (931.5 MeV)

L = kR + 1

R = (1.20fm) AY/3"

and the parameters used in the fit to the data are

E = 1227 MeV - (16 MeV)al/3

E = (15 Mev)a~2/3

-67 MeV + (54 MeV)A”3

[(EO -+ —.m)"z - PZ] Y

[y = ck |
PZ = =9 MeV + (55 IjieV)Al/3
r=r‘1fr‘2

As an example, this formula has been evaluated for pion momenta
between 50 and 300 MeV/c for reactions with carbon nbclei. The

results are shown in the table below.

p [+}
L tot
MeV/c | mbarn
50. 155.1
100. 213.2
150. 344.2
200. 530.3
250. 665.4
300. 673.1

The parameters for the mC reaction cross section used above were

EU = 1190.4 MeV

E, = 2.862 MeV

1

c = 51.52 eV fm

A PZ = 116.92 mMeV



74

R = 3.19 fm

There is another problem with this formula -~ the cross section
does not approach zero as the pion nomentum approaches zero.
Instead, it becowes infinite. This divergence is due to the k.1
(rllk2 = c/k) dependenée of the facfor which multiplies the tan—.1
terms. This unusual behavior 1is caused by an approximation used to
derive the formula. A sum over partial waves from O to L nax W8S
approximated with an integral in order to put the expression in the
form used here. For small values of momentum, only one or two par-
tial waves contribute and this approximation 1is no longef valid. As
denonstrated by figure 7, the problem is not serious above I 50

iev/c.
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APPENDIX D
Equations Related to the Resolution

The effects of the resolution of the spectrometer were treated by
folding the resolution of the spectrometer into the theoretical
‘curves when they were compared to the data. This method was chosen
because the procedure is relatively simple and does not involve any
aséumptions which are not easily justified. The alternative would be
to attempt to correct the data for the effects of the resolution. To
do this, it would be necessary to assume some analytic expression to
deséribg the data. The correction would then depend on this expres-
sion. A related problem would be to Separatg statistical fluctua-
tions from true peaks and'valleys. For these reasons, the resolution
was folded into the theoretical curves rather than attempting to
correct the data. Except for the regions of momentum and angle close
to the projectile velocity peaks and valleys in the pion spectra, the
spectrometer resolution did not have a significant” effect on the

*

observed data.

The discussion which follows is expressed in terms of the "true"
cross section and the "measured" cross section. The "true" cross
section refers to the cross section which would be observed with
infinitely good resolution. For practical applications it refers to
the theoretical expression for the cross section which is compared to
the data. The "measured" cross section refers to the "true" cross
section after it has been smeared by the resolution. Similarly, the
expressions "initial" and "final" momentum are used. The "initial"
momentun refers to the "true" momentum of the particle and the
"final" momentum referS'té the "measured" momentum of the particle,
which may differ from the "1n1tiai" momentuﬁ due to the finite reso-
lution of the spectrometer. Similar definitions have been used for
the "initial" and "“final" angle. The "error" in the angle or momen~
tum refers to the difference between their "initial" and "final"

values. The symbols used for these various quantities are

¢ rue = the true or theoretical differential cross section
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= the measured differential cross section
8, = the ttué angle, before resolution effects
. 8, = the measured anglé, after resolution effects
p. *® the true momentum
Pe = thé’measured momentuﬁ
q =Py < Pg
‘cosq - é;:é??(pipf)

The angular resolution was expressed in terms of a Gaussian func-'

tion of the scattering angle
g(() sinddddp = g() o« dd dp - ‘ D.1

exp(~(*/02)
= ddd dp

"90

where the angle o is measured relative to the direction of the pion
mouwentum vector, P is the azimuthal angle, and 90 is the rms value of

d. The small angle approximation has been used to replace sind.with

d. The normalization of this function is

2n "o 2. 2
§ ap § o dd exp(o“/0p) T
o 0

I’-.

w 2,2 .
§ o ad exp( «°/0) b2
e 0

(ool N
— [ »]
ONIN

where the assumption that large values of o do not contribute signi-
ficantly to the integral has been used to change the upper limit on o

from n to w.

The momentum resolution function was also assumed to be Gaussian.

The form used was

eip(-qzlzcﬁ)

f(q) dq = dq . : D.3

2n &
p .
where q is the'difference between the true momentum and the measured

- momentum and db is the rms value of . The normalization of this
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function is

S exp(-q /26'2) dg. = 1 s D.4
an cb -

The error in the pion angle (d) is measured relative to the pion
momentum. vector. To express this difference between the true and
calculated angle of the §ionlin the lab coordinate system, a coordi-
nate transformation (rotation thtough 8, where @ is the lab angle of .
the pion) is necessary. After this rotation, the 1ab angle of the
pion is given by

2 2 2 | | |
2 px + pz ?l
sin 8 = = - D.5
i pZ pZ

- sin%(sinzp + [sindcosPcose_ - cosdsinef]2

£
The observed cross section at some p and ® will be, for the resolu-

tion functions used here o v
| Ps l Pe*a .
O s o Sdp So( dd g(d) g}dq (@) 0, _ 6, (4, P.8) b.6

where g(d), f(q), and Gi are given by equations.D.lf D.3, and D.5,

respectively.

As a2 simple example which illustrates the important properties of
these expressions, they have been applied to the case of a Gaussian

peak centered at zero degrees and a lab momentum Po*

2 2 o
o = N exp --"‘-——u————- D.7
true . .

'iZL ]
Given this form of the "true" cross section, that is the cross sec-
tion which would be observed with infinitely good resolution, the

measured cross section would be

- . 2 2 .

EL (py - Po)
o = N° exp JRUENE S | . - D.8
meas . 2 62
s+ 2 +
RS
where ) . : :
N = N

2 =2 2 2. % D.9
(1+<rl/r‘l) (1+¢'" /r‘Il )
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and

o‘l = pgsing, '
In this case, the resolution adds quadratically to the width of the
peak in each direction and .the height- of the peak is reduced by a
- factor which is a function of the ratios of the .resolution to the
~width of the peak in each di-tectioﬁ. r This expression only applies at
zero degrees, where equation D.5 reduces to a simpler expression, but
it demonstrates the qualitative effect of the resolution on the

observed spectra.



APPENDIX E

Data Tables from the Upgraded Spectrometet

- Ne+C = m + X Ed3d'/dp3
TABLE E. 1 3 . 2
E/A = 280 MeV pb c”/(sr MeV')
Py 9" lab. deg;ees
MeV/c 0 4 "8 12 16 20
89 - $22 o264 .20 - -
' . £.05 4.05 +.04
92 235 .50 .27 .32 .28 -
96 .52 .36 .36 - .33 .31 .27
. "4.06 #.05 £.05 £.05  +.04 +.04
99 049 047 038 029 ’ -23 ) 020
.06 4.03 £.05 £.06 .03 +.03
102 W78 .62 <46 «33 .28 022
+.08  $.04 .05 +.04  $.04 .03
105 <94 .75 .38 34 .24 .19
109 1.11 .83 c46 .30 .36 -
+.10 .04 . .03  £.04 .04
112 1.29 - .82 <45 .36, .33 --
+.10 .04  £.03 +.06  T4.04
115 1013 u72 030 030 - -
+.09 $.04 +.03 $.02
119 083 064 -100 029 - - -
+.07 .03 +.03 .03
122 Obg 048 037 027 - -
. +.06 $.03 £.03 .03
125 A .51 .37 . .25 .26 -
_ $.04 %.03 .03 £.03  $.03 :
129 -‘08 049 . 037 032 026 -
$.05 .03 4.03 . +.03  $.02
132 e4l .34 .29 .31 24 -
: +.04 $.03 .03 +.03  £.02
135 e 43 .36 . .31 .27 .22 L e-
| %05 £.03  %.03 $.03 .02 o
139 - - .29 <24 .22 S22
. 4. 04 +.02 £.02 4.02
142 — - - - .17 .19
. 4.02 +.02
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Ne+NaF = n + X Ed3a/dp>
TABLE E.2 . . 3 2
E/A = 281 MeV pb ¢ /(sr MeV')
Py O" lab. degrees
MeV/c 0 4 3 12 16 20
89 e 44 43 .45 .37 -— -
£.10 .08 - %.08 1. 06 - '
92 | .53, ..74 .59 .51 54 .24
' +.08 +.08 +.07 .07 +.07 1. 06
96 .74 .64 .66 «65 .48 .51
+.09 .07 +.07 +.08 .06 4.07
99 .91 .73 .77 .52 SU L 03y
.09 +.05 .08 .06  %.00° .02
102 1003 093 -80 -60 ! -148 033
+.10 £.05 +.08 . +.07° +.06 .05
105 | 1.42  1.13 .79 - $62 - W41 +33
$.13  +.06 +.08 +.06 +.05 +.04
109 1,62 1.22° .79 b2 W47 -
+:. 14 %-0NA £-05 +.05 +.0h
112 1089 10 19 -72 -65 -58 -
+.14  +.06 +.05 +.06 +.06
115 | 1.47 1.16 64 .58 - -
‘ +.12 $.00 1. 04 +.04
119 1030 -90 -71 ‘047 - -
122 1012 -80 061 049 - -
+.10 +.04 +.04 +.04
125 .82 . 89 .59 .43 .38 -
$£.07 $.05 - .05 +.04 +.04
129 .64 .83 .51 .51 J44 -
+.06 +.05 4. 05 .05 4. 04
132 .56 .65 «52 <50 -39 -
+.05 %.05 . .04 +.04 +.04
135 .61 .58 .49 <45 <39 C .36
$-07 .05 +.04 +.04 +.03 +.03
139 - - .41 <40 .33 .38
N R t-05 t-03 *-03 i'OB
142 - _— - - .23 .30
.03 +.02
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Ne+Cu = 1 + X sd’a'/dp3
TABLE E.3 3 2
‘ E/A = 282.MeV pb ¢ /(sr MeV')
Py 9" lab. degrees
MeV/c 0 4 8 12 16 : 20
91 1.12 1.61 1.02 1.10.  1.06 .66
: +.20 .20 +.16 t.17 +.16 +.13
96 | 1.74 1.07 1.53 1.30 1.23 .93
$.21  +£.16 +.17 +.16 +.15 t.14
101 1.71  1.90 1.68 . 1.36 1.19 1.09
+.20 $.12 . +.18 +.15 +.15 +.13
106 | 2.54 2.20 1.48 1.32 ° 1.06 1.06
$.25 #.14 +.11 .14 .13 t. 14
111 2.98 2.32 1.64  1.50 1.18 -
.25 +.13 +.12 £.15 +.14
116 2.59  1.99 1.30 1.24 - -
] £e23 .12 .10  £.10 A ,
121 1.97  1.56 1.48 1. 20 - ' -
$.20 .10 +.11 .11
120 1057 1063 1131 1.04 082 -
t.16  $.10 +.13 .11 4.09
131 1.33  1.30 .96 1.21 '1.04 -
+.14 .12 %.11 .11 .10
136 1.39  1.07 1.10 .85 $73 .71
+.21  £.13 +.10  %.10 +.08 +.07
1‘01 ;- - - 1026 ) 068 065
+.16 +.09 +.06
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Ne+NaF = n' + X ' Ed301dp3
TABLE E.5 3 2. .
S E/A = 281 MeV “pb c¢”/(sr MeV')
Py v | 0" . lab. dggrees
MeV/c 0 4 8 12 16 20
91 w074 .068 .105 . 157 «120 -
+.023  $.026 +.021  $.023  £.030
96 .088 «056 <105 . 154 .130 .162
£.019 $.018 4.019 . $.025 +.026 +.033
101 .022 .087 .091  .134 <169 . 205
4.028 $.012 $.022 - +.021 .028 +.028
106 | .052 - .106 o111 . 157 - .183 . 168
+.020. %.012 $.022 ° #.022° $.023 +.027
111 .050 .073 111 .128 .176 -
4.023 +.014 £.0l14  £.024 4.021
116 | . .064 .091 <134 .170 - -
$.021  $.012 $.011'  #.015. :
121 .101 <116 <145  .159 - -
$.024  $.011  $.015  #.019 .
126 095 .121 <153 .170 <190 -
t¢017 %*. 015 . +e. 020 " . 021 t.017
+.021  #.016 £.020 %.023 4.019" 4.015
136 $222  .168 .20l 179 . 187 .189
4+.023 $.024° +.019  £.019  #£.018 £.018
141 - -- - .188  .182 .190
$+.031  $.018 +.015 .
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: Ne+Cu -9'n+<+ X - Ed301dp3
TABLE E. 6 . 3 2
T E/A = 282 MeV - ub ¢”/(sr MeV )
Py 9" lab. degrees _
MeV/c 0 4 8 12 16 20 -
., 91 «220 112 - «335  .463 « 341 -
+.086 +.097 +.078 t.QBO - &e115
96 .359 <163 . .429 . .369 <396 .301
: ‘+. 081 +.071 +.077 +.086 +.101 +.115
101. .076 . .366-: .351 .- .369 «553 <417
- T 2ell5 . £.050 +.089 +.076 +. 107 +.089
106 <239 .- 348 4313 363 421 «350
111 .187  .275 . 0377 <266 466 -
| £.095 "#.056 ' £.055 £.087 3.072
Lih | 202  +248  .289 O .455 - == --
+. 086 +.046 +.036 +.052
121 « 266 «383 «377 . 355 - -
126 « 289 «372 <435 ~«454 <443, -
| +.064 - %£.057 +-074 +.079 +.056 :
131 | 361 <418 - +359 «313 «439 -
(- £+081 - %.061 +.078 +.086 +.066
130 - | «553 <161 « 383 <418 «378 « 398
1. 4.089 +.080 +.060 ‘£.067 +.0062 - +.0063
141 - R —— <478 « 331 «391
: +.114  $.060  +.054




' Ne+NaF =»'m + X £d3s/dp3
TABLE E.7

_ E/A = 380 MeV 4 pb c3/(sr MeVZ)
Py N e Iab. degrees :
MeV/c 0 4 8 . 12 16 20
106 .14 . 88 T.07 « 91 — <87 1
+.17 +.07 .09 1008 +.09 +.07
110 1.21  1.05 e 77 .89 <81° .80
t.11 .08 +.07 +.08 +.08 - .08
113 1.21  1.07 .97 .81 - .76 .71
117 1.33  1.22 1.06 .95 .77 .68
+.06 .04 +.05 4.05 +.04 +.04
121 1.53  1.34 1.08 «92 . .85 .85
+.06  +.04 +. 04 +.04 +.04 +.04
125 1.82 1.50 1.13 .91 .82 .80
. £.07  %.03 +.04 +.03 +.03 .03
129 2.26 1.66 1.14 .98 .79 .75
: .07 4.03  %.03 +.03 +.03 +.03
133 2.62. 1.73 1.03 <98 .87 .83
+e 07 +. 03 .t 03 +. 03 +. 03 . 04
137 2.53  1.63 .98 .87 .86 -
+.08 %.03 1.02 +.03 +.04
141 2.04  l.46 1.02 « 94 .83 .71
to 06 to 03 t' 02 t- 03 t- 03 t- Ob
145 1.61 1.28 1.00 .87 .77 .80
.05 +.02 +.02 +.03 +.04 +.07
149 1.48 1.25 « 94 . .81 .77 --
£.05 £.03 +.02 +.02 .03
153 1.21  1.09 <90 .84 .84 .60
.04 £.02 £.02 4.03 .04 4.06
157 1.03 .97 .87 .78 .73 .62
. .04 £.03 4.02 +.03 +.04 +.06
16l 1.03 .91 .75 .67 .70 .61
+.06 .04 .03 +.03 4.05 +.04
165 .90 .98 .82 .70 .67 .69
+.05 .03 +.03 .03 3.02 +.04
169 90 .84 .76 .70 <65 .63
| £.06 t.02 4. 02 4.02 .02 4.04
174 .85 .78 .72 .69 .62 -
t. 010 t‘ 03 *o 03 t‘ 03 t' 03 .
178 .64 .79 .75 . «63 .60 <48
+.05 +.04 £.03 .03 4.02 4.02
182 .67 .73 .70 .60 .54 .61
+.05 +.04 - +.04 1.04 £.02 . .02
189 .72 e 77 .71 .61 .51 --
*' 09 t' 06 *' 05 to 05 *o 0‘0
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NetU = n + X

Edsd'/dP3

TABLE E.9 3 2
E/A = 385 MeV pb c¢”/(sr MeV")
Py Q" lab. degrees
MeV/c 0 4 8 12 16 20
106 4.59 6.10 6.17  6.39  6.38 5.94
£.90 .77  %.81 £.89  £.93 1.96
112 6:73  5.97 5.15  5.71  5.31 7.07
£.91 .75 .75 %75 .77 £.91
118 8.19 6.33  5.43 .6.23  5.51 -  4.88
.97 £.48 $.69 . $.706  %.70 £.71
124 6.49  6.32 444 4.73 . 4.06 5.98
.83  £.48  £.42  £.62  £.57 .84
130 | 9.36  7.00 5.63 4.43  5.87 S
136 8.68 5.42- 5.19 4.25 - -
£.92 $.48 .43 .39
142 7.27 4.94  4.73 4.37 - -
.84 .42  £.42  £.52
148 | 4.40 5.85 5.63 4.25  3.05 -
"£.69 .46 .60  £.50 . %.44
154 3.97  3.79  5.01 - 3.33  3.76 -_—
160 5.06 417 3.82 3.206 3.09 3,06
£.93  £.56. .44 .40  £.39 £.35
166 - - - 4.05  3.34 2.72
£.75  1.42 £.30
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Ne+NaF = n' + X 1 Edlevap’
TABLE E. 10 . . 3 * 2
: - E/A = 380 MeV ub ¢”/(sr MeV') -
Py Q" lab. .dggrees
MeV/c 0 4 8 12 16 20
105 20 .19 222 . .30 .26 . .24
+.05 .03 . #.03 +.04 +.04 4.04
109 c .21 .20 026 027 .34 .36
' +.046  +.03 4.03 .06 .05 +.05
1],.3 021 016' 025 -26 029 032
117 .17 15 .24 32 .33 . .33
120 <19 .16 .22 «28- .34 -33
124 .12 .16 .21 .28 .30 .37
, +.01 +.01 +.01 +.02 +.02 +.U3
128 .14 .16 .22 .29 .35 .35
132 .14 .16 .22 .28 .39 41
+.01 .01 .01 . .02 +.02 $+.03
136 .13 .16 .23 +31 .41 -
: +.01  %.01 +.01 +.02 £.03
140 cl4 .19 024 .33 W43 —
) *001 :t.Ol . t-Ol *002 . t-03 .
144 J19 .17 .27 .29 S —
. 4+.02  £.01 +.01 £.02 :
148 019 h20 128 . -31 |32 —
+.02 .01 1.0l £.02 +.03
152 -18 023 ~3U 034 036 -
156 023 ~2b -30 -35 038 -
$.02 .01 $.02 +.02 +.03
160 .32 .28 <30 .31 .37 .34
o £.04 %.02 +.02 +.03 +.03 4.02
164 .28 .30 <30 .32 .36 <41
+.03 .02 +.02 4. 02 .03 +.02
168 £ 30 .31 <35 .38 .35 .37
.03 .02 +.02 4.02 .02 £.02
173 <34 .33 .35 .36 .43 V25 -
+.04 .03 +.03 .02 .03 £.02
177 - - .35 .36 .37 .31




Ne+Cu = n+ + X Ed3_d'/dp3
TABLE E.11 » : 3 2
‘ E/A = 382 MeV pb ¢ /(sr MeV')
Py e" lab. degrees
MeV/c 0 4 - 8 12 16 20
107 .61 .61 .71 .77 .83 '1.00
.10 .07 .08 +.11 .11 +.12
113 .56 <46 .76 .70 .6l .98
£.10  4.07  4.09 £.09 .10 +.11
119 .63 .59 .60 .76 .98 .76
4.08  %.04 .07 4£.08 .09 +.11
125 .50 .57 . .54 .66 .76 1.00
4+.07  +.04  %.05 4£.07  1.08 £.13
131 45 .6l .58 .72 .99 -
136 <40 .61 .55 .77 - -
£.06 %.05 .04 . %.05
142 .55 .56 .66 .69 - --
| $.07 4.04  4.05 +.07
| A
148 | .52 .60 .65 .69 .69 -
| £.07 .05 .07 .07 .07
154 ; .58 .63 .06 .85 .90 -
.07 #.06 .06 £.07 .07
160 6l - .64 .82 .68 .81 . 80
4£.10 %.07  1.06 .06  %.07 £.05
166 - - - - 064 080 -90

+.11 +.06 +.05
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Ne+U » m + X °

Edja'/dpJ

TABLE E.12 3 2
E/A = 385 MeV pb c”/(sr MeV')
P 6" lab. degrees
MeV/c 0 4 8 12 16 20
106 1.73 1.46 1.73 1.83 1. 64 2.11
*452 +.33 %.34 +.52 +. 44 +.41
112 ‘e 48 .82 1.66 1.06 l.63 1.75
x.47 $.35 - %.42 +.36 £.53 . 38
118 1.27 l.44 1.87 1.70 1.77 - .28
+. 34 +.19 .35  %.36 +.32 +.46°
124 | 151 1.16 1.4l 1.90  1.77 2.46
$.35 t.19 +.29 +. 34 ‘.32 T: 49
130 1. 46 l.67 1.43 1. 80, 2.08 -
136 1.69 1.24 1.66 1.58 - -
%. 36 .25 +.23 ° * £.34
142 1.78 1.40° 1.59 1.98: - -
1. 3b t.21 +.26 +. 36
148 2.09 1.27 1.76 1.38 1.38 -
153 1.62 104‘8 2.006 2004 2.25 -
+. 40 +.32 .35 +.37 +. 34
159 1.74 1.56 1.87 1.50 1.16 2.21
.49 % 35 ke 27 134 - £.36 +.28
165 - - - -~ 1.81 2.05
. +.29 +.25
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Ne+C = n + X Ed3c1'/dp3
TABLE E.13 : 3 2
E/A = 405 MeV pb ¢/ (sr MeV')
Py '9" lab. degrees
MeV/c| O 4 8 12 16 20 24 28 32
106 L4 7b L] 82 ] 58 ] 60 - - - - - - am
.13 4.08 .07 .09
112 | <70 <81 71 o67 459 == == ee -a
£.11 4.07 %.07 %.08 +.07
117 | 69 485 257 48  o58 ==  m; e =
$.11 £.07 .06 #.07 .07
123 | .76 .98 .87 .63 .64 51 == == ==
£.10 2.07 £.09 .08 .08 .06
129 1010 -98 060 -49 049 035 049 - -
+.13 £.07 .07 4.07 %.06 .05 2.06
136 | 1.17 .93 .79 .57 .54 .52 .53 -- -
.14 %09 %.08 *.06: %.06 +.06 =.06
140 - «65 .50 .47 W46 W51 .43 .45 --
£.08 $.07 4.06. .05 $.05 #.05 #.05
146 - —— .32 55  J49 .55 .45 .48 .46
4.05 +.06 +.06 $.06 £.05 .95 .05
152 - - - .4(0 051 051 05‘0 045 ~143
© 4.06 4.06 +.06 .05 .05 .04
157 -— - -- - - - - .39 .44
+.04 .04
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Ne+NaF-»n + X Ed3d’/ dp3
TABLE E. 14 . 3 2
E/A = 400 MeV pb c¢”/(sr MeV")
Py 9" lab. degrees
MeV/c 0 4 8 12 16 20 24 28 32
90 058 l52 '“6 .55 - o - - oy - -
.14 +.08 +.07 .10
93 062 . 73 . 7b -57 059 - - - -
.14 +.09 .10 .10 %.10
97 072 l81 077 .64 .65 .64 - - - —
' +.14 %£.08 %.09 .09 +.10 .10
101 « 84 .89 « 80 b7 .73 <70 - - -
t014 t-09 ‘to 10 tOII = 3 10 t-09
105 86 <98 «83 1.04 .84 .70 «79 - -
: .16 +.12 .11 %.12 #.10 #.09 .09
109 tGJ 1!03 1- 15 -80 l78 '77 967 - -
.13 $.12 %.13 .10 %10 *.10 .09
113 | 1.07 .98 .94 .82 <79 .59 .70 .71 --
%10 .05 4.05 +.05 4,10 +.08 .08 .09
117 1.06 1.14 <93 .81 - 83 .78 .82 «61 .61
121 1.20 1.10 .86 «78 .81 .76 .78 .73 «35
+.10 +.06 %.05 .05 $.05 .05 £.08 .08 .06
125 1-46 1-17 066 091 -78 «82 - - -
t.146 $.07 £.05 .09 _£.07 .07
131 1.69 1.51 .84 «84 .78 .67 +69 - -
.15 +.09 +.08 £.08 %.07 .06 .06
136 1!81 1035 -93 -bq 071 957 063 - -
t.14 $.05 $.04 +.04 +$.046 .07 £.06
1‘02 1-87 086 -88 07(0 062 069 072 -75 -
to 26 *o 08 tl 08 *o 06 *I 05 J.l 05 *. 06 *- 06
147 | 1.32 1.15 .73 .67  +66 .66 .59 .52 .50
+.11 +.06 +.04 .04 %.04 £.06 .05 .05 +.05
153 1.14 1.05 « 84 .68 «69 «65 «65 « 60 54
+.08 .04 2,05 .04 $.04 £.03 .05 .05 .04
159 «95 .88 .81 «76 .71 «63 46 48 «52
+.06 .04 %.04 .04 +.04 £.,04 .05 4.04 £.04
169 . « /U o717 «66 «62 +61 o5l s 64 -= --
+.08 +.06 +.05 .05 4.05 %.05 +.05
176 - 0‘08 -61 . 063 051 053 049 055 hbend
+.05 %.05 .05 .04 .04 .04 .04
184 - - -45 053 o53 0510 «55 049 -
+£.905 $.05 +.04 .04 .04 .04
191 - - - 047 063 044 0‘04 0100 -
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NetU = n +X .. Ed3a/dp>
TABLE E.15 ' 3 2
. E/A = 407 MeV- pb c”/(sr MeV™)
Py 9" lab. degrees
MeV/c 0 4 8 12 16 20 - 24 28 32
106 | 4.75 4.97 4.19 4.07 - .
£1.24 %.74 %.77 2.91
112 4048 4.48 5.53 5.11 3,92 e= . e= ee =
$1.14 +.65 %.73 %.87 %.72
117 4.55 3.97 3.96 3.21 4.58 2.91 -- - -—
4$1.11 %.59 1.64 2.67 +£.81 .68
123 | 4.26 3.93 3.64 4ell 3,90 345 == == ==
| $.90 %.52 %.71 .83 £.73 1.63 .
128 3.10 5.87 3.35 3.07 3.82 2.31 2.68 ==  —-=
.83 .69 $.69 .76 £.66 .58. .60
134 3025 4253 4.51 3.20 2.67 3.25 2.88 == ==
| %83 .76 £.76 £.58 .53 .61 %.51
140 - -—  2.19 3.46 2.68 2.57 2.78 2.05 --
$.60 .62 .50 .45 £.49 .43
146 - e 1.75 2.75 2.99 2.54 2.45 2.75 1.79
: C . #.53 £.55 .56 .49 .44 .50 .44
151 - e == == 2.66 3.15 2.0l 2.52. 2.29
- ‘ N *053 N t057 toal *044 ' to 38
157 -- — - - ~=  1.80 2.10 1.79 2.49
£.43 +.37 .41

+.53
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. Net+C = n' + X Eda/dp>
TABLE E. 16 : 3 2
' . E/A = 405 MeV pb c”/(sr MeV')
. p"A G" lab_.' degrees
MeV/e| O 4 8 12 16 20 24 28 32
107 ¢35 .18 .23 .4l - _— m- em -
+.07 .03 £.04 #.06 :
112 14 .17 19 .26 20 -- - - -
+e 010 *o 03 +. 03 *o 04 *o 010 N
113 J12 0 .16 16 17 0 .32 -- - - -
, .03 %.03 £.03 .04 .05
123 011 016 016 -30 032 026 - - -
l' 04 t' 02 *O 0’! *! 05 tl ‘.)4 'ti ﬂé ’
129 .07 .13 .20 .31 ¢25 .29 . W34 == -
.02 4.03 £.04 $.04 £.04 .04 =£.04
135 | <10 .17 <24 .22 «27  -.34 .38 ==  --
| .03 #.03 .03 .03 $.04 +.04 #.06
140 | == == .25 .22 .23 .23 .31 .33 --
1.03 t-O3 *403 t003 t'()(‘ t-o:}
146 ~- - 21 .29 .33 .29 .34 .35 .4l
+.03 £.06 . .04 .04 +.06 $.03 .04
152 - - - 02‘0 024 038 036 n33 035
£.03 .04 .04 .04 %.03 2.03
158 | == == -—- - - —~ == .34 .31
$.03 .03
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TABLE E. 17

. Ne+NaF—»n' + X

Ed301dp3

E/A = 400 MeV ‘b ¢/ (sr MeV?)
Py 9" lab. degrees
MeV/e| © 4 8 12 16 20 24 28 32
94 . 28 . 26 . 26 ‘ 0 30 . 20 - - - -
£.07 .05 £.05 .06 %.07
99 .28 .37 .31 .41 ¢33 .39 -- - -
+.08 4.05 .05 .06 - +.06 .06
104 ¢30 .25 .30 .33 e36 42 .43 -- -
"~ | %07 4.06 .05 #.07 #.06 .07 #.06
109 | <29 .32 .32 .39 .36 .32 .49 —=  -—-
+.046 +.03 %.03 +.04 +£.06 +.05 .07
115 027 033 033 038 036 048 046 036 -
+.05 %.03 %.03 "4.04 +.06 .06 %.06 +.06
120 .16 .25 .25 .30 43 .42 W49 .39 .33
4+.03 £.03 .03 £.03 .04 .05 #.05 .06 #.04
126 <19 .24 .18 .39 <38 .46 .38 .37 44
t'ol’ t-oz tooz toos tooa *004 *-05 ttos *00‘.
131 | 220 .26 .32 .37 .37 © .36 .39 == -
+.02 £.02 #.02 $.03 .04 .04 #.04
137 | -«14 .21 <26 .31 «30 .39 .49 == -
.02 #.01 .02 %.02 %.04 .04 .06
143 11 W21 .22 226 W34 .32 W42 .39 -
+.03 .02 2.02 .02 .02 .03 .04 z.03 -
148 19 .19 .23 .35 o4l .35 .43 .41 .39
4+.03 .02 4,02 .03 $.03 +.02 .04 +.03 £.03
15‘0 - - - 019 027 044 0101 -37 o“l
160 .20 .28 .31 .38 ¢37 7 W31 W31 .29 .42
4.02 £.02 %.02 4.03 .02 #.02 %.03 .03 .03
170 W21 .26 .31 .29 ¢32 .33 .40 .35 ==
. .04 £.03 %.03 %.03 #.03 $.03 #£.03 +.03
177 - 24 W27 .29 <34 .30 .32 .36 -
4+.03 .03 .03 $.03 +.03 $.03 .03
185 | == == .23 .27 .36 . .37 .34 .37 ==
192 - - - <24 .29 ¢35 34 .34 --
+.03  $.03 +.03 .03 $.03
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Ne+U = ' + X Ed3a1dp3
TABLE E. 18 ) 3 2
E/A = 407 MeV pb c7/(sr MeV")
Py : ‘ 9" lab. degrees | .
MeV/c 0 4 8 12 16 20 . 24 28
107 [ 1.36 1.87 .8l 1.45 - - - -
.49 +.39 .33 +.45 . ’
112 | .93 1.23 1.68 .31 91 ==  —= =
+.42 %.35 %.34 %.34 $.37

118 | .66 1.46 .95 .96 1.42 .82 =-=  --
$.27 £.30 .28 £.43 .40 .42

124 -71 1. 44 099 1064 1038 20 16 ., - -
*.39 25 '%.39 *.45 .37 .42

129 057 . 063 1023 2009 1-10 087 L .- -
.23 £.32 #.35 .41 +.33 '+.29

135 | 299 1.12° 1.37 .81  1.64 .94 1.42 ==
t.41 +.30 £.29 231 .39 .31 .35

141 —— == 1.71 1.78 1.25 .80 1.33 1.55
o £.36 $.38 2.31 4.31 .35 .30
147 | == == == 1.55 1.49 1.31 1.75 1.15
£.36  #.33 £.31 £.32 +.26

153 - - _— L == 61 1.68 1.32 1.10
. ‘ £.37 .36 .30 4.28
158 - — - - e54 .43 1.16 1.35
: ' £-24 4.28

- H~—~

.24 %-30

W NN

L%, Yo £ -



» Net+C = n + X Ed"d’/dp3
TABLE E.19 3 2
E/A = 482 MeV pb c”/(sr MeV")
Pr O" lab. degrees |
HeV/c 0 4 8 12 16 20
119 - .71 .72 .75 .80 .50
09 %10 .11 +.12 £.10
123 86 .98 “74 .97 .76 .83
+.12  +.11  %.10 +.12 %.11 %.11
127 .97 .99  1.03 .82 <69 .68
.12 .10 .11 +.10 .10 .10
132 1.10 «93 .91 <94 .86 .78
.12 %07 .10 $.11  #.1l t.11
136 1.27 1.07 .86 .77 .74 .61
+.13 +.07 .09 +.09  +.09 +.09
141 -] 1.39 1.15 1.03 .91 .71 .98
ol $eld - £.07 .10 .10 %.09 +.13
145 1.91 1.32  1.03 - .70 .81 -
to 16 t-os t. 07 ! t008 t- 10
150 20 18 1051 098 -83 1- 12 -
.17 +.08  %.06 +.09 .13
154 2081 1-68 093 .85 - -
*0 20 to 08 *o Ob *0 09 /
158 2055 1048 078 08l0 - -
+.18 .08 .06 +.05
163 2.26 1.43 1.08 .70 -— -
tol? *.08 *007 t007
167 1.45 1.23 <96 .77 - -
+.13 %.07 +.08 +.07
172 1.21 1.21 .82 .73 . 66 -
+.11 +.07 .07 +.06 .06
176 1.16 .87 .81 .64 .66 -
.11 +.07  %:07 +.06  +.00
181 1-13 080 067 -69 -63 -
4+.12 +.07 - £.06 +.06 %05
185 - - .84 .60 .70 .48
1. 10 +.06  +.05 .04
190 - - - - .53 <60
4. 06

+.05
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Ne+Cu = 7 + X 4 Ed.3o'/dp3
TABLE E. 21 ' ‘ Y 2.
~ E/A = 485 eV pb c”/(sr MeV')
Py 9" lab. degrees
| MeV/c 0 4 "8 12 16 20
118 - 3.13 3.78 3.05 3.19 2. 49
%. 30 +. 37 T 33 +. 37 +. 32
122 3.10 3.78 3.12 3.34 3.11 3.14
126 4.08 3.90 3.87 3.30  3.86 2.97 .
to 38 to 32 to 34 to 31 1-35 : *o 32
131 3.82 3.34 "3.44 2.93 3.37 2.27
£+ 37 t.19 %. 30 +.31 ‘432 +.26
135 3.70 3.72 3.51° 3.39 2.93 1.91
t.34 +.20 . .29 +.31 +.28 +.24
140 3.75 3.87 3. 66 3.67 . 2.90 -
+.35 +. 20 %+ 30 .31 +.27
144 4.73 4.29 3.25 - 2.66 . 2.96 -
. tf 38 .21 .19 +.25 +.29
149 4.72 4.27 3.67 2.74 - -—
+.38 . +.20 4. 20 t.24
153 60 27 10013 2- 90 2053 - -
158 5.83 ° 4.18  2.63 2.76 - -
t.41 +. 20 +. 16 +.21
162 | 5.79  3.68  3.07 2.54 - -
167 4.32 3.20 2.91 2. 39 1.55 -
171 3.90 - 3.58 2.69 1.98 2.04 -
+.31 +.19 +. 20 .17 +.17
176 2.95  2.98  2.48  2.53  1.84 -
+.27 .21 %.19 +.13 x.16
180 3.11 2459 " 2451 2.36 2.03 1.28
’ +.32 t.20 L 20 t.17 t.15 t.12
185 - - - 2.31 2.18 1.87 1.50
: +.24 _ k.10 +.14 +.12
189 - - - - 1.50 1.82
‘ __ +. 16 +.13




100

~~
- 3| o33 23
g ,.: v 1 [} | TH
n
3pu g
~~
3o
(4}
. e o T e i <
o ot 8““ o o &IA “ “ “ . o o . . 4.—/0
% i Y ) TH NH NH ITH
-
Mw .
~F OF M N O
xvau&u.mhq.i..m.ho../.mo.,7.9089792
— 7 . * L] .
<ol L R E L O A PR gt
=l © ¥
] —
e ,
M NN I~
e (3 e o] {
e o
T % S5 Sg Oh oH Lh mH Ro BH S
<
;3 |
z & | N0 ~m o ow
R s i e o B AR S Sire e
- . o
H
ND 0O .
n ° O 00 _.\u:u anDo NWY  ~P~ I VN ON OvO
N 9“... ..l.“.l D4 Mt 7-.1“ (O-lu _\...l“ ~/o|.. 5 > |
3 H ~H ~H ~H ~H —H H Sﬂ .bﬂ !
E i .
= 9o
) = ~- ™ [ M~ .
—t — —~ - — 3 - X 3
g A — — —d — ~—




TABLE E.23

Ne+C->n++x

Ed30‘/dp3

E/A = 482 AeV ~ pb c3/'(sr MeVz)
Py 9" lab. degrees
_'_g4_eV/4c‘ 0 4 -8 12 16 20
121 «23 «39 .29 «39 54 «55
.04 .05 +.04 +.05 ¢.06 +.07
128 24 «32 .40 <44 «45 «59
+.04 +.04 £.05 +.05 4.05 +.07
134 .21 «23 «32 «33 47 «35
+.04 +.02 +.04 +.04 %.05 +.05
141 .16 «25. .27 « 34 «38 «71
+.03  %.02 +.02 +.04 1.05 +.09
148 022 019 0310 .42 .46 -
‘ .03 +.02 +.03 +.04 +.06
154 13 .19 «30 - 36 - -
+.03 +.02 +.02 +.03
161 .23 «20 .34 43 - -
.03 . +£.02 +.02 +.04
168 .23 022 .34 40 .34 -
174 .26 .32 .37 <43 W47 -
+.04 +.03 +.03 +.03 +.03
181 «25 .28 .36 <45 «51 -
+.05 1. 04 +.03 +.03 +.03
) 188 hadad - - -40 : 043 044
+.05. <.03 +.03
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Ne+NaF —» n+ + X Ed3d'/dp3
TABLE E. 24 3 2
E/A = 483 MeV pub c¢”/(sr MeV")
Py 9" lab_- degree;
MeV/c -0 4 8 12 16 - 20
118 - .52 .70 .90 .73 .84
+.06 +.08 .10 +.09 .10
122 W42 «55 .62 <69 .79 .75
+.07 .08 +.08 +.09 +.09 +.09
126 .42 .58 .49 .66 .61 .69
131 .46 A .58 .70 .76 .78
135 s44 <43 <56 .80 .87 .62
+.06  +.04 +.06 +. 08 4.08 +.08
140 -39 ~44 151 15 ‘76 -
_ +.06 +.03 +.06 1.08 +. 08
144 .39 .36 .59 T 1 T —
$.05 .04 +.04 +.06 +.09
148 .36 «45 .55 .52 - -
+.05  +.03 +.04, . $.06
153 .30 .36 .53 .68 - -
£.05  $.03 +. 04 +.04
157 .35 .41 .55 675 - -
. +.05  $.03 .04 1.06
162 “36 .37 .67 .65 - -
+.05  $.03 +.04  $.06
166 | .38 38 .67 .76 .58 -
1. 05 +.03 . +. 06 £.Ub +.03
171 037 050 -]Z -57 vbb - o=
175 045 056 ’ -68 -66 070 - -
*! 06 t- 05 to 06 to 05 *- 05
180 056 043 .68 068 073 -
+.07 +.05 +.05 +.05 .05
184 - - .52 YA .69 -
+.06 .05 4.05
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+ X

+
E/A = 485 MeV

Ne+Cu > n

TABLE E.25

Ed3d'/dp3
. 3 2
pub c”/(sr MeV")
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3

Ne+U —» n+'¥ X Ed301dp
TABLE E.26 : 3 2
. E/A = 487 MeV ub ¢/ (sr MeV")
P". . . On lab. degrees A
MeV/ic | - 0 4 8 12 16 .20
123 1.75 2.74  2.00 2.55  3.17  2.81
£.70 - £.68 .59 +.62  %.60 +.71
131 | 2.37  1l.96 3.18 2.88  3.66  2.83
£.64 .36  £.55  %.57  £.60 "%.66
140 ‘~ 20 83 lo 7‘0 20 66 2- 81 20 41 ’ -
$.60  $.35 .34 .57 £.62
149 | 1.93 1.93 2.43 . 2.78 °  =-. -
+.53 +.33 +.36" ++ 39
158 | 2.22  1.75 . 2.53° 3.39 = . -
+.47  $.31  4.31 £.49 :
167 z.g; 2.38  3.47 2.58° 2.02 -
$.51 $.33 +.48 +.45 +. 44 .
176 | 2.29°  1.07 2.81  3.11 .1.82 = ==
.57  £.50 .46 .46 +.42
185 - - 2.85 2.85 2.8l 1.79
+.85 .56 .40 +.37
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Ar4+C -» n + X

Ed3d'/dP3
3 2
pb c”/(sr MeV")
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t.42

. Ar+KClL = 11 + X Edo/dp’
TABLE E.28 : _ 3 2
' E/A = 534 MeV. * pb ¢7/(sr MeV")
.p" 9" lab. degrees
MeV/c 0. 4 8 12 16 T 20
124 - 4.61 476 - 5.43°  4.50 3.40
129 4.90 5.66 . 4.62 bebl 4460 4. 64
+.55 #.51 +.49 +.53 4.56 £.55
134 4.73  4.98 4.54 4.93 5.29 4.10
£.61 .49 +.55 .56 +.62 £.51
139 5.30  4.87 4. 82 4e51 4.§5 4.29
+.60 +.35 4. 50 +.46 . . +.48
143 5.00 5.73 5.09 4434 4.19 3.90
‘ +.63 +.34 +. 49 +.51 +.40 +.46
148 | 7.94  6.39  5.32°  4.52 3.9 ' -
£.78  £.37 +452 .51 +. 46
153 6.82  6.39 5.41 454 4.31 -
ft 72 t-37 t-35 i--45 t-43
" 158 L 84Y5  7.42  5.04 4o14 - -
+.72 .37 . %.32. +.39
163 12-15 7-62 l‘t68 3066 - -
+.87  $.40 .32 - £.29
lo6 | l4.11  6.80 5.08 4.00 - -
£.90  $.38 %.32 - £.38
172 12.01  6.98 3.83" 3.87 - -
£.79  %.37  +.32 +.37
177 6.71  6.36 4.36 3.55 - -—
, +.64  £.36 +.38 . .35
182 5.68 5.43 4.49 3. 80 - -
137 4.86 4.63 4.02 3..30 3.38 -
.49  +.306 £.37  #.34 1. 29
192 4,50 3.88 3.79 3.41 3.32 -
| .52 %.35 +.33 £.29 4427
196 - - 3.29 3.16 2.99 -
t' 59 t- 28
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: Ar+C = nt + X "Ed30/dp>
TABLE E. 29 : 3 2
: E/A =.533 MeV pb c¢”/(sr HeV")
Py ‘9" lab. degrees ‘
MeV/c 0 4 8 12 16 20
128 <29 .35 43 .60 .89 .86
%.06 +.06  $.08 +.07 +.08 +.09
135 .33 .22 A .72 - .61 .89
+.05 +.05 .06 +.07 .07 +.08
142 .19 022 .35 «57 . .72 .79
+.04 .03 06  %.06 +.07 .07
149 | .14 cl4 .40 .62 .62 -
.04 $.03 .05 .06 $.06
157 .07 .16 <32 .60 - -
t.Ulo ) t003 t-03 toOb :
164 008 015 028 059 - -
: +.04 .03  $.03 .04
171 016 017 -33 -57 - hadend
+.04 +.02  $.03 +.05
178 017 017 03b 051 - -
+.05 +.02  1.04 +.05
185 T .17 .22 W42 .59 .79 -
+.03 +.03  +.04 +.05 +.05 ‘
193 C .22 .20 .38 .55 .70 -
+.04 +.03  +.04 +.04 +. 04
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Ne+NaF = a1 + X ' Ed367dp3
TABLE E.32d , 3 2
E/A = 655 MeV . pb ¢ /(sr MeV")
Py o 0'" lab. degrees |
‘MeV/c 24 28 32 36 40 YA
144 2.25  2.67  1.69 - - --
+.36 +.39 +.2 .
149 2.47 2.07 2.28 1.84 -- -
+.38 %.34 +.32 $. 28
153 1.84 .2.10 1.94 2.49 - -
+.28 %.29 +.27 +.30 ‘ _ :
157 2.07 2.24 1.89 1.79 2.21 -
» +. 14 +.26  .4.31 +.27 ‘+.29 -
161 2.03 1.63 . 2.13 1.68 1.82. -
+.12 ° £.21 ‘+.28 ¢ +.24 +.23
165 20 25 2007 2- 20 10 81 : 20 16 -
170 1.71 2.19 1.78 1.59  "1.71 1.50
: +.17 +.19 +.16 +.24 +.23 .20
174 1.94 2.15 2.07 1.82 1.62 1.42
t018 +. 18 +. 16 t-22 tc 19 tc 18
178 - 2.16 1.79 1.58 1.59 1.68
+.26 +.23 +.20 +.19 +.17
182 1.71 1.53 1.59 1.57 1.34 1.85
.41 .37 +.18 +.17 .17 +.18
187 1.70 1.78 1.36 1.02  1.52 -
: +.32 +.30 +.26 +.16 %22
191 1.68 1.19 1.45 . 1.40 1.8V -
196 1.53 1.25 1.18 1.41 1.23 -
~ +.25 +.27 +.22 4+.21 .16
201 1.66 1.33 1.00 1.43 1.04 1.20
+.,23 +.25 +-24 +.23 .17 +.26



l Ne+Be —-» n' + X Ed3a/dp>
TABLE E.33 3 2:
E/A = 654 MeV pb c”/(sr MeV")
Py 6, lab. degrees '
MeV/c 0 4 8 12 16 20
146 - «33 <40 %] « 40 -
. +.04 .05 +.05 +.05 .
151 - «36 «43 <45 .64 .55
+.05 +.05 +.05 +.06 - +.06
156 . 42 «37 «35 48 «59. «55
161 «33 «38 «43 4] +50 -39
+04 .05 . +.05 .05 +.05 -.t Oé
166 : -35 039 : 045 0510 t610 -61
- : +.04 +.03 +.05. +.06 +.06 +.06
171 '29 -33 035 -““ I81 e 73
: +.04 +.03 +.04 £.05 +.06 .08
181 |- .25 .23 .36 <45 .58 -
1. 04 t.02 . $.03 +.05 +.06
186 028 -24 -40 . '41 - -
191 | .21. «29 - .4l .47 - -~
- 2.03 +.03 +.03 4.05
196 -25 -35 039 070 - -——
to 03 +. 03 L *00 ' *-OS
201 « 31 27 44 « 68 - -
- to 04 _ *-02 to 03 N tl 05 .
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TABLE E.34b

Ne+NaF —» ll+ + X

Ed361dpJ

E/A = 658 leV pb 3/ (st Mev?)
Py 0" lab. degrees
MeV/c 0 4 8 12 16 20
146 1 —-— « 84 -89 1.01 «95 -
+.08 °  +.08 " +.09 +.10
151 - .88 1.08 © +93 1.27 1.31
+.09 +.09 +.09  ¢.11 +.11
156 .99 .83 .98 91 1.24 1.31
+.10 .08 +.08° +.09 +.11 . +.11
16l « 76 -84 1.09 « 96 1. 35 1e27
166 .78 «88 1.07 1.11 1.10 1.29
+.08 +.06 +.09 +.10 +. 10 .10
171 079 -79 091 1-06 1044 10‘05
. +.08 +.05 ' $.08 +.09 411 +.11
176 « 80 76 .81 1.11 1.52 1.54
+.07 +.05. +.07 +.09 1.114 +.14
181 057 07.’ 093 1013 1.26 b
+.07 :.05 +.06 +.09 1.10
166 061 070 086 1003 1-21 -
190 +58 «65 «91 1.04 - -
.06  $.05  £.05 $.09
195 568 -66 '88 1056 - handnd
+.06 1. 04 +.05 +.10
200 «61 « 60 -+ 88 1.10 - -
.00 £. 04 +.05 t.07
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Fig. 1 ~-- Schematic diagram of ihg iead‘slit spectrometer
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Fig. 2 -- Comparison of the pion reaction cross section formula
described in appendix C (solid line) and soue measured total cross

sections. 'ifhe first author is shown for each of the experimental

measureme’nts‘b-so. The dashed line shows how the formula was extra=

polated to Pn = 0. This extrapolation was necessary because the

cross section formula diverges for small pion momenta.
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-

Fig. 3 - A summary of the data collected with the lead slit spec~-

trometer at © 0. The Lorentz invariant cross section vs. pion

lab ¢
lab momentum is plotted. The numbers next to each set of points
refer to the beam energy per nucleon in MeV. The lines are to guide
the eye. The error bars are the relative errors -- they do not

include the uncertainty in the normalization.
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Fig. 4 -- The Lorentz invariant cross section vs. pion lab angle for
Ne+NaF —» n at E/A = 219 MeV. The numbers next to each set of points
refer to the lab momentum of the pion in MeV/c. The lines are to
guide the eye. The error bars are-relative errors -~ they not not

include the uncertainty in the normalization.
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Fig. 5 == Tae Lorehfz invariant cross -section vs. pion lab angle for
Ne + U = ﬁ at E/A = 226 MeV. Thg numbers next to each set of points
refer to the lab momentum bf_the pion in MeV/c. The lines are to
guide the eyé-. The érror'bafs are relative errors =- they not not

include the uncertainty in the norwalization.



Ne +NaF+n+X
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-, +
Fig. 6 == The m /n ratio as a function of the kinetic energy of the

pion in the rest frame of the incident projectile for Ne+NaF at the
indicated beam-energies.

The lines are based on equation 2.1 assum-~

ing that the charge on the projectile fragment is 5 (solid line) and
10 (dashed 1line).

The error bars on the data points are statistical
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E daa/dp3 (b/sr Ge 2)

‘o LS T v R L - RJ LJ LS T L T T
F 103 MeV/c 134 MeV/c F 164 MeV/c
Ay » |3
F 31 i
0.1 ;— .F .
0.01 - GEOMETRIC F
T MEAN OF n-,n+ J E Ne Beaa
3 Firestreak CROSS SECTION f .oU
,:'0-3- ’_ N L R - oCu }Target
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Fig. 7 =- The Lorentz invarlant cross section as a function of the Ne
beam eneryy per nucleon in the ﬁucleon-nucleon center of mass at
three different plon lab momenta. In order to approximately remove
the Coulomb effects, the geémetric wean of'thé n+ and W cross sec-
tions has been plotted. The arrows on the lefi’hand side of the fig-
ure show the expected separation of the cufyes for different targets
" if the cross sections scaled with the target mass to the 2/3 powver.
The solid lines sérve only to guide the eye. The dashed lines show
the predictions of the firestreak mo.delz3 for Ne+Ne. The error bafs
on the data points do not include the uncértainty in tﬁe overall nor-

malization.
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Fig. & =~ Schematic diagram of the spectrometer used in the second

stage of the experiments (the "upgraded spectroueter").
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Fig. 9 == Comparison of the assumed (Céussian) form of the elastic

O

scattering differential cross section for bions scattered by a carbon
target with the measurements o'f"Binon et a_1.56 for pions with 1lab
momenta of 220 MeV/c. The assumed form of ‘the differential cross

section is given by équation 4o 10
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Fig. 10 -- Lorentz invariant cross section cuts tor Ne+Nal -t at

~E/A = 28l MeV. The left side of the graph shows the cross section
vs. momentum at O degrees in the -lab for mw (top) and m' (botton).
The right side shows the cross section vs. lab angle at avfixed lab
momentun near the peak in the'm spectruﬁf The solid line is from a
least squares fit of a function based on the Coulomb correction equa-
tions of Gyulassy and Kauffmahnaz; This solid line has the experi-
mental resolution folded into it. The dashed line is the same func-
tion before folding with the reéblution- The dotted line shows the
cross section predictéd by Ehe ‘uncharged " pion .soﬁrce function to

which the Coulomb effects were applied. The arrows on the left-hand

graﬁhs mark the velocity of the inclident beam.
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Fig. 17A -- Lorentz invariant cross section vs. lab momentum for
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See also the caption for figure 16A..
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Fig. 18A -- Lorentz invariant cross section vs. lab momedtum for -

Ne+Cu —>'n” at E/A = 282 MeV. See also the caption for figure 16A.
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Fig. 18B == Lorentz invariant cross section vs. lab momentum for

Ne+Cu = nt at E/A = 282 MeV. See also the caption for figure 16A.
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Fig. 19A =-- lorentz invariant cross section vs. 'lab momenéum for

Ne+NaF — n  at E/A = 380 MeV. Sce also the caption for figure l6A.
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Fig. 19B =-- Lorentz invariant cross section vs. lab momentum for

Ne+NaF —» nt at E/A = 380 MeV. See also the caption for figure 16A.
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Fig. 20A -- Lorentz invariant cross section vs. lab momentum for

Ne+Cu => n~ at E/A = 382 MeV.. See also the caption for figure 16A.
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Fig. 20B =~ Lorentz invariant cross section vs. lab momentuw for

Ne+Cu = n+ at E/A = 382 MeV. See also the caption for figure 16A.
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Fig. 21A -- Loreantz invariant cross .section vs. lab momentum for Ne+U

-> n- at‘E/A = 385 MeV. See also the caption for figure 16A.
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Fig. 21B -- Lorentz invariant cross seét{pn vs. lab momentum for Ne+i}

+
=> n at E/A = 385 MeV. See also the caption for figure l6A.
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~Fig. 22A -- Lorentz invariant cross section Vs. lab monéntun for Ne+C
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Fig. 22B -~ Lorentz invariant cross section vs. lab momentum for Ne+C

- n+ at E/A = 405 MeV. See also the caption for figure 16A.
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Fig. 23A -- Lorentz invariant cross section vs. lab mbﬁentum for

Ne+NaF =» m at E/A = 400 MeV. See also the caption for figure 16A.
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Fig. 23b -- Lorentz invariant cross section vs. lab momentum for

Ne+NaF =» 'n+ at E/A = 400 MeV. See also the caption for figure l6A.
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Fig. 25A -- Lorentz invariant cross section vs. lab momentum for Ne+C

— m at E/A = 482 McV. Sce also the caption for figure 16A:
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Fig. 24B =-- Lorentz invariant cross section vs. lab momentum for Ne+U

+
—> n at E/A = 407 MeV. See also the caption for figure 16A.
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Fig. 25A ~- Lorentz invariant crosé section vs. lab mbmentum for Ne+C

— nm at E/A = 482 MeV. See also the caption for figure 16A.
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Fig. 258 -- Lorentz invariant cross section vs. lab momentun for Ne+(

+
= m at E/A = 482 MeV. See also the caption for figure l6A.
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Fig. 26A. -- Lorentz invariant cross section vs.'lab momentum for

Ne+NaF =» m at E/A = 483 MeV.. See also the captjon for figureé 16A.
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Fig. 268 =-- Lorentz invariant cross section vs. lab momentum for

+ .
Ne+NaF =» n  at E/A = 463 MeV. See also the caption for figure 16A.
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Fig. 27A =-- Lorentz invariant cross section vs. lab momentum for

Ne+Ci —> m at E/A = 485 MeV. 3ee also the caption for figure. loA.
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Fig. 278 ~-- Lorentz invariant cross‘section vs. lab momentum for

Ne+Cu —» n+ at E/A = 485 {4eV. See also the caption for figure 16A.
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Fig. 28A == Lorentz invariant cross section vs. lab momentum for Ne+U

— 7 at E/A = 487 MeV. $See also the caption for figure 16A.
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Fig. 28B -- Lorentz invariant cross section vs. lab momentum for Ne+U

- at E/A = 487 MeV. See also the caption for figure l6A.
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Fig. 29A =-- Lorentz invariant cross section vs. lab mogentum‘for Ar+C

- n at E/A = 533 MeV. See also the caption for figure l6A.
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Fig. 29B -- Lorent2 invariant cross section vs. lab momentum for Ar+C

- rv-‘T at E/A = 533 MeV. See also the caption for figure 16A.
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. Fig. 304 =- Lorentz -invariant cross section -vs. lab momentum for

Ar+KCl => m at E/A = 534 deV. See also the caption for figure 16A.
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Fig. 308 -~ Lorentz invariant cross section vs. lab momentun for

"Ar+KCl =—» 'n+ at E/A = 534 MeV.  See also the caption for figure 16A.



162

Ne+Be-+X+n-

E/A = 654 MeV
=T =T T T T T B T
8l | 0 Cross A
< | lab gectton
- I deg. offset |
N;;) | ¢ | '0 + 5
(D 6' +‘ ' -
. i ‘._.4—1—""""'“"\‘\‘. 4 + 4
~ 4 o
= | Phe, 8 3
COQ 4L ’_-*j ' ) °® + 7
© K W
N - TV T 12+ 2 -
S o 4! ¢
Z: 2~¢1+44444 16 + 1 -
| ¢
S R 20 + 0 -
o | d ) 1 1 | | | 1

140 160 180 200 220 240
| P lab (MeV/¢)

Fig. 3lA -- lorentz invariant cross section vs. lab momeatun for

Ne+Be = m at E/A = 654 MeV. "See also the captiovu fur {igure 16A.
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Fig. 31B -- Lorentz invariant cross section vs. lab momentum for

+ .
Ne+Be —» m at E/A = 654 MeV. See also the caption for figure 16A.
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Fig. 32A ~- Lorentz invariaﬁt cross section vs. lab mouwentum for
Ne+NaF —> m at E/A = 655 MeV. This figure shows the data from 0 to
20 dégreea, figure 32B shows the data from 24 to 44 degrees. See
aléo the caption for figure l6A.
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E/A = 655 MeV
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Fig. 37R -- Lorentz invariant ‘cross section vo. lab momentum for
He+NaF = m at E/A = 655 iteV. This figure‘shows'the data - from 24-to
44 degrees, figure 32A shows the data from O to 20 degrees. See also

the caption for figure l6A.
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Fig. 32C -- Lorentz invariant cross section vs. lab ‘momentum ‘for

Ne+kaF —» n+ at E/A = 655 McV. S8ec also the caption for figure l6A.
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Fig. 33A -- The top part of the figure shows a perspective represen-
tation of the surface defined by the Lorentz invariant cross section
(EdBGVdpJ, units of pb/sr Mevz) as a function ©of rapidity
(y-;anh-l(p”/E) ) and gl for Ne+NaF —> m at E/A = 281 MeV. The

‘botton part of the figure is a contour plot of the same .surface with

the same scales for the y and g axes.



168
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Fig. 338 -- A contour plot of the Lorentz invariant cross sectlion
(Ed361dp3, units of pb/sr MeV2 ) as a function of rapidity and Rl for
We+NaF —» m at E/A = 281 MeV. The arrow marks the velocity of the

. incident beam. This contour plot 1is the same as the one shown in

fipure 334, except that it is not drawn in perspective and a more

conventional orientation of the axes has been used.
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Fig. 34A -- Thé top part of the figure shows a perspective represen-
tation of the surface defined by the Lorentz invariant cross section
(£d3d'/dp3, units of pb/sr MeVz) as a function of rapidity
(y-tanh-l(pulh) ) and p, for Ne+kaF =» m at E/A = 380 MeV. The

‘botton part of the figure is a contour plot of the same surface with

the same scales for the y and P.L axes.
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Fig. 343 -- A contour plot of the Lorentz invariant cross section
(£d3d1dp3, units of pb/sr MeV2 ) as a function of rapidity and ?l for
Ne+NaF => m at E/A = 380 MeV. The arrow marks the velacity of the
incident beam. This contour plot is the same as the one shown in
figure 34A, except that it is not drawn in perspective and a more

conventional orientation of the axes has been used.
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Q
E/A = 483 MeV ©
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Fig. 35A -- The top part of the figure shows a perspective represen-
tation of the sﬁrface defined by the Lorentz invariant ¢ross section
'(Ed361dp3, units of ‘pb/sr MeVz) as a function of rapidity
(y-tanh-l(pl|/£) ) and ) for Ne+NaF —» n at E/A = 483 MeV. The

botton part of the figure is a contour plot of the same surface with

the same scales for the y and gl axes.
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I‘ig- 358 -- A contour plot of ‘the Lorentz invanant cross section
(Fd d'/dp » units of pb/sr MeV ) as a function of rapidity and p.l. for
NutiaF = 0 at E/A = 483 MeV. The arrow marks the velocity of the
incident beam. This contour plot is the same as the one shown in

figure 35A, except that it is not drawn in perspective and a more

conventional orientation of the axes has been used.
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Ar+KCl—X+n-
E/A = 534 MeV
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Fig. 36A -- The iop part of the figure shows a perspective represen-
tation. of the surface defined by the Lorentz invariant cross section
(Ed301dp3, units of pb/sr MeVz) as a function of rapidity
(y-tanh-l(p"/E) ) and gl for Ar+KCl=> m at E/A = 534 MeV. The bot-
ton part of the figure is a contour plot of the same surface with the

sanme scales for the y and Rl axes.



174

\
AreKCl—Xen-
Q3 E/A = $34 MeV -

:
\-‘ i N
Q.
Ot -
\
B . 9 TN -
&
Qo 1 i i f\l /fz\\ i J 2
0.8 0S5 N
' Y LRHPIOLTY

Figs 360 == A vcontour plot of the Lorentz invariant cross section
(EdsdfdpJ. units of pb/sr MeV2 ) as a function of rapidity and gl for
Ar+KCl => n at E/A = 534 MeV. The arrow marks the velocity of the
"incident beam. This contour plot is the same as the one shown in
Afi.gure 36A, except thal 1t is not drawn in perspective and a more

conventional orientation of the axes has been used.
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E/A = 655 MeV
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Fig. 37A =~ The top part of the figure shows a perspective represen-

tation of the surface defined by the Lorentz invariant cross section
function of rapidity

(Ed d’/dp3, units of pb/sr MeV) as a
The

(y-tanh (p"/E) ) and p_L for Ne+NaF — m at E/A = 655 MeV.

bottom part of the figure is a contour plot of the same surface with

the sa'lhe scales for the y and pl' axes. The data were assumed to be

symmetric about the center of mass rapidity and all points have been

reflected about the center of mass: Only the part of the data on the

' projectile side of the center of mass has been shown.



176

Lo T
. \\\ Ne‘NaF‘Xon- 4
s “IE/A = 855 MeV.

e 07 08
Y (RRPIDITY)

Fig. 37B -= A contour plot of the Lorentz invariant cross section
(Ed d'/dp » units of pb/sr Hev? ) as a function of rapidity and P for
. NetNaF —» n at E/A = 655 MeV. The arrow marks the velocity of the
i‘nc_ident beam. This contour plot is the same as the one shown in
figure 37A, except that it is not drawn in perspective and a more
conventional orientation of the axes has been used. The data were
assumed to be symmetric about the center of mass rapidity and all
points have been reflected about the center of mass. Only the part
_of the data on the projectile side of the center of mass has been

shown.
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Fig. 38A -- The top part of the figure shows a perspective represen-
tation of the surface defined by the Lorentz invariant cross section
(Ed361dp3, units of pb/sr MeVz) as a functibp of rapidity
(y-tanh-l(p”/i)‘) and pi for Ne+NaF —» n+ at E/A = 281 MeV The

bottom part of the figure is a contour plot of the same surface with

the sawme scales. for the y and ?l axes.
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Fig. 38B -=- A contour plot of the Lorentz invariant cross section
(£d361dp3, units of Pb/sr heV2 ) as a function of rapidity and pi for
Ne+NaF —» n+ At E/A = 281 MeV. The arrow marks the velocity of the
>incideht beam. This contour plot is the same as the‘one shown in
figure 38A, except that it 1s not drawn in perspective and a more

conventional orientation of the axes has been used.
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Ne+NaF —+Xen+
E/A = 380 MeV
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Fig. 39A -- The top part of the figure shows a perspective represen-

tation of the surface defined by the Lorentz invariant cross section
function of rapidity

(Ed361dp3, units of Pb/sr MeVZ) as a
The

(y-tanh (p"/E) ) and ?l for Ne+NaF = n+ at E/A = 380 MeV.

bottom part of the figure is a contour plot of ‘the same surface with

the sanme scales for the y and Rl axes.
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Flg. 398 -~ A contour plot of the Lorentz invariant cross section
(Ed d'/dp3. units of pb/sr Hev? ) as a function of rapidiry and P for
Ne+NaF ->1r+ at E/A = 380 MeV. The arrow marks the velocity of the
incident beam. This contour plot is the same as the one shown in
figure 39A, except that it is not drawn in perspective and a more

conventional orientation of the axes has been used.
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Fig. 40A -- The top part of the figure shows a perspective represen-
tation of the surface defined by the Lorentz invariant cross section
pb/sr MeV ) as a function of rapidity

* (Ed dVdp3, units of
+ at E/A = 483 lMeV. The

(y=tanh (p“/E) ) and Pl
bottom part of the figure is a contour plot of the same surface with

for Ne+NaF —-» n

the same scales for the y and Rl axes.
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Fig. 40B =~ A contour plot of the Lorentz invariant cross section
(£d3d'/dp3, units of pb/sr ‘l'le'vl2 ) as a function of rapidity and pl for
Ne+NaF = n+ at E/A = 483 MeV. The arrow marks the velocity of the
incident beam. This contour plot is the same as the one shown in
figure 40A, except that it is not drawn in perspective and a more

conventional orientation of the axes has been used.
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Fig. 4l1A -- The top part of the figure shows a perspective represen-

tation of the surface defined by the Lorentz invariant cross section
a function of rapidity

Pb/sr Mev ) as
* at E/A = 534 MeV. The

for Ar+kKCl —~»n

(Ed 61dp3, units of

(y=tanh~ (p“/E) ) and ?l
bottom part of the figure is a contour plot of the same surface with

the same scales for the y and ?l axes.
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Fig. 418 «- A contour plot of the Lorentz invariant cross section
(Ed361dp3, unics of pb/sr MeV2 ) as a tunction ot rapidity and Rl for
Ar+KCl —» n+ at E/A = 534 MeV. The arrow marks the velocity of the
incident beam.  This contour plot is the same as the one shown in
figure 4lA, except that it is not drawu fu perspective and a more

conventional orientation of the axes has been used.
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Ne+NaF —Xe+n+
€E/A = 655 MeV

n

Fig. 42\ =- The top part of the figure shows a perspective represen-
tation of the surface defined by the Lorentz invariant cross section
(Ed3a1dp3. units of pb/s: MeVz) as a function of rapidity
(y-tanh-l(p"/E) ) and gl for Ne+NaF = n~ at E/A = 655 MeV. The
bottom part of the figure is a contour plot of the same surface with
the same scales for the y -and gl axes. The data were assumed to be
" symmetric about the center of mass rapidity and all points have been
fef#ected about the center of mass. Only the part of the data on the

projectile side of the center of mass has been shown.
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Fig. 42B -- A contourvplot of the Lorentz invariant cross section
(Ed361dp3, units of pb/sr Hevz ) as a function of rapidity end Rl for
Ne+NaF —» w+ at E/A = 655 MeV. The arrow marks the velocity of the
incident beam. This contour plot is the same as the one shown in
figure 424, except that it is ﬁot drawn in perspective and a more -
conventional orientation of the axes has been used. The data were
assumed to be symmetric about the center of mass rapidity and all
points have been reflected about the center of mass. Only the part
of the data on the projectile side of the ceuter of mass has been

shown..
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Fig{ 43 -- Conparison of the Ne+NaF —» nt data at E/A = 383 MeV from
the lead slit spectrouweter (the stage 1 data) and from the upgraded

spectrometer (the stage 2-data).
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Fig. 44 -- Coumparison of the Ne+Cu —» nt data at E/A = 380 MeV from
the lead slit spectrometer (the stage 1 data) and from the-upgraded

spectrometer (the stage 2 data).
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Fig. 45 ~-- Comparison of the Ne+U —» nt data at E/A = 385 MeV from
the lead slit spectrometer (the stage |l data) and from the upgraded
spectroweter (the stage 2 data). The Lorentz invariant cross section

is plotted as a function of the lab momentum of the pion.
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Fig. 46 -- Couparison of the Ne+C —» n+ data at E/A T 400 bMeV and a
lab angle of 30 degrees from Nakai et glll (solid squares) with the
btesent results (open circles). The beam energies are probably
slightly different since the beam energies for the present results
have been corrected to the values at the center of the target, while
those of Nakai et al. probably have not been corrected. The error

bars are sgtatistical.
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Fig. 47 = Comparison of the Ne+NaF —» nt data at E/A I 400 MeV and a
lab éngle of 30 degrees from Nakai gg_gl.ll (solid squares) and from

13f63 (open triangles) with the present results (open

’ Nagamiya et al.
circles). The beam energies are probably slightly different since

¢ ‘ the beam energies for the present results have been corrected to the
values at the center of the target, while those of the other groups
probably have not been corrected." The error bars are statistical.

The data from reference 63 are preliminary.
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Fig. 48 -- Comparison of the Ne+NaF —»n data at E/A X 460 MeV and a
‘lab angle of'20 degrees from Nagamiya et 3l913’63 (e0lid squares) and

the present results (open circles) at two slightly different beam
. energies. The beam energies are given at the center of the target in
tne case of the present results, while those of Nagamiya et al. probe-
ably have not been corrected. The error bars are statistical. The

data from reference 63 are preliminary.
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-Fig. 49 == Comparison of the Ne+NaF —»n data at E/A I 400 MeV and a

13,63 (solid squarés) and

lab angle of 30 degrees from Nagaﬁiya et al.
the present results (open squares). The beam energies are probabiy
sltghtly'different since the beam energies for the present results
have been corrected to the values at the center of the target, while
those of'Nagahiya et al. probably have not been corrected. The error

bars are statistical. The data from reference 63 are preliminary.
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Fig. 50 -- The Lorentz invariant cross section at three different
pion 1lab moménta as a functién of the neon beam energy per nuc leon in
the nucleon-nucleon center of mass. In order to approximately remove
the Coulomb ;ffects, the'geometrib‘mean of the m and n+ cross sec-
tions has been plotted. The data from the lead slit spectrometer
have been divided by 1.7 in order to bring the normalization into
agreement with. the norwalization of the data from the upgraded spec-
trometer. The arrows on the left hand side of the figure show the
expected separation of the qurveé,for Cu/NaF and U/NaF tgrgets‘if the
_cross sections scaled according to equations 6.8 and 6.10. Tne solid
lines are to guide the eye. The dgshed lines show. the predictions of
fhe firestreak model23 for Ne+Ne. The error bars on the data points
do not include the uncertainty onithé overall normalization. This

figure is an updated version of figure 7. ' .
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Fig. 51 =-- A comparison of the measured cross sections for Ne+NaF
1

= n” at E/A = 380 MeV and the predictions of Cugnon and Koonin30.
The cross seétions from the lead slit, or stage 1, speétrometer
(solid points) have been divided by 1.7 in order to bring them into
agreement with the normalization of the data frou the upgradea, or
stage 2, spectrometer (open points).' The error bars_oﬁ the data

points do not include the uncertainty on the overall normalizationm.
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and the open symbols with an Ar bean. The lines are to guide the
eye. Tne target is shown next to each point or set of points. 'Soﬁe

of the data have been omitted because the fits to the data were poor.
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energy per nucleon in the nucleon-nucleon center of mass. The right

side of the graph is from the fits to the nt data and the left side
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and the

open symbols are for an Ar beam. The lines are from a semi-empirical

parameterization of these values (see eq. 6.18). The target is shown

next to each point or set of points.
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Fig. 54 == A plot based on equation 6.18 showing N, the value of the
source function (eq. 6.14) evaluated for plons at rest in the
nucleon-nucleon center of mass, divided by Y, the geometric scaling

" of the pion cross sections predicted by equations 6.8 and 6.10,
Versus 3/28*. 2E*/3 18 (roughly) the temperature in the fireball
nodelzzr The solid line is a least squares fit to all of the data
points. It has a slope of -160 MeV. The dashed line has a slope of
-m"cz. which i3 (again roughly) what would be expected from the fire-
ball model.. The data from all projectile~target combinations studied
have been combined on this graph. Many of the points have been

obscured because they lie on top of one another.
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