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ABSTRACT 

Reactor fuel failure data sets in the form of initial power (P;) final 
power (Pf) transient increase in power (~P) and burnup (Bu) were obtained 
for pressurized heavy water reactors (PHWRs), boiling water reactors (BWRs), 
and pressurized water reactors (PWRs). These data sets were evaluated and 
used as the basis for developing two predictive fuel failure models, a graphi­
cal concept called the PCI-OGRAM, and a nonlinear regression based model called 
PROFIT. 

The PCI-OGRAM is an extension of the FUELOGRAM developed by AECL. It is 
based on a critical threshold concept for stress dependent stress corrosion 

cracking. 

(Pfc) and 
uses post 

(Bu), and 

Thresholds are defined in terms of the minimum post-transient power 
a critical minimum transient increases in power {~Pc). The model 
transient power (Pf)' transient increase in power (~P), burnup 
dwell time at the peak post transient power. 

The PROFIT model, developed at Pacific Northwest Laboratory, is the result 

of applying standard statistical regression methods to the available PCI fuel 
failure data and an analysis of the environmental and strain rate dependent 

stress-strain properties of the Zircaloy cladding. The PROFIT model incorpor­
ates pre-transient power (P.), transient increase in power (~P), and burnup 

1 

(Bu) parameters, and introduces a strain-rate dependent, ~train-~nergy-~dsorp-
tion-to-failure (SEAF) concept as the mechanistic corollary of the power ramp-. 
ing rate (P). 
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1.0 INTRODUCTION 

P. J. Pankaskie, Contributing Author, PNL, 

P. G. Heasler, Contributing Author, PNL, 

Fuel failures, although fractionally small under current core/plant 

operating recommendations, {l-6) continue to be one of the principal economic 
restrictions on normal plant operations. The primary source of these fuel 

failures is generally attributed to pellet/cladding interactions (PCI) of 
thermomechanical and chemical origins. (?- 25 ) Current operating restrictions 

are an acknowledgment that moderate rate fuel power increases and/or abnormal 

operating transients pose a potential for a significant incidence of fuel 
failures by PC!. 

Considerable efforts have been applied over the past few years to experi­
mental investigation of the origins and mechanisms of the PCI fuel failure 
phenomenon. From these efforts, operating recommendations and several empiri­
cal fuel failure models( 15- 18 ) have been developed. These PC! fuel failure 
models are all based on a combination of pre- and/or post-transient fuel rod/ 
assembly power, burnup, and perhaps 11 dwell time 11 at the higher post-transient 
power. Specific fuel rod/assembly design parameters have not been eXplicitly 
included in any of the empirical PCI fuel failure models. Analytical 
approaches, based on first principles and constitutive material models, are 
not yet sophisticated enough to provide realistic estimates of the probability 
of fuel failure by PCI. With the exception of pellet/cladding interfacial 
lubricants and/or stress corrosion cracking inhibitors, PCI fuel failure 
studies have not, as yet disclosed any direct link or first order effect 
between typical fuel rod/assembly design parameters and the susceptibility to 
PCI failure. 

Atomic Energy of Canada, Ltd. (AECL) has acquired sufficient fuel failure 
data from on-line refueling experience, and from exploratory experiments per­
formed in the Chalk River Nuclear Laboratories' NRU reactor to develop an 
empirical PCI-fuel failure model for CANDU fuel in pressurized heavy water 

reactor {PHWR) plants. These plants operate in an essentially constant power, 
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base loaded mode, and the fuel in these plants rarely experiences a power 

transient other than what occurs during on-line refueling. The fuel burnup at 
which PCI failures have been observed in CANDU reactors ranges from about 
1.5 GWd/MTM to 6.5 GWd/MTM. 

By comparison, United States light water reactor (USLWR) fuel may experi­
ence one to numerous transient increases in power. PCI fuel failures have been 
observed in USLWR fuels at a burnup ranging from about 1.0 GWd/MTM to greater 
than 30.0 GWd/MTM. 

In view of the apparent success of the AECL empirical PCI fuel failure 
model (FUELOGRAM) in predicting fuel failures for the on-line refueling tran­
sient in CANDU-PHWRs, a cooperative effort between AECL•s Chalk River Nuclear 
Laboratories (CRNL) and Pacific Northwest Laboratory (PNL) was undertaken to: 

1. Assess the applicability of the AECL empirical fuel failure model 
(i.e., FUELOGRAM developed for CANOU-PHWR fuels) to USLWR fuels. 

2. Review and evaluate the bases and derivation of the AECL PC! fuel 
failure model and, if possible. adapt the model for use by the U.S. 
Nuclear Regulatory Commission (USNRC) as a tool in the evaluation of 
LWR fuel behavior. 

3. Review and evaluate USLWR and CANOU-PHWR fuels behavior data, com­
puter codes, and other pertinent information available at AECL and 
the USNRC. 

Section 2 of this report describes the data that were provided for use in 
this study. Five PCI data sets were examined. Four data sets were derived 
from commercial power plants. the fifth data set consists of a single fuel rod 
and one of a kind experimental irradiations. The operating variables common 
to all five data sets are: 

• power (P), either pre-transient (Pi) and/or post-transient (Pf) 
• the transient increase in power {llP) 

• the fuel burnup (Bu) 
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Early in this study, it was discovered that the FUELOGRAM, derived from 
PCI fuel failure data for CANDU fuel, was uniquely applicable only to the PHWR 
on-line refueling operations. CRNL however concluded that the FUELOGRAM could 
be extended to LWR fuel by applying the FUELOGRAM methodology to PC! data from 
light water reactors. The result is the PCI-OGRAM model, which is described 
in detail in Section 3 of this report. 

Based on an examination of the bases and derivation of both the FUELOGRAM 
and the PCI fuel failure data, PNL concluded that an analytical approach was 
more appropriate for assessing the likelihood of PCI fuel failure in LWR fuel. 

The result of this effort is the PROFIT model, described in Section 4. 

Comparisons of the estimated likelihood of PCI fuel failure of the PCI­

OGRAM model, the PROFIT model, and two other proprietary models are shown in 
Section 5. 

Sections 1, 2 
P. G. Heasler, PNL. 

and 4 of this report were prepared by P. J. P ankask i e and 
Sections 3 and 5 were prepared by J. C. Wood, CRNL. The 

sections were prepared independently by the respective contributors and do not 
attempt to represent a consensus opinion. This report is intended to serve in 
a "forum capacity" to help promote and expand corrmunications of concepts 
applicable to the PCI fuel failure phenomenon. 
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2.0 THE DATA BASE 

P. J. Pankaskie, Empirical Modeling 
P. G. Heasler, Statistical Analyses 

2.1 INTRODUCTION 

Five fuel failure data sets were available for examination in the course 
of this effort. These five data sets encompass fuels designed for duty in 
pressurized heavy water reactors (PHWRs), pressurized light water reactors 

(PWRs), and boiling light water reactors (BWRs). Many of the characteristic 
fuel design parameters, typical of these fuels from which most of the PCI fuel 
failure data were derived, are shown in Table 2.1 

Four of the five data sets, hereafter identified as Data Sets 1 through 4, 
were derived from commercial use in both PHWRs and light water reactors (LWRs) 
and are therefore considered to be usable either in the evaluation of the 
FUELOGRAM model or in the development of a PCI-fuel failure model for applica­
tion to LWR fuel. Data Set 5 consists primarily of single fuel rod failures 
from one-of-a-kind experiments such as the Halden IFA-405 tests and other 
experimental irradiations. 

The common parameters reported for all five data sets are: 

• the initial, pre-transient power (P;) and the peak or final, post­
transient power (Pf) 

• the transient increase in power (~P) 

• the fuel burnup (Bu). 

These data sets did not include either qualitatively or quantitatively 
significant amounts of information relative to other operating variables such 

~: 

• 
• 

power ramping rate (P) 
time-to-failure (TTF) 

Nor did these data sets include significant amounts of information relative 
to fuel design variables such as: 
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• prepressurization 

• pellet/cladding interfacial lubricants, surface coatings. and/or sec 
inhibitors 

• annular, chamfered, etc. fuel pellet geometries 

• vibrationally compacted particle fuel. 

TABLE 2.1. Fuel Design Parameters 

Parameters 
Cladding 

Materia 1 
Outside diameter 
Wall thickness 
R/t 

Fuel Pellet 
Material 
Density 
Diameters 

Fuel Rod 
Pellet-cladding gap 
Active fuel length 

Pressurization 

PHWR 

Zircaloy-4 

0.60 ; n. 

0.015 ; n. 

20 

uo2 
95% 

0.56 in. 

0.006 in. 

20 in. 

(1 atm) 

Reactor TYPes 
PWR 

Zircaloy-4 

0.42 in. 
0.024 in. 

9 

uo2 
95% 

0.36 in. 

0.007 in. 
144 in. 

(1 atm) 

BWR 

Zircaloy-2 

0.56 ; n. 

0.037 ; n. 

7 

uo2 
95% 

0.48 in. 

0.009 in. 
144 in. 

(1 atm) 

In Data Set 1, a 11 dwell time 11 parameter was included. The dwell time is 
the result of on-line refueling in pressure-tube type PHWRs. In on-line 
refueling, the fuel., which experiences the transient increase in power, is 

moved from its low pre-transient power position into the peak, axial power 
position within the pressure-tube fuel channel, where it 11 dwe1ls 11 for approxi­
mately 18 minutes before it is moved to its final, lower power position. A . 
very few time-to-fail (TTF) and power ramping rate (P) data points were 
reported in Data Set 1. 
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2.2 GENERAL CHARACTERISTICS OF THE DATA SETS 

The five data sets examined and used in this effort encompass a substan­
tial diversity not only in fuel design parameters (see Table 2.1), but also in 
operating conditions under which the fuel failures occurred. 

These five data sets are generally characterized as follows: 

Data Set 1 

This data set consists entirely of fuel failures that occurred as a result 
of the increase in fuel rod/assembly power accompanying on-line refueling in 
PHWR plants. The data set is characterized by: 

1. Relatively low burnup. For all fuel, failed and non-failed, the burnup 
is relatively low by comparison to LWR fuels. The peak burnup in this 
data set is less than 7.0 GWd/MTM. With respect to burnup, this data set 
may be subdivided into one subset with an average burnup of 2.3 GWd/MTM 
and a second subset with an average burnup of 5.6 GWd/MTM. (Although the 
fuel burnup is substantially less than for LWR fuels, this aspect is not 
a major limitation because the burnup effect on PCI failure appears to 
diminish rapidly after 5.0 GWd/MTM.) 

2. Fuel that does not experience any significant power transient prior to 
on-line refueling. PHWR plants operate primarily in a base-loaded mode 
{that is, approximately fixed power output). and therefore the fuel does 
not experience any significant power transient prior to on-line refueling. 
All failures in Data Set 1 occurred during the increase in power accom­
panying on-line refueling. Thus, each of the two data subsets consist of 
failures that resulted from a repetition of two nearly identical power 
transients. 

3. Fuel rod failures that occur almost exclusively within the outer sixteen 

rod ring of the fuel assembly. All sixteen outer ring fuel rods experi­
enced almost the same conditions throughout the on-line refueling tran­
sient to provide the best fuel rod failure statistics for this data set. 
The absence of PCI failures in any of the inner and intermediate fuel rod 

rings within the fuel assembly could provide additional information as to 
the range of Pf and/or ~P conditions for PCI fuel rod failure. 
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4. The operating parameters (P, ~P and Bu) were determined by calculations 
using proprietary core/fuel assembly simulator computer models. The 
values reported apply only to the sixteen outer ring fuel rods and are 
averaged over the length of the fuel assembly. The core kinetics computer 
codes have been indexed to actual fuel burnup as measured by analytical 
chemistry. The uncertainty in the calculated operating parameters, based 
on comparisons between measured and calculated fuel burnup, is estimated 
to be within 5%. 

5. Failures that ocurred during the 18 minute dwell time. In the course of 
the on-line refueling operation, the fuel assemblies, which experience 
the transient increase in power, reside at the peak power position in the 
fuel channel for approximately 18 min before they are moved on to their 
final and slightly lower power position. For this data set, all failures 
were reported to have occurred sometime within this 18 min dwell time. 

Movement of a fuel assembly from the initial low power position to the 
peak power position within the fuel channel requires approximately 

1-1/2 min. These data therefore could provide general information, 
although over a limited range of rates, for future evaluation of power 
ramp rate effects. 

Data Set 2 

This data set includes PCI failures that occurred under essentially normal 
plant operation. In general, this data set is characterized by: 

1. Fuel failures that occurred over a rather wide range of fuel burnup 
("-1.0 to o,25 GWd/MTM). 

2. Three fuel duty cycles. At the end of each fuel duty cycle, the fuel 
assemblies were examined and those that had sustained failure were retired 

from further duty. 

3. Operating parameters (P, ~P, Bu) were derived from calculations using a 
proprietary 3-D core simulator to obtain fuel assembly nodal powers (a 

node, as used here, is a 12-in. axial length of the fuel assembly). The 
fuel power was obtained by superimposing local rod power for two 
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positions of the control rods. 
power is estimated to be ~10%. 

The uncertainty in calculating the nodal 
The uncertainty in reported fuel burnup 

values is estimated to be in the 3% to 5% range. The values of the 
reported operating parameters in this data set apply to the fuel rod 
located in that corner of the fuel assembly adjacent to the orthogonal 
blades of the control element. The values for the operating parameters, 
P and 6P, are for that specific 12 in. long axial segment (node) of the 
corner fuel rod that experiences the maximum increase in node power as a 

result of normal control element pattern sequences throughout the fuel 
cycle in which failure occurred. The value for the burnup parameter {Bu) 
is the average of the reported burnup immediately before and after the 
control element pattern sequencing for which the nodal power increase was 
a maximum for the fuel cycle. In each operating cycle, the corner fuel 
rod will experience more than one increase in node power as a result of 
the control element pattern sequencing. However, these increases in nodal 
power may not occur more than once within the same node. Unless the 
11 failure transientn was identified by a primary coolant system radioac­

tivity increase coincident with the increase in power and the confirmation 
of failure in end-of-cycle inspections, it was assumed that failure 
occurred during the most severe nodal power increase. 

Data Sets 3 and 4 

These two data sets are similar in that many and perhaps all of the fuel 
failures occurred as a result of specific and atypical transients in similar 
reactor plants. These data sets are characterized as follows: 

1. Operating parameters (P, ~P and Bu) were determined by calculations using 
a proprietary core/fuel assembly simulator computer model. The simulator 
computer model was used to calculate the operating parameters for each of 
the 12 axial nodes in each fuel assembly. Inasmuch as the simulator com­

puter models cannot track transient xenon, calculations were made assuming 
both zero and equilibrium xenon at each axial node. The actual operating 

power (P and 6P) at each axial node was then estimated, with respect to 
zero and equilibrium xenon, using a transient xenon computer model which 
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had been subsequently calibrated in a similar reactor subjected to the 

transients represented in Data Sets 3 and 4. The uncertainty in calcu­

lating the operating parameters is estimated to be within 5%. 

2. For both data sets, the duration of the transient was estimated to be 

5 hour or less. The actual time-to-fail for any of the failures is 

unknown, although all failures are presumed to have failed within the 

approximate 5-hour duration of the transients. 

3. Both data sets encompass a relatively broad range of pre-transient and 

transient increases in power but only a relatively limited range of fuel 

burnup. The pre-transient power (P;l ranged from ~5 kW/ft to ~12kW/ft. 
The transient increase in power (~P) ranged from ~1 kW/ft to 10 kW/ft. 

The fuel burnup ranged from 5 GWd/MTM to 12 GWd/MTM. 

Data Set 5 

This data set consists largely of failures derived from power ramping 

experiments conducted in both test and conmercial reactors. The data to a 

large extent were derived from single fuel rods in one-of-a-kind experiments. 

This data set is characterized by the following: 

1. In at least some cases, the immediate pre-transient fuel rod power appears 

to have been rather severely suppressed. The fuel rod pre-transient power 

suppression is estimated to be about 25%, but no values were reported. 

2. In power ramping experiments, the power ramps were deliberate and pre­

progranmed. In at least some of these experiments, the power ramp 

increases were not continuous throughout the experiment. We do not know 

what effect this discontinuity in power increase has on the susceptibility 

of a fuel rod to PCI failure. 

3. This data set included 12, 11 time-to-failure 11 data points. In each 

instance, the reported time-to-failure is actually the period of time 

following the power increase when failure was indicated by the detection 

of the tell-tale fission products in the coolant. 
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2.3 STATISTICAL ANALYSIS 

The data for each of the data sets were examined using standard statisti­
cal techniques. The procedures give an indication for the grouping of the data 
and the relative spread of each of the points. 

As part of this analysis, the mean standard deviation, and minimum and 
maximum value of each parameter, as well as for histograms, were computed and 
are reported in detail in Appendix A. The results of this analysis are sum­
marized in Tables 2.2 and 2.3. 

2.4 DATA QUALIFICATIONS AND LIMITATIONS 

The general data characteristics for Data Sets 1, 2, 3, 4, and 5 are given 
in Table 2.2 and 2.3. 

For the five data sets shown, the failed fractions range from about 0.12 
to 0.48 and appear to be generally greater than those reported for the nuclear 
industry as a whole. (1-6) Some of these data are considered to be the result 

of atypical reactor plant operation and therefore the failed fraction may rea­

sonably be expected to be greater. For the remainder of these data, one pre­
sumes that the sampling may have been atypical. 

As shown in Table 2.1, there is considerable diversity in fuel designs. 
Considering the diversity in both fuel designs and transient conditions from 
which these data were derived, it is doubtful that any one data set and Data 
Set 5 in particular would be wholly representative of the PCI fuel failure 
phenomenon. 

• Figure 2.1 shows the composite data, Data Sets 1 through 5, collapsed on 
the Pf versus Bu, Pf versus fiP, and ~p versus Bu planes. 

• Figure 2.2 shows the composite data, Data Sets 1 through 5 in an isometric 
view using the parameters Pf, ~p and Bu. 

• Figure 2.3 shows the composite data collapsed on the P; versus Bu, P; 
versus ~P, and ~p versus Bu planes. 

• Figure 2.4 shows the composite data in an isometric view using the param­

eter P;, ~P and Bu. 
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TABLE 2.2. Data Set Characteristics 

No. of 
Data Set Bundles No. of Bundles No. of Bundles 

Identification In Set That Failed Did Not Fail Failed Fraction 

1 104 46 58 I a) 0,44 (a) 

2 572 67 505 0.12 

3 518 134 384 0. 26 

4 481 101 380 0.21 

5 119 57 52 0.48 

TABLE 2.3. Numerical Characterization of Each Data Set 

Date Set Initial Power kW[ft 
Identification X _Q_ Min 

1 6.1 2.5 0,3 

2 2.9 1.1 0.8 

3 8.8 1.5 6.6 

4 6.2 0.8 2. 9 

5 10.0 2.7 4.6 

where X =mean value 
a = standard deviation 

Min =minimum value in the Data Set 
Max =maximum value in the Data Set 

"" 10.3 

8.0 

15.0 

9.4 

19.2 

Power kW/ft Burnull: GWd/MTM -,- _Q_ Min "" X _Q_ Min 

8.3 3.3 0.5 14.7 4.1 1.5 2 

5. 5 2.8 0 11.5 15.4 5.1 1.4 

2.8 1.1 0,3 6. 9 11.2 1.6 5.5 

4.2 2.1 1.2 10.5 11.7 0.6 7 ,) 

6.6 3.0 0.9 16 ,3 8.2 5.5 0.9 

"" 6.3 

25.5 

12.0 

l1.8 

31.6 

(a) Fifty-eight (58) bundles were ramped in the same fuel channels as the defects at the same time 
and did not fail. Five thousand (5000) other bundles exposed to power ramps have also 
remained intact, 

In these figures, Data Set 1 is identified by the numeral 1 for non-failures 
and by the letter A for failures. The remaining data sets are similarly iden­
tified by their set number, denoting non-failure, and a corresponding set let­
ter denoting failures. As shown in Figures 2.1 through 2.4, each data set 

occupies a limited volume of three dimensional space defined by the coordinates 
P {either Pi or Pf). l:IP and Bu. Under these circumstances, it is doubtful 

that any one data set would be wholly representative and fully adequate to 
describe PCI fuel failure. 
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AP 

FIGURE 2.1. Data Sets 1 Through 5 are Shown Collapsed on the Pf Versus 
Bu, Pf Versus 6P and 6P Versus Bu Planes. Non-Failed and 
failed data are identified by number and letter, respectively. 

The five data sets appear to be generally incomplete relative to the . 
power ramping rate (P) and the time-to-failure (TTF) parameters, which, based 
on physical and mechanistic consideration, appear to be of significance in the 
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FIGURE 2.2. Data Sets 1 Through 5 are Shown in an Isometric View Using 
the parameters Pf, 6P and Bu. Non-Failed and failed data 
are identified by number and letter, respectively. 

PCI fuel failure phenomenon. Data Sets 1 and 5 include very limited informa-
• . 

tion relative to (P) and TTF. The range of the (P) and TTF parameter values 
appears to be too small to be significant in modeling the PCI fuel failure 
phenomenon. 

2-10 



FIGURE 2.3. Data Sets 1 Through 5 are Shown Collapsed on the Pi Versus 
Bu, Pi Versus ~P, and ~P Versus Bu Planes. Non-Failed and 
failed data Are identified by number and letter, respectively. 

Data Set 2 and to a lesser extent, Data Sets 3 and 4, include some infor­
mation as to prior increases in fuel rod/assembly power (i.e., power ramp his­
tory). The significance of prior power ramp history relative to PCI fuel 
failure, is uncertain. There are a few post-irradiation-examination (PIE) 
observations showing that part-through-wall cracking of the Zry cladding or 
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FIGURE 2.4. Data Sets 1 Through 5 are Shown in an isometric View Using 
the Parameter Pi, ~P and Bu. Non-Failed and failed data 
are identified by number and letter, respectively. 

other undefined damage may occur as a result of a transient increase in fuel 
rod power. These observations, however, are not sufficient to provide quanti­
fication of the incidence of part-through-wall cracking of the Zry cladding 
and the severity of the transient increase in power. Futhermore, our examina­
tion of Data Set 2, showed that repeated maximum increases in power rarely 
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occurred within the same axial node of a fuel rod. If the Data Set 2 observa­
tions are generally typical, then prior power history would not be expected to 
be an operating parameter of first order significance. For those cases where 
repeated transient· increases in power may occur within the same axial fuel 
rod/assembly node, it may be possible to statistically treat such cases as 
separate and independent events, wherein the failure probability for each of 
the events are combined. 

The absence of adequate information relative to all parameters which are 
postulated to be of major significance in modeling PCI fuel failure imposes 
some limitations on the applicability of standard statistical tests of these 
data for characteristics such as homogenity, goodness-of-fit, etc. and may be 
expected to increase the uncertainty in estimates of failure probabilities. 

For Data Set 1, failures were reported to occur only in the outer 16-rod 
ring of the fuel assembly. This observation suggests that the power in the 
intermediate 8-rod ring may define a lower bound on the severity of the 
transient for PCI failure at power ramping rates within the range represented 
in Data Set 1. For Data Sets 2 through 5, neither the power ramping rates nor 
the fuel rod nodal power(s), at which failure actually occurred, is known with 
certainty even though the uncertainty in the calculated nodal power may be . . 
small. If, however, P for some of these data were known to be within the P 
range for Data Set 1, one could estimate, by comparison to Data Set 1, the 
uncertainty in the fuel rod/assembly average nodal power at which failure 
actually occurred. 

For Data Set 1, failures were reported to occur only in the outer 16-rod 
ring of the fuel assembly. The number of fuel rod failures in an assembly 
ranged from 2 to 16. There is no obvious relationshiip between the number of 
the fuel rod failures in an assembly and the severity (i.e., Pf, 6P) of the 

transient for the fuel assembly. The uncertainty in the detection and identi­
fication of failed fuel rods, by current methods, has not yet been quantified. 
It is, at present, unknown whether the absence of any distinct relationship 
between the number of failed fuel rods in an assembly and the severity of the 
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failed fuel rods, can be attributed to uncertainty in detection of failed fuel 
rods or some, as yet, unidentified parameter of significance in affecting PCI 
fuel failure. 

In Data Sets 2 through 5, failures were reported to occur in transients 
which were significantly less severe than experienced by the intermediate 8-rod 
ring of CANDU fuel assemblies (Data Set 1) in on-line refueling transients. 
This observation suggests that the lower bound transient conditions P, 6P, for 
failure in LWR fuels may be significantly lower than for CANDU fuels. The 
basis for this apparent difference is unknown. Differences in some operating 
parameters, such as power ramping rate, prior operating power history, etc., 
may account, at least in part, for the differences in the apparent failure 
threshold. There may also be other physical factors such as the vertical ver­
sus horizontal orientation of the fuels in LWR versus PHWR plants which may 
account to some extent for the apparent failure threshold differences. 

Data Sets 2 through 4 do not include information as to either the number 
of fuel rod failures or their location within the fuel assembly. There appears 
to be a general consensus that failure is most likely to occur in the fuel rod 
within an assembly which experiences the most severe transient increase in 
power and at the axial node where the power is a maximum. Inasmuch ·as the 
operating parameters (P, 6P and Bu) reported in Data Set 2 are for the single 
fuel rod nearest the intersection of the orthogonal blades of the control ele­
ment, then Data Sets 1, 2 and 5 are considered to be substantially representa­
tive of the conditions (P, 6P) for specific fuel rod failures. Data Sets 3 

and 4 are considered to be somewhat less representative of specific fuel rod 
failure conditions (P, 6P) inasmuch as the reported operating parameters (P, 
6P and Bu) are more characteristics of the fuel assembly peak power node than 
the fuel rod peak power node. 

In summary, the greatest uncertainties in the composite data set appear 
to be: 

1. the actual fuel rod power at which failure occurred, 
2. the time, following the increase in power, at which failure occurred, 
3. the rate of the increase in power. 
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Although the apparent failure thresholds for LWR fuel appears to be lower 
than for the CANOU fuel, these data do not show any obvious pattern or other 
direct link between the fuel design parameters, represented in these data, and 
the susceptibility to failure. 
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3.1 PCI-OGRAM 

3.0 APPLICATION OF CANDU FUELOGRAM METHODOLOGY TO 
PCI DATA FROM LIGHT WATER REACTORS 

J. C. Wood, Contributing Author, CRNL 

The FUELOGRAM model( 21 ) was derived to predict PCI defect probabilities 
for (CANDU) fuel bundles that had experienced power increases after being 
irradiated to appreciable burnups (mostly in the range 4.2 +2.5 GWd/MTM (100 
+60 MWh/kgU). Defect probability was found to depend on the power increase 
(6P), ramped power (Pf)' (a) and the fuel burnup (Bu), of the most highly 
rated rods in the bundle or assembly. Defect probability also depended on the 
time the fuel remained at the ramped power. While it was clearly inappropriate 
to extrapolate from the FUELOGRAMS to predict fuel performance at burnups up 
to 25 GWd/MTM (600 MWh/kgU), we considered it worthwhile to use the FUELOGRAM 
methodology on PCI fuel performance data from light water reactors. The 
resultant extended LWR FUELOGRAMS are termed PCI-OGRAMS. 

3.2 SCRUTINY AND ORGANIZATION OF THE DATA 

The most complete set of data in terms of powers, power changes, and 
burnup was Data Set 2. Also, since the power changes arose in normal opera­
tion, the time that the fuel remained at the ramped powers was appreciable. 
(It was deduced from CANDU experience that a dwell time of 2-1/2 hr would 
include 99.7% of the defects that would have occurred in essentially infinite 
hold times.) The basic Set 2 data were in the form of a comprehensive and 
detailed computer printout showing powers at various nodes in each fuel assem­
bly as a function of burnup. The power increases, powers, and burnups judged 
to be most severe (in the reactor cycle immediately preceding testing of 
whether if the assembly was intact or defective) were extracted from the print­
out. Power increases that occurred at the very start of a reactor cycle were 
discounted because very slow startup rates prevented defects at that time. 

(a) In this section P and Pf represent the same power. 
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Of the 302 assemblies, 65 had been confirmed defective. These data were 
plotted in Figures 3.1 and 3.2 as power and power increase versus burnup and 
threshold curves were drawn beneath the defects (except that two data points 
were ignored because they were sufficiently below the rest, that they possibly 
represented defects other than PCI). Above the threshold curves in Figures 3.1 

and 3.2, dashed lines were drawn at equal intervals of 0.6 kW/ft (2 kW/m} above 
them. At low burnup levels, the data were sparse, so the CANDU thresholds( 21 ) 

were drawn making a smooth joint with the Pf versus Bu curve (Figure 3.1) 
but effecting a sudden change of slope in the LIP versus Bu threshold (Fig-
ure 3.2). The discontinuity of slope of· the LIP threshold curve occurred 
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FIGURE 3.1. The Distributions of Ramped Powers and Burnups of Defective and 
Intact Assemblies. The threshold line drawn beneath the defects 
is curved at the upper left side to comply with the CANDU 
thresho 1 d. 
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FIGURE 3.2. The Distribution of Defects and Non-Defects as a Function 
of the Power Increase and Burnup. The curved part of the 
threshold on the left complies with CANDU data. 
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because the Data Set 2 fuel did not suffer "ripple defects"{ 2l) or, more 
likely, the "ripple defects" occurred in fuel that also experienced larger 
power increases, thereby masking the occurrence of "ripple defects" ("ripple 
defects" occurred in CANDU fuel during ostensibly steady high-power operation 
and are possibly due to unrecorded power fluctuations or "flux ripple"). 

Histograms were plotted {Figures 3.3 and 3.4) showing the percentages of 
defective fuel assemblies as a function of the height above the threshold 
power curve (P-P ) in Figure 3.3 and the power increase curve (6P-6P ) in c c 
Figure 3.4. The numbers of failed and intact fuel assemblies included in each 
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from Data Set 2 as a Function of the Height Above the 
Threshold Power Curve 
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FIGURE 3.4. Histogram Showing the Percentages of Defective Assemblies 
from Data Set 2 as a Function of the Height Above the 
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interval are shown above each histogram. The defect probability does not begin 
to rise steeply until reaching about 4 kW/ft (14 kW/m) above Pc or about 
6 kW/ft (~20 kW/m) above 6Pc. Also, there is an abrupt step in defect prob­
ability immediately above the defect threshold similar to the step increase 
previously observed with CANDU fuel. (21 ) 

Additional power ramping data (Data Sets 3 and 4) were much less specific 
than Data Set 2 with regard to burnup, initial and final powers. Also, the 
dwell time at the ramped power was unknown (but thought to be short). Final 
powers had been calculated for Data Sets 3 and 4 assuming either that no xenon 
was present, or that the equilibrium amount of xenon was present. These esti­
mates placed limits on the maximum powers attained during the overpower tran­
sients. Histograms shown in Figure 3.5 compare the three sets of LWR data in 
terms of the percentages of defective assemblies versus the heights above the 
respective threshold powers. The average defect probability curve obtained 
from Data Set 2 (Figure 3.5a) is reproduced on Figures 3.5b and 3.5c as a 
basis for co111>arison. The histograms represent power estimates assuming "no 
xenon" as full lines and "equilibrium xenon" as dashed lines. The Set 2 aver­
age curve underpredicts the defect threshold for Set 3 data but overpredicts 
for Set 4 data. Lateral shifting of the Set 3 data by 1 kW/ft (+ 3 kW/m) and 
Set 4 data by -1 kW/ft (-3 kW/m) would bring them into reasonable coincidence 
with the Set 2 defect threshold. It was sufficiently encouraging that the 
curve (Figure 3.5) derived from the most complete data set fell between the 
histograms from the other two that we preceeded to develop a model based on 
Data Sets 1 and 2. Data Sets 3 and 4 were considered unusable in the absence 
of knowledge of the dwell time at high power. 

3.3 EQUATIONS USED TO PRODUCE PCI-OGRAMS 

The equations defining the defect threshold criteria described in Fig­
ures 3.1 and 3.2 are given as follows: 
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Valid Burnup Range 

GWd/MTM 
(MWh/KgU} 

1.25 < Bu < 5.42 

( 30 < B u < 130) 

5 • 42 < B u < 25. 0 

(130 < Bu < 600) 

1. 25 < B u < 3 • 33 

( 30 < Bu < 80) 

3. 33 < B u < 15.0 

(80 < Bu < 360) 

15.0 < Bu < 25.0 

( 360 < B u < 600) 

kW/ft 
(kW/m} 

Critical Power Increase 

6P = 18•55 - 1.83 c Bu 

(6P = 1460 _ 6) 
c Bu 

6Pc- 2.16- 3.07E-2"Bu 

(6Pc = 7.1- 4.2 x 10-3 Bu) 

p - 11 16 + 2•95 
c • Bu 

(PC- 36.6 + ~~2 ) 

Pc = 12.41- 3.88E-1"Bu 

-2 ) (PC= 40.7- 5.3 x 10 Bu 

Pc = 7.59- 6.0E-2"Bu 

(PC= 24.9- 8.2 X 10-3 Bu) 

The above equations have been used to produce a PCI-OGRAM for t ~ 2.5 h 
pertinent to the performance of LWR and CANDU fuel (Figure 3.6). Since we 
think the same mechanism (fission product induced stress corrosion cracking) 
governs power ramping defects of LWR and CANDU fuel the time dependency should 
be the same. Therefore~ benchmarking against the most accurately known data 
with a short-term hold at high power (Pickering 8-bundle shifting~ t = 0.30h) 
the threshold criteria may be generalized to: 

1. 25 < Bu < 3.33 

( 30 < Bu < 80) 

1. 50 < Bu < 3.33 

Pc = 13.60 + 2a~5 - 6.71 [0.5-exp(-23t)] 

(P c = 44.6 + ~~2 - 22 [0.5-exp(-2.3t)J) 

-1 ] Pc = 15.76- 3.88 10 Bu- 6.71 [0.5-exp(-23t) 
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FIGURE 3.6. PCI-OGRAM Defining the Threshold Values of Ramped 
Power and Power Increase as a Function of Fuel 
Burnup. Dwell time ~2.5 h at the ramped power. 

(80 < Bu < 360) 

15.0 < Bu < 25.0 

(360 < Bu < 600 ) 

1.25 < Bu < 5.42 

{30 < Bu < 130) 

5. 42 < Bu < 25.0 

{130 < Bu < 600) 

~ c = 51.7 - 5.3 x 102 Bu - 22 [0.5-exp(2.3t)] 

-2 Pc = 10.95- 6.0 10 Bu- 6.71 [0.5-exp{-23t)] 

(Pc = 35.9- 8.2 x 10-3 Bu- 22 [0.5-exp{2.3t)J) 

~p c = 1.83 + ~~· 55 - 7.32 [0.5-exp( -2.3t)] 

(~P c = 6 + ~~60 - 24 [0.5-exp( -2 .3t)]) 

~pc = 5.82-3.07 10-2 Bu- 7.32 [0.5-exp(-2.3t)] 

(~P c = 19.1 - 4.2 x 10-
3

Bu - 24 [0.5-exp(2.3t)]) 
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A set of 20 PCI-OGRAMS describing these criteria at various dwell times 
from 0.1 h to~ 2.5 h has been computed and a defect probability grid {Fig­
ure 3.7) has been generated (using Figures 3.3 and 3.4) which when overlaid on 
the PCI-OGRAM (Figure 3.6) allows direct reading of defect probabilities for 
LWR fuel. A defect may occur if a point (P, 6P) is included in the "L" shape 
that defines values of 6P and P at the burnup of the fuel rod concerned c c 
{Figure 3.6). In other words fuel defects can occur if both the criteria in 
terms of P and 6P are satisfied, i.e. 

P- Pc > 0 and 6P- 6Pc > 0 

SCALE Of kWift 

DEFECT PROBABI L1 TY 

~" " 
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E E "i ~ .:.e. 100 .:.e. 
u... u... 
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FIGURE 3.7. Defect Probability Grid to be Overlaid on the PCI-OGRAM 
{Figure 3.6) to Estimate Defect Probabilities of Ramped 
LWR Fuel. The axes of this grid are laid over the "L" 
shaped lines representing fuel burnup on the PCI-OGRAM. 
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The variable that controls the defect probability is the one that yields 
the lower probability. 

Table 3.1 show defect probabilities predicted using the PCI-OGRAM model 
for various combinations of Pf and 6P at three burnups. Graphical represen-
tation of defect probability as a function of Pf, 6P and Bu will be included 
in Section 5. 

TABLE 3.1. PCI-OGRAM Predictions of Defect Probabilities When the 
Dwell Time at High Power Pf Exceeds 2.5 hours 

Defect Probabilities % 
Pf liP (loo MWh/kgU) (300 MWh/kgU) (500 MWh/kgU) 

rkW/m} kW/ft rkw7ml kW/ft 4.2 GWd/MTM 12.5 GWd/MTM 20.8 GWd/MTM 
50 (15) 40 (12) 33 100 100 

50 ( 15) 30 (9) 33 72 83 
50 (15) 20 ( 6) 15 17 17.8 

50 ( 15) 10 ( 3) 9 11 11.5 

40 (12) 30 (9) 11 38 75 
40 (12) 20 (6) 11 17 17.6 

40 (12) 10 ( 3) 9 11 11.5 

30 (9) 20 ( 6) <1 11 . 5 15 

30 (9) 10 (3) <1 11 11.5 

20. (6) 10 (3) <1 <1 <1 
20 (6) 5 (1. 5) <1 <1 <1 
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4.0 THE DEVELOPMENT OF THE PROFIT PCI FUEL FAILURE MODEL 

P. J. Pankaskie, Empirical Modeling 
P. G. Heasler, Statistical Analysis 

Analytical and statistical methods generally constitute an approach to 
modeling physical phenomena, wherein individual data and/or sets may be treated 
in a logical and consistent manner. The procedure generally involves identi­
fication of some physical/mathematical relationship between measured variables. 
This approach can also provide an opportunity to easily include, in the phe­
nomenological modeling, new and/or additional variables as they become avail­
able at some future time. Because it is still uncertain as to whether all of 
the variables of first order importance to the PCI fuel failure phenomenon 
have been identified, PNL chose the analytical/statistical approach in prefer­
ence to the graphical approach. 

4.1 MODELING CONSIDERATIONS 

PCI fuel failures have been modeled empirically( 21 , 22 ) in terms of 
operating parameters such as: 

• the post-transient fuel rod/assembly power (Pf) 

• the transient increase in fuel rod/assembly power (~P) 

• the fuel rod/assembly burnup (Bu) 

• the 11 dwe 11 11 time at the peak post-transient power or the de 1 ay between 
the transient and failure. 

Exploratory and experimental efforts have been undertaken in attempts to 
identify and quantify mechanisms by which PCI fuel failures occur. These 
efforts, as yet, have not been fully successful. There appears to be a gen­
eral consensus that thermomechanical and thermochemical mechanisms play key 
roles in PCI fuel failure. 

It has been postulated that the operating parameters that were available 

for this study, and that have been used in empirical fuel failure modeling, 
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are the corollary of certain thermomechanical and thermochemical fuel behav­
ior mechanisms. (42 ) The postulated mechanistic corollaries are as follows: 

• The mechanistic corollary to the post-transient fuel rod/assembly power 
(Pf) is the fuel temperature for relatively prompt fission product 
release from the fuel. 

This temperature appears to be the temperature at which thermally acti­
vated solid state reactions, diffusional processes, knockout-recoil 
mechanisms, etc., begin to occur at significant rates. The fission pro­
ducts of concern appear to be those which are chemically aggressive to 
the Zry cladding (e.g., 12, Cd, etc.). These considerations imply 
that, whenever the fuel rod/assembly power (Pf) is used as one of the 
PCI fuel failure modeling parameters, the values chosen for Pf must 
correspond to the fuel temperature. For example, in very fast transients 
caused by a sudden and substantial reactivity insertion, there is likely 
to be a significant mismatch between the heat generation rate and the 
actual temperatures corresponding to an equilibrium temperature within 
the fuel. It should also be noted that the post-transient power (Pf) 
is merely the sum of the pre-transient (Pi) and the transient increase 
(6P) in the fuel rod/assembly power. 

• The mechanistic corollary to the transient increase (6P) in fuel rod/ 
assembly power is the differential thermal expansion of the fuel and 
cladding. 

This differential expansion of the fuel and cladding provides the thermo­
mechanical interaction forces to produce the stress and strains in the 
cladding which, in the presence of fast neutron radiation damage and/or 
chemically aggressive fission products, may promote failure of the Zry 
cladding. There may also be additional factors such as: 

- the thermal stress effect in promoting radial cracking of the fuel 
pellets, which are likely to cause stress and strain intensification 
in the Zry cladding at the crack location 
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- the thermal transient effect( 42 ) in promoting the relatively prompt 
release of fission products, some of which are chemically aggressive 
to the Zry cladding. 

• The mechanistic corollary to the fuel burnup (Bu) is postulated to be at 
least severalfold: 

- the accumulation of a fission product inventory within the fuel, 

some of which, when released, are chemically aggressive to the Zry 
cladding 

- the accumulation of fast neutron radiation damage of the Zry cladding 
and which tends to enhance such stress-strain anomalies as the yield 
point, (a) dislocation channeling as manifested by drop-in-load 

yielding and strain localization and the reduction in strain energy 
absorption to failure 

- c 1 adding "creepdown" and fue 1 swelling which may promote harder 
interfacial contact between the fuel pellet and the cladding, and 
thereby intensify the thermomechanical interaction force accompanying 
a specific transient increase in power. 

• The mechanistic corollary to the "dwell time," as reported for Data Set 1, 

has been postulated( 42 ) to be the time-to-failure measured in a stress 
corrosion cracking test under a constant load, stress, or displacement in 
a chemically aggressive environment. 

The chemically aggressive environment is postulated(ll,lG) to be fission 

product iodine, cadmium and/or other fission product species that tend to 
embrittle the Zry cladding. The source of the "critical" load, stress or dis­
placement for stress corrosion cracking (SCC) is attributed to the differential 
thermal expansions of the fuel and cladding accompanying an increase in power. 

(a) Drop-in-load yielding, as used here, is defined as that characteristic of 
certain metals and alloys, to continue to deform plastically under exter­
nally-applied loads that are smaller than that necessary to cause the 
initial yielding. 
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Considering their mechanistic corollaries, the above operating parameters 
have generally been considered to be the most pertinent for empirical modeling 
of PCI fuel failures. For these reasons, virtually all PCI fuel failure data 
are reported in terms of these operating parameters (P, ~P, and Bu). Only 
Data Set 1 included a "dwell time" observation. and Data Set 5 included onlv a 
very few "time-to-failure" observations. 

Data relative to other operating parameters or their mechanistic corol­
laries are either very sparce or nonexistent. There are, however, well known 
phenomenological aspects of the stress-strain behavior of Zry in nonaggressive, 
chemically aggressive, and neutron radiation environments, which show Zry to 
be very strain rate sensitive, particularly within the range of fuel operating 
temperatures. Using the same logic by which mechanistic corollaries to key 
operating parameters were identified, one may also postulate that the operating 

• corollary to strain rate in the Zry cladding is the rate of increase (P) in 
fuel rod/assembly power. 

Based on the above considerations, empirical modeling of the available 
PCI fuel failure data should include consideration of the following operating 
parameters: 

1. the pre-transient (Pi) and/or post-transient (Pf) power, 
2. the increase in power (~P) 

3. the fuel burnup (Bu) . 
4. the power ramping rate (P) 
5. the time-to-failure. 

The above parameters were all considered in this attempt to model the PCI 
fuel failure phenomenon. 

4.2 STATISTICAL ANALYSIS 

The statistical model development is based on relating the failed and 
nonfailed data to the available reported operating parameters Bu, P, and ~P. 
The procedure involves using an assumed form for the solution and using this 
to evaluate probability of failure for a given set of conditions. Because of 
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the limitation on the independent parameters P and Bu for each data set, no 
one data set is complete enough to be used solely in the development. All 
data must be treated equally. 

The procedure involves the development of the most realistic functional 
relationship and then evaluating the data to see if they can be combined using 
this relationship. 

A CHI-squared test of each data set, including both failed and nonfailed 
data, was performed to determine the relative degree of apparent homogenity 
between individual data sets, and to evaluate the use of these data for devel­
oping a statistical probability of failure model. The results of this work 
indicate whether these data, by themselves, can be used to estimate failure 
probabilities having known confidence limits. 

If the answer to the homogenity test was negative (small values for the 
CHI-squared statistic), it would indicate that, although only three parameters 
were supplied, they would appear to be a composite data set, and that the 
individual data sets could be pooled together. Any probability estimates that 
might be generated from the data set would be reasonable and confidence limits 

determined. 

If the answer to the homogenity test is positive (large values for the 
CHI-squared statistic), it would indicate that the three parameters alone do 
not constitute a complete composite data set, and these data alone should not 
be used for the development of a purely statistical failure model. It also 
suggests that the probabilities, having known confidence limits, could not be 
derived from these data. 

In terms of predicting PC! fuel failure, a positive homogenity test would 
give a very strong indication that one, or more, first order parameters were 
missing from these data. In other words, P, ~P, and Bu would not constitute a 
complete and composite data set for statistical model development. It would 
not preclude failure model development by some other technique, but it would 
make it difficult to evaluate the confidence limits on the predicted failure 
probability. 
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In this effort, three types of models were used in the analysis. A simple 
linear model in the three paramters P, 6P, and Bu, a second order model, and 
the COSH model based on engineering considerations and other experimental data. 
Once the relationships were identified, a maximum likelihood technique was 
then used to fit these relationships to the data. 

A goodness-of-fit statistic was calculated for each model fit. This sta­
tistic is only accurate when replicate measurements exist in the data, so it 
should not be viewed as an absolute measure of goodness-of-fit. However, the 
goodness-of-fit statistic from different model-fits can be compared to assess 
the different models. The results of this work indicate that any of the three 
models used seem to fit the data as well as the others (see Appendix B). 

The test for homogenity of the three parameter data sets was made using 
the linear or main effects model. The results are shown in Table 4.1. The 
results suggest that the degree of homogenity is not great, and that the three­
parameter data base does not account for the observed variability between the 
individual data sets. 

TABLE 4.1. Test for Homogenity of Data Sets(a) 

Lo~likelihood Table 
-2 Loglike ihood -2 loglikelihood 

Data Set for Combined Fit for Individual Fits 

1 

2 

3 

4 

5 

TOTAL 

112.35 
368.82 
490.70 
346.04 
234.01 

1551.91 

66.52 
359.70 

0 
277.38 
162.05 

865.65 

Contribution 
of Data Set to 
Test Statistic 

45.83 
9.12 

490.70 • 
68.66 
71.96 

T = 686.27 

(a) This test for homogenity was conducted using the main effects 
mode 1. 
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The conclusion of this statistical work indicates that P, 6P and Bu are 
inadequate for developing a purely statistical model for estimating the proba­
bility of failure caused by PCI. It also suggests that it is not possible to 
calculate the error bands for failure probabilities that would be computed 
using only these three parameters. 

The test statistic is T = 686.27. If the data sets were homogenous, T 

should be less that x0•99 (16) = 32, 99% of the time. Since T is bigger than 
32, we can conclude that the data sets are not homogenous. (See Appendix B 
for detail of the calculations.) 

4.3 EMPIRICAL MODELING OF THE PCI FAILURE PHENOMENON 

The preceding statistical analyses of the available three-variable data 
(Data Sets 1 through 5) show that the PCI fuel failure phenomenon cannot be 
adequately modeled from three variable data by statistical methods alone. 
Data quantifying all other operating variables of first order importance in 
the PCI fuel failure phenomenon, would be necessary for the development of a 
purely statistical PCI fuel failure model. Additional three variable PCI 
data, even though they were infinitely more precise or covered a much broader 

range of the same three operating variables, would be of no greater value or 
further use in the development of a purely statistical PCI fuel fail- ure 
model. Under these circumstances, any PCI fuel failure modeling approach must 
include empirical methods. 

4.3.1 Development of a Failure Function 

The PCI fuel failure data available for this study were identified almost 
entirely by the operating variables P, 6P aoo Bu. Data Set 1 included a "dwell 
time" observation. Only Data Set 5 included a very few "time-to-failure" 
observations. There were almost no data that included parameters such as: 

• power ramping rate (P)(a) 

(a) Data Set 1 includes this information, but the range of power ramping rates 
is less than an order of magnitude. 
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• fuel design effects such as: fuel-to-cladding gap size, interfacial lub­
ricants or sec inhibitors, prepressurization, etc. 

• operating history for either failed or nonfailed fuel rods/assemblies 

• neutronic aspects, such as local fuel rod power suppression, peak rod 
power positions, etc. 

Two of the approaches by which the available three parameter (P, ~P, and 
Bu) PCI fuel failure data may be evaluated and a failure function derived are: 

1. A critical value threshold approach which requires assurance from some 
independent and/or alternate source that the PCI fuel failure phenomenon 
is "threshold'' controlled, and assurance that the available data include 
critical value data points. 

2. A regression or least squares surface fitting approach, which provides 
the best results when the data samples are of sufficient size and distri­
bution, requires that the data are randomly distributed about the statis­
tical mean surface/contour. 

A threshold for PCI fuel failures may be estimated graphically by the 
development of its surface directly from the three-dimensional data coordin­
ates, P, ~P and Bu. Some apriori knowledge of the threshold surface/contour 
from an independent and/or alternate source, however, is necessary to be 
assured that the developed threshold surface is based on critical value data. 
In the absence of definitive apriori knowledge of the PCI failure threshold, 
it became necessary to evaluate the PCI failure data by analytical and statis­
tical regression methods. 

Taking into account the limit~tions of the data, the selection of the PCI 
fuel failure analysis approach was based on the following requirements, 
assumptions and/or critiera: 

• the apriori assumption was made that each data point and each data set 
was as valid as any other, unless and/or until shown otherwise (in short, 
one model for all data) 
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• because each PCI fuel failure data point is spatially defined by the 
coordinates P, 6P and Bu, there must be a unique relationship between 
these parameters 

• the method must be mathematically and statistically consistent for 
assigning a unique and single valued failure probability 

• the relationship between parameters should be substantiated by indepen­
dent approaches and/or alternate fuel behavior parameters. 

The approach was to determine, by regression analysis, the mean surface/ 
contour for the PCI failure data in Data Sets 1 through 4 only. Data Set 5 
was excluded-because those data are far more experimental than statistical in 
character. If the four PCI failure data sets produce an acceptable mean 
surface/contour, then the combined failed and nonfailed data may be used to 
derive a failure function. The failure probabilities can then be estimated by 
means of this analytical function. 

The initial effort was to segregate the data into relatively small and 
discrete burnup intervals and seek some pattern between the increase in power 
(6P), and either the initial pre-transient (Pi) power or the final post­
transient (Pf) power. Figures 4.1 through 4.6 show the composite fajled and 
nonfailed data segregated into discrete burnup intervals, and the data set 
identification number (DNF =did not fail; F =failed) for each data set. 
Inasmuch as the burnup effect appears to approach an asymptote within the 
range of about 5 to 10 GWd/MTM, all of the data within the range of 13.5 < 

Bu < 35.5 GWd/MTM are shown in Figure 4.7. Least squares, linear and non­
linear regression methods, were applied to all of the failed data. The best 
fit to all of the failure data (taken from Data Sets 1 through 4) was obtained 
using least square, nonlinear regression methods and resulted in the following 
function: 

(4.1) 

and: 
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where: 

p a = B [1 + e -C • B u J 

6PSM = statistical mean transient increase in power for fuel failure 
Pi = initial pre-transient power 
Bu = fue 1 bu rnup 

A,B,C = constant coefficients. 

(4.2) 

As shown in Figures 4.1 through 4.7, the ~PSM function is superimposed 
on the composite data at the averaged burnup for the PCI fuel failures within 
each burnup interval. Figure 4.8 is a computer-generated plot of 6P versus 
Pi from the nonlinear regression analysis of all the PCI fuel failure data 
in Data Sets 1 through 4. On this plot, the zeros (0) and a few of the dollar 
($) signs denote PCI failures, where these dollar signs represent two or more 
coincident failure data points. The asterisks (*) denote the 6PSM function. 
The bulk of the dollar ($) signs, particularly in the vicinity of the aster­
isks, indicate that the 6PSM function predicts the PCI failure observation. 
Figure 4.9 is a similarly generated plot of 6PSM versus Bu, in which the 
data are much more scattered. The burnup effect, however, does appear to 
approch an asymptote within about the 5 GWd/MTM to, perhaps, as high as 
10 GWd/MTM burnup range. Figure 4.10 shows the general distribution of the 
PCI failure observations about the statistical mean 6P for Data Sets 1 

through 4. It is significant to note that the distribution about the mean is 
random. 

4.3.2 Corroboration for the COSH Function 

As shown in Table 3.1, there is considerable diversity in the three fuel 
designs from which the PCI fuel failure data were derived. There appears, 
also, to be significant diversity in the transients in which the failures 
occurred (see Section 1). As noted in Section 3, each data set occupies a 
rather limited volume of the three-dimensional space defined by the operating 
parameters P (either Pi or Pf)' 6P, and Bu. Under these circumstances, it 
seems unlikely that any individual data set would be wholly representative of 
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the PCI fuel failure phenomenon. Regression analyses of the data sets indivi­
dually do indeed show some disparity in the statistical mean surface/contour 
for the Data Sets 1 through 4 for the failure data in each data set. Although 
the disparity in the statistical mean surface/contour was not generally great 
from data set to data set, it was considered necessary to attempt some 
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independent corroboration of the COSH function as derived from the combined 
failure data. To obtain some independent corroboration of the COSH function, 
a number of transient power increase simulations were analyzed with the GAPCON­
THERMAL-3 fuel performance computer code. (43 ) In these transient simula­
tions, a constant increment of circumferential strain (6 £88), calculated by 
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the code to occur in the transient only, was used as a criterion for equal 
severity of the transient. The choice of this criterion was based on the pos­
tulate that the differential thermal expansion of the fuel and cladding is the 
mechanistic corollary of the transient increase in power (~P). Therefore, the 
increment of circumferential strain (~£aa), which occurs in the transient 
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only, is a measure of that differential thermal expansion. The results of 
these transient simulations are shown in Figures 4.1, 4.3, and 4.5. The simi­
larity between the COSH function for the composite PCI failure data and the 
transient simulations appears to provide assurance that the statistical mean 
failure surface/contour determined from the fuel failure data can be used as a 
basis for a failure probability function. 
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4.4 OTHER PCI FUEL FAILURE PARAMETERS 
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Several additional parameters have been identified in Section 4.1 as per­
tinent to defining the operating conditions under which PCI fuel failure may 
occur. Those operating parameters are the time-to-fail (TTF) and the power 

• ramp i ng rate ( P) • 
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4.4.1 Time-to-Fail Considerations 
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The FUELOGRAM includes a dwell time parameter used to modify the critical 
value thresholds, ~Pc and ~Pfc· This dwell time is unique to Data Set 1, 
and is the result of the on-line refueling operation in pressure-tube-type 
PHWRs. As noted in Section 2, all failures in Data Set 1 occurred within the 
18-minute dwell time period during which the fuel resided at the peak power 
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position within the pressure tube fuel channel. These failure observations, 
together with other experimental irradiations and iodine stress corrosion 
cracking (I2SCC) laboratory experiments, were used to define a dwell time 
effect modification to the critical value thresholds, Pc and Pfc' as used in 
the FUELOGRAM. Since the SCC phenomenon (under conditions of constant load or 
stress) is time dependent, some time must elapse between the imposition of 
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the increase in power and subsequent failure if stress dependent 12scc is, 

in fact, the only mechanism by which PCI fuel failures occur. 

An alternate viewpoint is that a PCI fuel failure, if it is to occur as 

the result of a transient increase in powe~, is most likely within the first 
quarter of the period of damped power oscillations following the increase in 
power. The neutron flux and the heat generation rate (HGR) in the fuel rise 
in response to an increase in reactivity. As the neutron flux increases above 
the pre-transient level, the 135xe is quickly reduced by an increased rate 
of neutron absorption. Because the 135xe neutron absorption cross-section 

is large, the reduction in 135xe concentration, below the 1351 to 135xe decay 
equilibrium, allows the flux/HGR to overshoot the final post-transient power. 
This increase in flux produces an increase in 1351 concentration. As the · 
first quarter period is approached, the decay of the neutron absorption of 
1351 to 135xe results in a greater than final equilibrium concentration of 
135xe. This greater than final equilibrium concentration now exerts a damping 

effect and begins to cause a decrease in the flux/HGR. In this fashion, the 
over-and-undershoot in the flux/HGR continues in a damped oscillatory mode 
until the 1351 to 135xe decay equilibrium for the new power level is reached. 
Other factors, such as moderator density, rate of change in power, etc., may 

affect, to some degree, the magnitude and/or period of the damped power oscil­
lations accompanying any change in power. For all rates of increase in flux/ 
HGR, wherein there is no mismatch between power and fuel temperatures, the 
differential thermal expansion of the fuel and cladding will closely parallel 
the flux/HGR increase and the subsequent damped power oscillations. Under 
these conditions, the fuel cladding is subjected to a steadily increasing 
differential thermal expansion displacement, which peaks at about the first 
quarter of the damped power oscillation period. From that time on, the dif­
ferential thermal expansion displacement diminishes cyclically throughout the 

remaining damped power oscillations. Depending, at least to some extent, upon 
the magnitude of the flux/HGR "overshoot," the differential thermal expansion 
displacement in the Zry cladding may be substantially (and perhaps entirely) 
removed at or prior to the three-quarter point in the first damped power 
oscillation period. Further removal of the differential thermal expansion 
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displacement will be accelerated by irradiation-enhanced stress relaxation. 
Therefore, assuming that the differential thermal expansion of the fuel and 
cladding is the source of the thermomechanical interaction for failure of the 
Zry cladding, failure then appears to be most likely within about the first 
quarter period of the damped power oscillations which accompany an increase in 
fuel rod/assembly power. These considerations suggest that the COSH failure 
function may be modified by a time-to-failure (TTF) parameter in a manner anal­
ogous to the dwell time parameter used in the FUELOGRAM. Alternatively, an 
adjunctive function might be chosen to aid in estimating the likelihood for 
failure. Because time-to-failure observations were very sparse within the 
available data, the adjunctive function approach was chosen. An adjunctive 
function, which currently appears to merit consideration, is a time-to-fail 
(TTF) function, tentatively defined as follows: 

(4.3) 

where: 
TTF = time-to-fail 

T = period of the damped power oscillations accompanying a transient 
increase in power 

~P = transient increase in power 
Pf = final, post-transient power. 

If one assumes that the PCI fuel failure is principally dependent upon the 
severity of the thermomechanical interaction (i.e., differential thermal 
expansion of the fuel and cladding), the time-to-failure then may be expected 
to be primarily dependent upon the transient increase in power (~P). Alterna­
tively, if one assumes that PCI fuel failure is principally dependent upon the 
severity of the thermo-chemical interaction (i.e., stress corrosion cracking 
by fission product 12, Cd, etc.), the time-to-failure then may be expected 
to be primarily dependent upon the peak post-transient power {Pf). Available 
time-to-fail information in the five data sets are both sparse and uncertain. 
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In Data Set 1, all failures were reported to have occurred within the 18-minute 
dwell period during which the fuel resided at the axial peak power position 

within the pressure tube fuel channel. Assuming that, for the least severe 
transient (6P and Pf)' the time-to-fail was equal to the 18-minute dwell time 
and one and one-half minutes for the most severe transient, the time-to-fail 
appears to be better defined by the 6P parameter as follows: 

where: 
TTF =time-to-fail, minutes 
6P = transient increase in power, kW/ft 

a = 90 minutes 

b = -0.28. 

(4.4) 

Data Set 5 includes only a very few time-to-fail observation~ from "one­
of-a-kind" experiments. Using these data, the time-to-fail appears to be bet­
ter defined by the Pf parameter as follows: 

where: 
TTF =time-to-fail, minutes 

Pf = final, post-transient power, kW/ft 
Pa = burnup asymptote as defined in Equation 4.2, kW/ft 
a= 48 minutes 
K = -0.43. 

(4.5) 

The least squares, nonlinear regression fit of the sparse time-to-fail 
observations from Data Set 5 is shown in Figure 4.11. Figure 4.12 shows the 

statistical distribution of the time-to-fail observations about the statistical 
mean for the limited data. Clearly, one observation, at least, is at consid­

erable variance with the general set of time-to-fail observations. Even 
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though, from a statistical viewpoint, Data Set 5 is the least reliable, it 
provides the only quantified time-to-fail observations. For this reason, 
Equation 4.5 appears to be the most appropriate adjunct function for use in 
estimating the probability of failure frem a transient increase in power. 

4.4.2 Strain Rate Considerations 

There are at least two behavioral characteristics of Zry which are very 
strain-rate sensitive and appear to be of major significance to the PCI fuel 
failure phenomenon. These behavioral characteristics are: 1) strain rate 
dependent sec embrittlement, and 2) strain rate dependent plastic deformation. 

There is no consensus as to which of these two strain rate dependent 
behavioral characteristics dominate the Zry fuel cladding failure. Based on 
the available (but limited) data, both strain rate behavior characteristics 
appear to be of major importance and may even be synergistic. 

4.4.2.1 Strain Rate Dependent SCC Embrittlement in Zry 

One viewpoint is that the dominant failure mechanism in the PCI fuel 
failure phenomenon is stress corrosion cracking (SCC) and/or liquid/vapor 
metal (L/VME) embrittlement by fisson products, such as iodine, cadmium, etc., 
which may be more or less promptly released from the fuel during a power tran­
sient. Moreover, this viewpoint generally holds that a critical threshold 
stress within the Zircaloy cladding must exist for failure by the sec mechan­
ism. Considerable experimental effort has been expended in an attempt to 
establish the existence of and quantify the critical threshold stress for 
SCC. There is, however, a growing body of experimental data showing that 
strain rate and, perhaps, strain are key parameters in the stress corrosion 
phenomenon. (44-49 ) 

Parkins(44 ) and others(45 -48 ) have shown that the susceptibility of metal 

alloys to stress corroson cracking, as evidenced by a reduction in the tensile 
strength or fracture ductility is, among other factors, strongly and directly 
related to the strain rate imposed on the sec test coupon. Scully, et al. (47 ) 
have shown experimentally in sec tests on notch-defected coupons, that the 
stress corrosion cracking rate is determined by the crack tip strain rate and 
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not the absolute magnitude of the imposed body stress. Simulated fuel expan­
sion experiments by Wood, et al. (l7) show the effect of straining rate on 
the averaged circumferential strain at failure in Zry fuel cladding in an 
iodine environment. In I2 SCC tests on unirradiated Zry, Peehs, et al. (49 ) 
observed a minimum in the relative uniform elongation at a critical strain 

rate. At either faster or slower strain rates the effective aggressiveness of 
the iodine is virtually eliminated. These data further suggest that the strain 
rate effect on the the reduction in relative uniform elongation is directly 
proportional to the iodine concentration. Coffin(SO) observed that increas­

ing temperature and decreasing strain rate enhance the embrittling effect of 
iodine on Zry. 

In smooth bar specimens under tension, Parkins( 44 ) observed that failure 

in an aggressive environment is preceded by the appearance of many surface 
cracks for all metal alloy systems investigated. Similar cracking behavior 
has been reported by Tomalin, (Sl) Lee and Adamson( 52 ) with Zry in iodine, 

and by Grubb(l6) in liquid cadmium and cadmium-cesium mixtures. By contrast, 
a notch-defected coupon was always observed to fail by cracking from the notch­
root. (44 , 47 ) Cubicciotti, et al. (l8) observed this behavior with Zry fuel 

cladding notched in the ID surface and tested under tension by internal pres­
surization with helium and iodine mixtures. Coffin(SO) observed that micro­

cracking was not observed at strains below about 0.6 to 0.7%. Zebroski and 
Roberts( 53 ) have reported that the minimum strain for cracking the oxide 
surface film was about 0.4%. It was not reported as to whether this minimum 
strain for oxide cracking was observed in tests on irradiated or nonirradiated 
Zry. Cubicciotti, et al. (l8) did experiments wherein the cracked oxide film 
was removed by ion milling to reveal the microcracking in the metal substrate. 
The microcracking in the metal substrate was observed only at second phase 
particle sites. It apparently was not determined whether the microcracking 

developed from fracturing of the second phase particle itself, or as decohesion 
of the second phase particle from the surrounding metal matrix. In any case, 
plastic deformation, as manifested by slip, appears to be necessary to 
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initiate microcracking by either process. In these experiments, there were no 
measurements of the strain at which microcracking was observed, although the 
strain in the Zry coupon ranged from about 1 to 6%. 

The experimental observations begin to show the key importance of both 
strain and strain rate on the sec susceptibility, and on the tensile load 
carrying characteristics under sec and/or L/VME conditions. These experimental 
observations clearly show that strain and strain rate are key parameters, but 
are not sufficiently definitive by themselves to determine whether the strain 
and strain rate related mechanisms are dominant factors in the PCI fuel 
failures. 

4.4.2.2 Strain Rate Dependent Plastic Deformation in Zry 

It has been generally recognized for the past two decades that Zirconium 
and some alloys display anomalous plastic deformation behavior within at least 

the 200°C < T < 400°C temperature range. The anomalies, often observed in 
connection with plastic tensile deformation, include: 

• localized yielding and strain-softening as manifested by the "drop in 
load" yielding behavior 

• an abrupt increase in the plastic flow stress following plastic straining, 
and oftentimes, interrupted loading 

• a decrease in the strain energy absorption to failure with decreasing 
strain rate, and to a lesser extent, dependent upon temperature. 

Although these anomalies have been reported only in connection with plas­
tic tensile strains, it is presumed that they may also occur in connection 
with plastic shear, inasmuch as the anomalies appear only after some plastic 
deformation. These anomalies are generally ascribed to dislocation-interstitial 
interactions, more conmonly known as "strain-aging." Oxygen is generally con­
sidered to be the functional interstitial within principally the 200°C < T < 

400°C temperature range. (54- 56 ) 

Excepting strain rate effects, the localized yielding anomaly has been 

fairly extensively investigated in uniaxial (plane stress) tensile tests on 
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both irradiated(Sl) and unirradiated( 58- 62 ) Zry, and are summarized as follows: 

• The sharpness of the yield point and the magnitude of the yield drop 

appear to increase with increasing temperature and decrease with increas­
ing strain hardenability. These effects appear to be dependent, to some 
extent at least, on the interstitial content. 

• Localized yielding does not require large prior plastic strains, nor is 
it attributable to deformation by twinning. 

• The yield drop appears to be inversely proportional to grain size, 
although a yield point has been observed in Zry single crystals. 

Anisotropy effects on localized yielding have not been systematically 
explored. Considering the mechanisms postulated(ss,sg, 61 ) to account for 

the localized yielding anomaly, a yield point is likely to be both more preva­
lent and pronounced in the hoop direction in Zry tubing. 

The most significant observations from uniaxial (plane stress) tensile 
tests on irradiated Zry are summarized as follows: 

• irradiation appears to lower the temperatures at which localized yielding 
occurs 

• anisotropy/directional effects are retained. 

In PIE uniaxial (plane stress) tensile tests on rolled sheet, Bement(Sl) 
further observed that the stress-strain behavior in the transverse direction 
was characterized by a sharp yield point and a single Luder•s band( a), wherein 
all subsequent strain to failure was confined. In the longitudinal direction, 
however, the yield point at the same fluence was less pronounced and subsequent 
strain to failure was significantly less localized. This general stress-strain 
behavior was also observed in Hardy's( 63 ) axial and transverse ring uniaxial 
(plane strain) tensile tests on Zry fuel clad tubing. There were slight dif­
ferences in strain rates (0.017 min-1 and 0.05 min-1, respectively) in the 

axial and transverse ring tests. Hardy's investigations also included biaxial 
stress tests by internal pressurizaton of the Zry fuel clad tubing. Except 

(a) This is a manifestation of dislocation channeling. 

4-29 



for the effective strengthening by the biaxial stress state, the general 
stress-strain (and particularly, the yield point behavior) does not appear to 
oe signficantly different from that in the transverse ring uniaxial tension 
tests. The effect of grain size on the stress-strain behavior was noted to be 
greater in the transverse ring uniaxial and internally pressurized biaxial 
stress tests than in the longitudinal uniaxial tension tests. There did not, 
however, appear to be any relative change in grain size effect by neutron 
irradiation. 

Excepting strain rate effects over a wide range of strain rates, the flow 
stress anomaly (6a/a) has been investigated in both uniaxial tensile and creep 
tests. (58 ) For unirradiated Zry, as determined from uniaxial tensile tests, 
the ~a/a increases with temperature throughout about the 200°C < T < 450°C 
temperature range, aging time, aging stress, and strain rate. The range of 
strain rates over which the ~a/a anomaly was examined was relatively small, 
ranging from 0.0064 min-1 to 0.24 min-1• Based on PIE uniaxial (plane stress) 
tensile tests, Veever, et al. (55 ) concluded that the ~ala anomaly was 
reduced to insignificance after irradiation to a fluence ranging from 5.0 E 
19 nvt to 1.0 E 19 nvt. As noted previously, radiation appears to lower the 
temperature at which the yield point, yield drop, and localized deformation 
occur. Based on this observation, is it not then also possible that radiation 
may cause a similar shift in the strain-aging temperature? 

As determined in uniaxial tensile creep tests, the ~a/a anomaly for 
unirradiated Zry is manifested by significant reductions in creep rates which, 
within the 200°C < T < 450°C temperature range, persist for very substantial 
times (i.e., >>1000 hrs.). (64-66 ) The time over which the reduced creep 
rates persist appears to be inversely proportional to temperature. The effect 
of neutron irradiation, as determined from influx, uniaxial tensile creep 
tests, is to markedly reduce the time ( 0 to 10 hrs) during which the creep 
rates are reduced. (65 ) 

Strain energy absorption to failure has been generally regarded as a con­
stitutive property of materials only in relation to impact and linear elastic 
fracture behavior. The yield strength and ductility (uniform and/or total 
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elongation and reduction in area) are generally regarded as the important con­
stitutive properties in relation to stress-strain behavior. In a material 
which displays anomalous stress-strain behavior, the use of the yield and/or 
ultimate strength and ductility to fully define stress-strain behavior may be 
deceptive and misleading. Figure 4.13 shows three stress-strain curves which 
are postulated to be more or less characteristic of irradiated Zry at widely 
differing strain rates and plane stress conditions. The stress-strain curve 
for the intermediate strain rate is actually more or less characteristic of 
the stress-strain behavior in the transverse direction in rolled sheet observed 
by Bement, (Sl) and in the hoop direction fuel cladding observed by Hardy, (G3) 
in irradiated Zry. The very low and very high strain rate stress-strain 
behavior for irradiated Zry has not been thoroughly or systematically explored. 

Vl 
Vl 
I.I.J 
0::: 
1-
Vl 

STRAIN 

HIGH STRAIN 
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FIGURE 4.13. Postulated Tensile Stress-Strain Behavior for Irradiated 
Zry as Influenced by Strain Rate and the Localized Yield­
ing Anomaly 
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The effect of strain rate .on the tensile stress-strain behavior of Zry 
and some alloys was investigated to a limited extent by Lee. (6?) All tests 
were at 350°C. All tensile coupons were taken from the transverse direction 
of rolled sheet. Monotonic strain rates ranged from 6.3E-5 min-1 to 6.3E-1 
min-1. Strain hardening occurred in all tests and the yield anomaly was 
noted only in the higher strain rate tests. The effect of strain rate on the 
tensile stress-strain behavior of irradiated Zr-4 was investigated to a lesser 
extent by Azzarto, et al. (6B) The PIE tensile tests were at 282°C and 
strain rates ranging from 8.3E-8 min-1 to 5.0E-2 min-1• Exposures ranged from 
6.0E20 nvt to 9.4E20 nvt. The results of these two stress-strain behavior 
investigations are shown in Figure 4.14, where the strain energy 
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absorption to failure relative to the minimum strain energy absorption to 
failure, in each data set, is plotted as a function of strain rate. As a mat­
ter of interest, the strain energy absorption to failure for the irradiated 
condition is within the range of 1/6 to 1/7 of that for the unirradiated con­

dition at all strain rates. This difference, however, represents, in part, 
the test temperature difference, as well as the irradiation effect on the 
strain energy absorption to failure. 

Experimental observations, particularly, those of Bement(S?) and Hardy(63 ) 

on irradiated Zry, of a yield point, yield drop, and localized strain to fail­
ure, strongly suggest that this stress-strain anomaly is of major importance 
in the PC! fuel failure phenomenon. The occurrence of a yield point and yield 
drop as a manifestation of dislocation channeling constitutes a mechanical 
instability wherein the external loading and/or displacement necessary to sus­
tain plastic deformation in the dislocation cleared channels is less than that 
which was required to initiate yielding. Under this condition, further strain­
ing will occur in the dislocation cleared channels, in the absence of any 
change in the external loading and/or displacement, until the difference 
between the strain energy required for the initial yielding and that required 
to sustain plastic deformation in the dislocation cleared channels is dissi­
pated in plastic deformation. When this concept is applied to a fuel rod, it 
must be recognized that the strain energy differential, as just defined, will 
be in direct proportion to the ratio of the cross-sectional areas of the fuel 
rod and the localized yielding zone(s) in the Zry cladding! These considera­
tions suggest that the occurrence of a yield point and yield drop in the Zry 
cladding of a fuel rod provides a strain energy differential which is at least 
potentially greater than can be dissipated in localized plastic flow without 
incurring failure. As shown in Figure 4.14, the strain rate effect on the 
strain energy absorption to failure appears to be generally similar to the 
strain rate effects observed by Parkins( 44 ) and others( 46- 49 ) in chemically 

aggressive environments. 

Based on the foregoing discussions and the on postulate that power ramping 

rate (P) is the operating corollary of strain rate dependent deformation and 
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failure mechanisms, it appears that the COSH failure and/or any other failure 
probability function should be modified to account for the strain rate sec 
embrittlement and plastic deformation characteristics of the Zry cladding. · 
Figure 4.15 shows the PCI fuel failure distribution about the statistical mean 
for all failure data (See Figure 4.10), adjacent to the strain energy absorp­
tion to failure versus strain rate for the Zry cladding (see Figure 4.14). 
Recognizing that the composite PCI fuel failure data base probably encompasses 
a range of power ramping rates, this juxtaposed view suggests that at least 
some of the failures, which occurred in the least severe of the transients 
represented in the data base, may have been the consequence of power ramping 
conditions (rates) corresponding to strain rates in the Zry cladding at which 
the strain energy absorption to failure is a minimum. By the same logic, some 
of those failures which occurred in the more severe transients may have been 
the consequence of power ramping/strain rate conditions for which the strain 
energy absorption capacity of the Zry cladding is comparatively large. These 
considerations therefore suggest that the likelihood of incurring PCI fuel 
failures in low severity transients could be significantly greater than in the 
more severe transients! 

It must therefore be recognized that all failures that lie below the 6PSM 
surface/contour do not necessarily have a lower probability of failure than 
the failures that lie above 6PSM (shown in Figures 4.10 and 4.15). In short, 
there is likely to be a family of 6PSM surfaces/contours each with its own 
statistical distribution of failures and each corresponding to a specific 
strain/power ramping rate. 

Power ramping rate (P) information can be extracted only from Data Set 1. 
In Data Set 1, however, the range of power ramping rates is very narrow (less 
than an order of magnitude) and inadequate to define a power ramping/strain 
rate dependence for the PCI fuel failure phenomenon. If, as suggested above, 
there is some correspondence between the severity of the transient and the 
power ramping/strain rate dependent strain energy absorption to failure, then 
the COSH failure function must be modified to reflect the strain rate sensitive 
SCC embrittlement and plastic deformation characteristics of the Zry cladding. 
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Which PCI Failures Were Observed and The Strain Rate 
Versus Strain Energy Absorption to Failure. 

One possib le approach is the use of a simple multipl i er to the COSH failure 
f unction. One appropriate multiplier appears to be the ratio of the strain 
energy ad sorption to failure, corresponding to the strain/power ramping rate 
in the actual transient, to the minimum strain energy absorption to failure 
corresponding to the critical strain/power ramping rate. Assuming that the 
above suggested approach may reasonably account for power ramping/Zry cladding 
strain rate effects for all of the failed data, the COSH failure function may 
then be modifi ed as follows: 

(4.6) 
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where: 

~PSMl· 
JP0 

now corresponds to the mean ~P for a limited range of observed 
power ramping rates and corresponding straining rates in the 
Zry fuel cladding, 

is the strain energy absorption to failure at the specific 
straining rate in the Zry fuel cladding corresponding to the 
observed power ramping rate, 

SEAFc is the minimum in the strain energy absorption to failure at 
the critical straining rate in the Zry fuel cladding 
corresponding to a critical power ramping rate. 

The parameters Pi and Pa and the coefficient A are all the same as in 
Equation 4.1. The power ramping/strain rate/strain energy absorption to fail­
ure modification, as shown in Equation 4.6, was applied to the COSH failure 
function in the belief that many, if not all of the PCI failures in the com­
posite data are likely to have occurred not only because of the severity of 
their transient increase in power, but also because their power ramping rate 
corresponded to a near critical range of cladding straining rates for which 
the strain energy absorption to failure is minimal. Conversely, it appears 
likely that failure in the remainder of the composite data was avoided because 
their power ramping rates corresponded to cladding straining rates for which 
the strain energy absorption to failure is comparatively large. 

4.5 FAILURE PROBABILITY 

Empirical methods have provided a basis for the development of at least 
some of the elements of a model of the PCI fuel failure phenomenon. The ele­
ments of this PCI failure model are: 

• the COSH function (Equation 4.1 and 4.2) defining the relationship 
between the three operating variables P, ~P and Bu for the composite PCI 
failure data 
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• a multiplier to account, at least in part, for the strain (power ramping) 
rate and strain energy absorption to failure behaviorial characteristics 
of the Zry fuel rod cladding. (Equation 4.6} 

Assuming that these elements of the PCI failure model provide an accept­
able representation of the PCI fuel failure phenomenon, they may then be com­
bined with a model for estimating the probability of failure in transients. 

Using standard statistical methods, a function based on the COSH failure 
function, may be defined mathematically such that it constitutes the surface/ 
contour which best separates the failures from nonfailures. The Qrobability 
of failure in transients (PROFIT) model is: 

where: 

~PSM =~COSH (pi ; pa) 
Pa = B (1 + e- C. Bu) 

(4.7) 

The coeffients, s0, s1 and s2, are selected so as to best separate the 
failures from non-failures. The parameters are as previously defined. Equa­
tion 4.7 may then be used in a logistic distribution function (Equation (4.8} 
to provide an estimate of the probability of failure in transients as follows: 
(See Appendix B) 

POF = (4.8) 
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where: 

Pi = initial, pre-transient power- kW/ft 

Bu = fuel burnup - GWd/MTM 

~P = observed increase in power - kW/ft 
0 

~PSM = statistical mean increase in power - kW/ft 

SEAF
0 

=strain energy absorption to failure for the Zry 
cladding at the strain rate corresponding to the 
observed power ramping rate. 

SEAFc =the minimum in the strain energy absorption for the 
Zry cladding at the critical strain rate corresponding 
to a critical power ramping rate. 

POF = probabability of failure 

A = 8.23 

B = 12.70 

c = 0.34 

80 = -0.36 

81 = 0.58 

82 = 0.63 

Figures 4.16 and 4.17 show the estimated probability of failure assuming 
a SEAF ratio of unity. Table 4.2 shows the postulated effect of strain/power 
ramping rate on the estimated probability of failure for several SEAF ratios. 
As shown in Table 4.2, the postulated effect of .the strain/power ramping rate 

on the probability of failure is substantial, particularly for the less severe 

transients. 

Inasmuch as the composite data provided very little power ramping rate . 
(P) information, additional data are needed to quantify the strain/power ramp-
ing rate and strain energy absorption to failure (SEAF) relationship before 
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more accurate PCI failure probabilities can be estimated from PROFIT. The 
strain energy absorption to failure (SEAF) dependence on strain rate and 
environment appears to be the constitutive material property of first order 
importance in determining the likelihood of failure of the Zry cladding when 
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~ -

subjected to the differential thermal expansions of the fuel and cladding that 
accompany a transient increase in fuel rod power. Therefore, power ramping . 
rate (P), as the corollary operating parameter to strain rate in the Zry clad-
ding, appears to be an operating variable of first order importance in PCI 
fuel failures. 
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TABLE 4.2. Postulated Effect of Strain/Power Ramping Rate 
on the Estimated Probability of Failure 

Operating Parameters Probability of Failure 
(Data Set 1} % 

Bu Pi t.P SEAF /SEAF 
GWd/MTM kW/ft kW/ft 1 1.25 1.5 --
2.13 3.17 12.25 10.4 1.24 0.14 
2.42 3.51 14.39 49.4 11.6 1. 75 
6.04 8.44 8.66 79.9 63.6 43.5 

4.6 SUMMARY 

A detailed statistical analysis of the failed fuel data indicated that 
additional parameters besides P, t.P, and Bu are needed to fully define PCI 
fuel failure in terms of failure probability estimates with known confidence 
limits. Additional variables are needed. The environmental and strain rate 
dependent, strain energy absorption to failure (SEAF) constitutive property of . 
the Zircaloy cladding and power ramping rate (P) as the corollary operating 
parameter, have been postulated as one additional variable of first order 
importance to the PCI fuel failure phenomenon. Time-to-failure (TTF) was also 
examined as a potential variable. Because there was very little information 
relative to TTF in the composite data, the order of its importance to the PCI 
fuel failure phenomenon, or its usefulness as an adjunct function in estimating 
the probability of failure, is uncertain. 

PROFIT is the result of the application of standard statistical regression 
methods to all available PCI fuel failure data and an analysis of the environ­
mental and strain rate dependent stress-strain properties of the Zry cladding. 
The PROFIT model introduces an environmental and strain-rate dependent strain 
energy absorption to failure (SEAF) concept as the mechanistic corollary of . 
the operating variable, power ramping rate (P}, and as a criterion for failure 
of the Zry cladding. The modeling parameters are the operating variables: 
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• pre-transient power (Pi) 
• transient increase in power (6P) 
• fuel burnup (Bu) 

and the constitutive material property: 
• strain energy absorption to failure (SEAF). 
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PROFIT is summarized in terms of these modeling parameters as follows: 

A (P. A- pa) 6P SM = "2 • cosh - 1
.:_,..--= 

and: 

TTF = () . l{Pf-Pa) 

s = ewo) 80 + 816po- 826PSM SEAFc 

POF = 
es 

e5 + 1 

where: 

Pi = initial, pre-transient power- kW/ft 

Pf = final, post-transient power - kW/ft 

Bu = fuel burnup - GWd/MTM 

6P
0 

=observed increase in power- kW/ft 

6PSM = statistical mean increase in power - kW/ft 

SEAF
0 

=strain energy absorption to failure for the Zry 
cladding at the strain rate corresponding to the 
observed power ramping rate 

SEAFc =the minimum in the strain energy absorption for the 
Zry cladding at the critical strain rate corresponding 
to a critical power ramping rate 

TTF = time-to-fail-minutes 

POF = probabability of failure 
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(4.2) 

{4.5) 

(4.7) 

(4.8) 



A = 8.23 
B = 12.70 
c = 0.34 

B
0 

= -0.36 
B1 = 0.58 

82 = 0.63 
B =~ 

K = -0.43 

Equation 4.5 is currently considered to be only an adjunct function, 
wherein failure is considered to be likely if and when TTF ~T/4 and unlikely 
when TTF >> T/4. Because the time-to-fail observations are sparse and statis­
tically uncertain, Equation 4.5 must be used with considerable caution. 
Because the effects of strain/power ramping rate on the strain energy absorp­
tion to failure characteristics of the Zry cladding have not yet been system­
atically investigated, no attempt was made· herein to provide any estimates of 
the f{SEAF

0
/SEAFc) multiplier to be used in Equation 4.7. 
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5.0 COMPARISON OF PCI-OGRAM AND PROFIT PREDICTIONS 

J. C. Wood, Contributing Author, CRNL 

5.1 THREE-DIMENSIONAL PROBABILITY PLOTS 

Defect probabilities for a variety of combinations of P, 6P, and Bu as 
predicted separately by the PCI-OGRAM and PROFIT models are given in Table 5.1. 
At a given burnup, the predictions may be represented as pseudo-three-dimen­
sional surfaces using as axes the three parameters defect probability, P, and 
6P. Figure 5.1 shows such a comparison for fuel that experienced power ramping 
after receiving a burnup of 300 MWh/kgU (12.5 GWd/MTM). The agreement in pre­
dictions between the two models is reasonable. Unfortunately, the overlapping 
of the respective defect probability surfaces on Figure 5.1 caused the diagram 

to become more complicated that desirable. Therefore, to avoid confusion, we 
have drawn the defect probability predictions of PCI-OGRAMS in mirror-image 
form in Figure 5.2 and arranged them to the right of the equivalent PROFIT 
predictions for ease of comparison. 

5.2 SPECIFIC COMPARISON 

The following are points of agreement between the two models: 

1. Defect probabilities generally increased as 6P was increased. Also, at 
the higher powers, defect probabilities increased asP was increased. 

2. For a given P and 6P, defect probabilities increased with increasing 
burnup. The change was largest at low burnup <300 MWh/kgU (<12.5 GWd/ 
MTM). 

The main points of disagreement between the two models: 

1. At 100 MWh/kgU (4.2 GWd/MTM), PCI-OGRAM predicts defect probabilities half 

to one-third as high as PROFIT (Figure 5.2a). 

2. When 6P = 20 kW/m (6 kW/ft) PCI-OGRAMS suggest defect probabilities that 
are lower by a factor of 2 or 3 relative to PROFIT predictions. Note the 

sudden dip in the curves on the right of Figures 5.2b and 5.2c. 
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TABLE 5 .1. Comparison of the Predictions of the PCI-OGRAM* and PROFIT Models 

Defect Probabilities % 
100 MWh/kgO 300 fiiJh/kgU 500 MWh/kgU 

Pi Pf 6P ~4.2 GWd/MTM~ p2.5 GWd/MTM~ Fo.8 GWd/MTM~ 
kW/m {kW/f'tl kW/m (~W/f'tl kW/m {~W/f't} PC -OGRAM PRO IT P 1-0GRAM PRO IT P I -OGRAM PRO ll 
10 (3) 50 (15) 40 (12) 33 65 100 86 100 90 
20 (6) 50 (15) 30 (9) 33 63 72 78 83 80 
30 (9) 50 (15) 20 (6) 15 44 17 55 17.8 57 
40 (12) 50 (15) 10 (3) 9 19 11 22 11.5 23 

U'1 
I 

N 10 (3) 40 (12) 30 (9) 11 26 38 54 75 57 
20 (6) 40 (12) 20 (6) 11 23 17 40 17.6 41 
30 (9) 40 (12) 10 (3) 9 12 11 18 11.5 18 

10 (3) 30 (9) 20 (6) <1 6 11.5 17 15 19 
20 (6) 30 (9) 10 (3) <1 5 11 10 11.5 11.5 

10 (3) 20 (6) 10 (3) <1 1 <1 4 <1 4 
15 (4.5) 20 (6) 5 (1.5) <1 1 <1 3 <1 2 

• 
* Dwell Time ~2.5 h at high power 



100 

'fll. 80 >-
1-
_J 

a:l 60 < 
a:l 
0 
0:: 
Q.. 40 
1-
u 
u.J 
1.0.. 
u.J 20 0 

50 

BURNUP • 300 MWh/\gU (· 12.5 GWd/MTMl 
PCI-OGRAMS -CONTINUOUS LINES 

PROFIT- DASHED LINES 

10 20 30 

100 

80 

60 

40 

20 

40 

bP (kW/m)-

'fll. 
>-
1-
_J 

a:l 
< 
a:l 
0 
0:: 
Q.. 

1-
u 
u.J 
1.0.. 
u.J 
0 

FIGURE 5.1. Comparison of the Predictions of Defect Probabilities from the 
PCI-OGRAM and PROFIT Models for Fuel Assemblies Whose Rods 
Have Received a Burnup of 300 MWh/kgU (12.5 GWd/MTM) 

3. When 6P exceeds 30 kW/m {9 kW/ft) PCI-OGRAM predicts lower defect pro­
babilities than PROFIT at 100 MWh/kgU {4.2 GWd/MTM) but the trend reverses 
at-higher burnup (Figure 5.2, compare a with b and c). 

The reasons for relative differences will be discussed in subsections 5.3 and 
5.4 

5.3 LIMITATIONS IN METHODOLOGY AND SIMPLIFYING ASSUMPTIONS 

Limitations of the models that contributed to the discrepancies are dis­
cussed as follows: 

1. It was assumed for the PCI-OGRAM model that Pf and 6P were independent 
parameters. In fact, they are related through the initial power before 

the ramp Pi = Pf - 6P. The positions of the threshold curves depend on 
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the powers and power increases of (the highest powered rods of) a few 
assemblies with low Pf or 6P. Since the assemblies with the lowest 
Pf were not necessarily the same as those with the lowest 6P, our 
assumption will tend to 11 Smear 11 defect probability predictions by taking 
no account of possible differences in Pi. 

Another assumption in the PCI-OGRAM model is that the defect probability 
distributions above the threshold curves are independent of burnup. This 
was true for CANDU data in the range 100 ~60 MWh/kgU (4.2 ~3.5 GWd/MTM), 
but inspection of Figures 3.1 and 3.2 shows the distributions to be vari­
able with burnup for the LWR data. 

2. The time that fuel assemblies resided at the ramped power was not taken 
into consideration by the PROFIT model. This simplifying assumption 
allowed the combination of Set 1 data (dwell time t = 0.3 h) with Data 
Set 2 (t >2.5 h) and Data Sets 3 and 4 (t unknown) in the derivation of 
the statistical mean curves. Experience showed that defect thresholds 
shifted by 11 to 12 kW/m (3.5 kW/ft) on changing the dwell time from 0.3 h 
to 22.5 h. The assumption causes a 11Smearing 11 of defect probabilities 
such that the same defect probability is attributed after a short ramp as 
for fuel that resided many hours at the ramped power following the 

increase. 

3. No account is taken of ramp rate in the PCI-OGRAM model. However, it 
would be possible to add a multiplying factor that varied between 0 and 1 
to act on predicted defect probabilities in the range of ramp rates 
0.2 kW/m/h (0.06 kW/ft/h) to ~20 kW/m/h (6 kW/ft/h) to be consistent with 
known safe ramping rates and laboratory studies( 1?) simulating the 
problem. 

5.4 GENERAL COMPARISON OF MODELS 

We can gain a broader perspective on the predictions of the PROFIT and 
PCI-OGRAM models by viewing them against the predictions of other models. 

Three other models are available for such a comparison. They are the CANDU 
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FUELOGRAM(21 ) and two unpublished models which we will term "Model K" and 
"Model l." All these models are in current use by their originators. Fig-
ure 5.3 compares defect probability predictions for a given burnup of 150 MWh/ 
kgU (5.25 GWd/MTM) and for a dwell time at the ramped power greater than 2.5 h. 
Salient characteristics are: 

1. Model K was based on the assumption that the PCI defect mechanism is local 
mechanical overload. Therefore, the power shock that causes defects is 
closely related to 6P, hence the strong dependence on 6P (Figure 5.3a) 
and weak dependence on P. 

2. Model L was derived using data with known gross differences in the time 
the fuel dwelled at the ramped power but time dependency was ignored. 
The resultant defect probability distribution (Figure 5.3b) was very dif­
ferent from Model K and depended very heavily on the ramped power rather 
than the power increase. At high powers, very high defect probabilities 
were predicted for modest power increases. 

3. Defect probabilities predicted by the FUELOGRAM model depend with variable 
(sometimes equal) weighting on both P and 6P. Predictions (Figure 5.3c) 
are based entirely on CANDU fuel data allowing for differences in dwell 
time at the ramped power. 

4. The PCI-OGRAM model shares a common defect threshold with the FUELOGRAM 
model at low burnup but the defect probability distribution for PCI­
OGRAMS is derived entirely from LWR data concentrated at burnups in the 
range 300 < Bu < 550 MWh/kgU (12.5 < Bu < 23 GWd/MTM). Therefore, the 
PCI-OGRAM is more accurate at high burnups that at the burnup depicted in 
F i gu re 5 • 3d. 

5. A plot of the average defect probability predictions of the FUELOGRAM and 
PCI-OGRAM models is shown in Figure 5.3e to provide a compromise taking 
account of both the LWR and CANDU defect distributions, using the defect 
thresholds common to both models. At higher burnups this averaging would 
not be valid and PCI-OGRAM predictions would be more appropriate. 
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FIGURE 5.3. Comparison of Defect Probabilities at a Fuel Burnup of 
150 MWh/kgU (6.25 GWd/MTM) by Various Models Over the 
Same Ranges of Ramped Power P {40 to 60 kW/m = 12 to 
18 kW/ft) and Power Increase ~P (0 to 30 kW/m = 0 to 
9 kW/ft). 
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6. The PROFIT predictions (Figure 5.3f) vary with both P and P and there is 
good agreement between PROFIT and PCI-OGRAM/FUELOGRAM average (Fig-
ure 5.3e). 

In spite of wide variety of assumptions, methodologies and data bases on 
which the various models were based there are points of common agreement. For 
example, if fuel is ramped from 30 to 60 kW/m (9 to 18 kW/ft) at a burnup of 
150 MWh/kgU (6.25 GWd/MTM) and dwells for 2.5 h or more at the ramped power, 
the defect probability is 80 ~20% according to all models. Also, fuel ramped 
from 35 to 40 kW/m (10.5 to 12 kW/ft) at the same burnup has 10% or less chance 
of defecting, judged by any model. 

The PROFIT and PCI-OGRAM models have the apparent virtue of falling in 
the middle-ground between the extreme positions represented by Models K and L. 
It would be of great interest to compare the predictions of the models on a 
very accurately characterized data set. If some of the uncertainties in the 
data base could be eliminated, the models could be extended to consider the 
combined effects of all power ramps experienced throughout the whole irradia­
tion history of the fuel instead of choosing the most severe ramp. This would 
be needed to reinforce the fair agreement between PROFIT and PCI-OGRAM predic­
tions, which must at present be regarded as somewhat fortuitous, bearing in 
mind the different approaches, simplifying assumptions, and uncertainties of 
the data base. 

• 
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APPENDIX A 

NUMERICAL CHARACTERIZATION OF EACH DATA SET 

The raw data for each of the sets can be characterized using standard 
statistical techniques. These procedures given an indication of the grouping 
of the individual data points and the relative spread of each of the points. 
It also gives a means of looking at the individual data sets relative to each 
other and how they relate to total range of P, 6P, and Bu. 

It would be desirable if each of the data sets were uniformly distributed 
over the region of interest in the (Bu, P1, ~P) space. Such data would 
provide the most information about probability of failure and also allow the 

different data sets to be compared on similar terms. The data sets that were 
presented for this study do not fall in this classification. 

The following statistics were calculated for each data set; 

1) the mean location of the observations in the P, ~P, Bu space 
I 

2) the standard deviations of each coordinate in the P, ~P. Bu space 

3) the minimum and maximum values attained by each coordinate 

4) the correlation matrix of the individual parameters and the eigenvalue 
decomposition 

5) histograms for each coordinate for both failed and non-failed data. 

These statistical quantities have been computed for each of the 5 data 
sets (see Tables A.l through A.5), where the general vector X = [X1, x2, x3J 
is used for Bu, P;, and ~P. The results of these calculations show that 
relative spacing of the individual data sets and give a measure of how well 
they might be expected to fit together in one common set. 

The mean and standard deviation for each of the parameters characterizes 
the grouping of the data along the Burnup, Initial Power and ~Power axis. 
These values are also used to compute the correlation matrix and the 
associated decomposition of this matrix into its eigenvalues and 
eigenvectors. 
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If the correlation between x1, x2, or x3 is equal to unity then it 
is an indication that that particular variable of interest is linearly 
dependent on the other variable. A correlation value of zero shows that there 

is no relationship. 

The eigenvalues for the correlation matrix give an indication of the 
grouping of the data about either a line or plane in X space. A very large 

eigenvalue for one direction with the other values very near zero gives an 
indication that the data are grouped about a line in X space. {a) If the 

eigenvalues are of approximately equal magnitude then the data are not grouped 
around a line but are in a ball. The eigenvector gives the direction 
cosines for each of the associated eigenvalues. The eigenvector associated 
with the largest eigenvalue can be considered as the major axis of an 
ellipsoid encompassing the data. 

The absolute magnitude of the components of the correlation matrix, as 

well as the eigenvalues and eigenvectors are all normalized. The values then 
show the relative magnitude and the relationship between different axis or 
directions in X space. The correlation matrix is calculated from the 
covariance matrix which includes the variances reported in Tables A-1 through 

A-6. 

The covariance matrix S = [Sij] of the vector ~(X1 , x2, x3) where 
X is the set of variables burnup, intial power, and delta power, is a positive 
semi-definite symmetric 3 x 3 matrix. It contains all of the covariances of 
the coordinate pairs in the vector X. This can be described in terms of an 

"' equation as: 

where: 

E(X;l =mean of the variable X; 
X; = variable for the coordinate 

(a) one zero eigenvalue indicates the data points lie on a plane, and, finally, 
if the three eigenvalues are about the same magnitude the data cluster is 
spherically shaped. 

A-2 



The covariance matrix provides information about the dispersion in the 
data and any linear dependencies that may exist between the coordinates in X. 

"' The values on the main diagonal of this matrix are the variances of the 
respective coordinates. The square root of the variances on the diagonal are 
the standard deviation reported in Tables A-1 through A-5. 

When the coordinates x1 are not all of the same magnitude, it is better 
to normalize the coordinates by dividing by the standard deviation. This 

becomes the correlation matrix R = r;j 

where 

\(s;; = standard deviation for the x1 coordinate. 

If, for example, coordinates x2 and x3 are linearly dependent, the 
1r23 1= 1. To locate the more subtle linear dependencies in the data, one 
must decompose the matrix R into its eigenvalues and eigenvectors. Any 
eigenvectors that are associated with a zero eigenvalue describe a linear 

dependency between the cordinates in {· That is, if~ = (V1, v2, v3) 
is an eigenvector associated with zero then, 

V1[X1 - E(X1)J 

ysn 
for any vector X in the data set. 

"' 
The eigenvectors associated with non-zero eigenvalues also have a 

geometric significance. The eigenvector associated with the largesteigenvalue 
describes the direction in which the 3-dimensional point cluster is most 
elongated (after the data has been scaled by dividing each coordinate by its 
standard deviation). In general, each eigenvector represents a principal axis 

of an elipsoid that describes this scaled data. 
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TABLE A.1. Data Set 1 

STATISTICAL CHARACTERIZATIONS 
# of Observations = 104 
# of Failures = 46 
Proportion of Failures = 0.44 

Coordinate SulTillary 

Coordinate Mean Stnd. Dev. Min. Max. 

Burnup(X1) 4.054 1.52 2. 6.33 

Initial Power(X2l 6.124 2.54 .3 10.3 

Delta Power(X3) 8.284 3.33 .5 14.752 

Analysis of Correlation Matrix 

Eigenvalue/Vector Decomposition 
Correlation Matrix Value .1752 .1986 2.5262 

X1 x2 X3 

X1 1 [ .8000 -.0988 -.5919] 

x2 .779 1 vector -.3255 . 7522 -.5663 

x3 -.806 -.703 1 .4041 .65457 .5735 

Histogram of Burnup 

Non-Failures Failures 

Middle of Number of Middle of Number of 
Interval Observations Interval Observations 

2.0 18 ****************** 2.0 9 ********* 
2.5 0 2.5 14 ************** 
3.0 0 3.0 0 
3.5 0 3.5 0 
4.0 0 4.0 0 
4.5 3 *** 4. 5 0 
5.0 27 *************************** 5.0 6 ****** 
5.5 6 ****** 5.5 13 ************* 
6.0 4 **** 6.0 3 *** 

6.5 1 * 
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TABLE A.l. (contd} 

Histogram of Initial Power 

Non-Fa i1 ures Failures 

Middle of Number of Middle of Number of 
Interval Observations Interva 1 Observations 

0. 1 * o. 0 
1. 1 * 1. 0 
2. 1 * 2. 0 
3. 5 ***** 3. 11 *********** 
4. 13 ************* 4. 12 ************ 
5. 1 * 5. 0 
6. 3 *** 6. 0 
7. 4 **** 7. 5 ***** 
8. 10 ********** 8. 14 ************** 
9. 13 ************* 9. 4 **** 

10. 6 ****** 

Histogram of Delta Power 

Non-Failures Failures 

Middle of Number of Middle of Number of 
Interval Observations Interval Observations 

o. 2 ** 0. 0 
2. 0 2. 0 
4. 17 ***************** 4. 0 
6. 15 *************** 6. 9 ********* 
8. 7 ******* 8. 13 ************* 

10. 10 ********** 10. 1 * 
12. 6 ****** 12. 16 **************** 
14. 1 * 14. 7 ******* 
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X1 

x2 

x3 

Coordinate 

Burnup(X1) 

TABLE A.2. Data Set 2 

STATISTICAL CHARACTERIZATIONS 
# of Observations 
# cif Failures 

= 572 
= 67 

.12 Proportion of Failures = 

Coordinate Surrmary 

Mean Stnd. Dev. 

15.369 5.09 

Initial Power(X2l 2.916 1.13 

Delta Power(X3) 5.503 2. 77 

Analysis of Correlation Matrix 

Min. 

1.425 

.84 

-.11 

Correlation Matrix Va 1 ue 
Eigenvalue/Vector 

• 4894 1. 2028 

X1 Xz x3 

1 
r-.5336 -.8441 

.233 1 vector -.6014 .3350 

-.223 -.307 1 .4947 .4184 

Histogram of Burnup 

Max. 

25.484 

7.97 

11.54 

Decomposition 
1. 3078 

-.0526] 
-;7253 

.6864 

Non-Failures Failures 

EACH * REPRESENTS 5 OBSERVATIONS 

Middle of Number of Middle of Number of 
Interval Observations Interval Observations 

2. 8 ** 2. 0 
4. 12 *** 4. 2 ** 
6. 13 *** 6. 1 * 
8. 31 ******* 8. 6 ****** 10. 50 ********** 10. 6 ****** 

12. 31 ******* 12. 4 **** 
14. 74 *************** 14. 11 *********** 
16. 63 ************* 16. 17 ***************** 
18. 65 ************* 18. 4 **** 20. 107 ********************** 20. 9 ********* 
22. 29 ****** 22. 2 ** 
24. 19 **** 24. 3 *** 
26. 4 * 
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TABLE A.2. (contd} 

Histograms of Initial Power 

Non-Failures 

EACH * REPRESENTS 5 OBSERVATIONS 

Middle of Number of 
Interval Observations 

1.0 16 **** 
1.5 22 ***** 
2.0 86 ****************** 
2.5 149 ****************************** 
3.0 117 ************************ 
3.5 34 ******* 
4.0 19 ***** 
4.5 27 ****** 
5.0 5 * 
5.5 4 * 
6.0 12 *** 
6.5 5 * 
7.0 5 * 
7.5 4 * 
8.0 1 * 

Middle of 
Interval 

1.0 
1.5 
2.0 
2.5 
3.0 
3.5 
4.0 
4.5 

Histrograms of Delta Power 

Non-Failures 

EACH * REPRESENTS 2 OBSERVATIONS 

Middle of 
Interval 

Number of 
Observations 

0. 16 ******** 
1. 78 ********************************** 
2. 37 ****************** 
3. 7 **** 
4. 23 ************ 
5. 42 ********************* 

Failures 

Number of 
Observations 

0 
1 * 
7 ******* 

19 ******************* 
23 ********************** 
7 ******* 
7 ******* 
1 * 

Failures 

Middle of Number of 
Interval Observations 

0. 0 
1. 0 
2. 1 * 
3. I * 
4. 1 * 
5. 7 ******* 

6. 96 ************************************************ 6. 8 ******** 
7. 91 ********************************************** 7. 16 **************** 
8. 80 **************************************** 8. 12 ************ 
9. 25 ************* 9. 11 *********** 

10. 8 **** 10. 7 ******* 
11. 2 * 11. 1 * 
12. 1 * 
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x1 

X2 

x3 

TABLE A.3. Data Set 3 

STATISTICAL CHARACTERIZATIONS 
# of Observations = 518 
# of Failures = I34 
Proportion of Failures = 0.26 

Coordinate Surrmary 

Coordinate Mean Stnd. Dev. 

Burnup(X1l 11.210 1.62 

Initial Power(X2) 8.822 1.50 

Delta Power(X3) 2. 776 1.12 

Analysis of Correlation Matrix 

Min. 

5.5 

6.59 

.32 

Max. 

12.0 

15.03 

6.9 

Eigenvalue/Vector Decomposition 
Correlation Matrix Value .61634 .8026 1.5811 

x1 x2 x3 

1 [-. 6029 -.5441 -.5836] 
.208 1 vector -.2406 .8214 -.5172 

-.370 -.286 1 .7607 .1714 .6261 

Histogram of Burn up 

Non-Failures Failures 

EACH * REPRESENTS 10 OBSERVATIONS EACH * REPRESENTS 2 OBSERVATIONS 

Middle of Number of Middle of Number of 
Interval Observations Interval Observations 

5.5 
6.0 
6.5 
7.0 
7.5 
8.0 
8.5 
9.0 
9.5 

10.0 
10.5 
Il.O 
11.5 
I2.0 

0 5. 5 
0 6.0 
0 6.5 
0 7.0 
0 7.5 
0 8.0 
0 8.5 
0 9.0 
0 9. 5 
0 10.0 
0 10.5 
0 11.0 
0 

384 ************************************** 

A-8 

22 *********** 
4 ** 
1 * 
0 
0 
3 ** 

11 ****** 
0 

17 ********* 
60 **************************** 
9 ***** 
7 **** 



TABLE A.3. (contd) 

Non-Failures Failures 

EACH * REPRESENTS 5 OBSERVATIONS 

Middle of 
Interval 

7. 
8. 
9. 

10. 

11. 
12. 
13. 
14. 
15. 

Number of 
Observations 

93 ******************* 
85 ***************** 

166 ******************* 
************** 

20 **** 
6 ** 
0 
0 
0 

14 *** 

Non-Failures 

EACH * REPRESENTS 5 OBSERVATIONS 

Middle of 
Interval 

.5 
1.0 
1.5 
2.0 
2.5 
3.0 
3.5 

4.0 

4.5 
5.0 
5.5 
6.0 
6.5 
7.0 

Number of 
Observations 

7 ** 
30 ****** 
55 *********** 
56 ************ 

104 ********************* 
50 ********** 
59 ************ 

12 *** 
3 * 
0 
0 
0 
3 * 
5 * 

Middle of 
Interval 

Number of 
Observations 

7. 13 ************* 
8. 4 **** 
9. 48 ********************** 

***************************** 
10. 35 ******************* 

***************** 
11. 31 ******************************~ 
12. 3 *** 

Histogram of Delta Power 

Failures 

Middle of Number of 
Interval Observations 

.5 0 
1.0 2 ** 
1.5 4 **** 
2.0 5 ***** 
2.5 7 ******* 
3.0 17 ***************** 
3.5 32 ******************** 

************ 
4.0 43 *********************** 

********************* 
4.5 15 *************** 
5.0 9 ********* 
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X1 

x2 

x3 

TABLE A.4. Data Set 4 

STATISTICAL CHARACTERIZATIONS 
# of Observations = 481 
# of Fa i1 ures = 101 
Proportion of Failures = 0.21 

Coordinate Surrmary 

Coordinate Mean Stnd. Dev. 

Burnup(X1l 11.696 .56 

Initial Power(X2l 6.186 .80 

Delta Power(X3) 4.232 2.13 

Analysis of Correlation Matrix 

Min. 

7.7 

2.94 

1.2 

Max. 

11.8 

9.44 

10.45 

Eigenvalue/Vector Decomposition 
Correlation Matrix Value . 6079 . 9914 1. 4007 

X1 X2 X3 

1 r-. 7011 
-.1640 -.6940] 

.026 1 vector -.0713 .9844 -.1606 

-.390 -.066 1 .7095 .0632 .7019 

Histogram of Burn up 

Non-Failures Failures 

EACH * REPRESENTS 10 OBSERVATIONS EACH * REPRESENTS 2 OBSERVATIONS 

Middle of Number of 
Interval Observations 

7.5 
8.0 
8.5 
9.0 
9.5 

10.0 
10.5 
11.0 
11.5 
12.0 

0 
0 
0 
0 
0 
0 
0 
0 
0 

380 ********************** 
******* A-10 

Middle of Number of 
Interval Observations 

7.5 
8.0 
B. 5 
9.0 
9.5 

10.0 
10.5 
11.0 
11.5 
12.0 

2 * 
3 ** 
0 

11 ****** 
0 
0 
0 
0 
0 

85 ******************** 
*********************** 



Non-Failures 

EACH * REPRESENTS 5 OBSERVATIONS 

Middle of 
Interval 

Number of 
Observations 

1 * 
0 
0 
2 * 

28 ****** 
81 ***************** 

TABLE A.4. (contd) 

Histogram of Initial Power 

Failures 

Middle of 
Interval 

Number of 
Observations 

0 
0 
0 
0 
2 ** 

18 ****************** 

3.0 
3.5 
4.0 
4. 5 
5.0 
5.5 
6.0 121 ************************* 

3.0 
3.5 
4.0 
4. 5 
5.0 
5.5 
6.0 50 ************************* 

6.5 
7.0 
7.5 
8.0 
8.5 
9.0 
9.5 

77 **************** 
21 ***** 
21 ***** 
18 **** 
4 * 
4 * 
2 * 

6.5 
7.0 
7.5 
8.0 

************************* 
25 ************************* 
5 ***** 
0 
1 * 

Histograms of Delta Power 

Non-Failures Failures 

EACH * REPRESENTS 5 OBSERVATIONS 

Middle of Number of Middle of Number of 
Interval Observations Interval Observations 

1. 7 ** 1. 1 * 
2. 106 ********************** 2. 1 * 
3. 95 ********* 3. 3 *** 
4. 97 ********** 4. 5 ***** 
5. 33 ******* 5. 13 ************* 
6. 24 ***** 6. 15 *************** 
7. 9 ** 7 0 20 ******************** 
8. 4 * 8. 18 ****************** 
9. 4 * 9. 17 ***************** 

10. 1 * 10. 8 ******** 
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TABLE A.5. Data Set 5 

STATISTICAL CHARACTERIZATIONS 
# of Observations = 119 
# of Failures = 57 
Proportion of Failures = 0.48 

Coordinate Summary 

Coordinate Mean Stnd. Dev. Min. Max. 

Burnup(X1l 8.227 5.46 .88 31.592 

Initial Power(X2l 9.982 2.73 4. 572 19.202 

Delta Power(X3) 6.579 3.04 .945 16.307 

Analysis of Correlation Matrix 

Eigenvalue/Vector Decomposition 
Correlation Matrix Value .4614 

X1 x2 XJ 

X1 1 [-.3300 
x2 .021 1 vector -.6319 

x3 -.234 -.475 1 .7012 

Histogram of Burn up 

Non-Failures 

Middle of Number of Middle of 
Interval Observations Interval 

0. 5 ***** 0. 
4. 19 ******************* 4. 
8. 28 **************************** 8. 

12. 4 **** 12. 
16. 1 * 16. 
20. 4 **** 20. 
24. 0 
28. 0 
32. 1 * 

A-12 

1.0169 1. 5216 

-.8971 
-.2938] 

.4412 -.6372 

.0246 . 7125 

Failures 

Number of 
Observations 

4 **** 
14 ************** 
23 *********************** 
6 ****** 
6 ****** 
5 ***** 



Middle of 
Interval 

4. 
6. 
8. 

10. 

12. 
14. 
16. 
18. 
20. 

Middle of 
Interval 

0. 
2. 
4. 
6. 
8. 

10. 
12. 
14. 
16. 

Non-Failures 

Number of 
Observations 

2 ** 
8 ******** 

11 *********** 

TABLE A.5. (contd) 

Histogram of Initial Power 

Failures 

Middle of 
Interval 

Number of 
Observations 

3 *** 
1 * 

11 *********** 
26 ************************** 

4. 
6. 
8. 

10. 35 ******************** 

6 ****** 
4 **** 
3 *** 
1 * 
1 * 

12. 
14. 
16. 

*************** 
1 * 
3 *** 
4 **** 

Non-Failures 

Histogram of Delta Power 

Failures 

Number of 
Observations 

1 * 
6 ****** 
7 ******* 

12 ************ 
25 ************************* 
7 ******* 
2 ** 
1 * 
1 * 

A-13 

Middle of 
Interval 

0. 
2. 
4. 
6. 
8. 

10. 

Number of 
Observations 

0 
13 ************* 
6 ****** 

11 *********** 
17 ***************** 
11 *********** 
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APPENDIX B 

STATISTICAL MODEL ANALYSIS 

B.l FORMULATION OF THE OBJECTIVES 

The primary objectives of this work is to develop a realistic estimate of 
the probability of failure for a fuel rod exposed to a given set of transient 
conditions. Probability of failure can most reasonably be considered to be a 

function of p{x) of certain variables: 
0, 

X = 
0, 

which describe the fuel rod and its environment. 

If the form of the function p(x) is known except possibly for certain 
0, 

coefficients, then the problem of estimating p(x) is reduced to one of 
0, 

estimating these unknown coefficients. Under these circumstances p becomes a 

function both of ~' the vector of independent variables and ~, a vector of 
unknown parameters (coefficients). This relationship is made explicit by 
writing; 

P (x I S) 
"' 0, 

For example, one might suppose p has the following form; 

If a method can be found that will estimate the parameter vector~ from 
the available data, then these estimates can be substituted into p (x I S) to 

0, 0, 

provide an estimate for probability of failure under each set of conditions 
described by x. In fact, once a specific form for p (x I B) is selected, 

0, "' 0, 

there are several statistical methods that can be used to provide an estimate 

for the parameters B. 
0, 
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6.2 THE DATA 

Many measurements may be required to completely describe the fuel rod and 
its operating environment. However, three variables have been provided by 

this study. They are: 

xl = Bu = Fue 1 rod burn up 

x2 = pi = Power experienced just before a transient 

x3 = liP = Power change experienced during a transient. 

Additions to the above list have been suggested. For instance, dwell-time 
and rate of increase in power (P} may possibly have an important effect on 
probability of failure. 

These parameters could be built into the probability model by introducing 
a new variable x4 and x5 etc. The results of using such additional 
parameters would be to possibly improve the fit of the data and reduce some of 
the spread or scatter that was observed using the three parameters Bu, Pi, 
and liP. 

In order to estimate the unknown parameters in the function p (~ I ~), 
the following information must be recorded for each fuel rod in the study. 

• The fuel rod status. (Whether or not it failed after experiencing the 
transient.) 

• The values of all variables in the vector ~· 

Fuel rod j will have, then, the values Y. and x. associated with it where; 
J 'OJ 

= [

0

1 if fuel rod j failed after the 

yj 
if fuel rod j did not fail. 
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The 
the 

x1j Bu 

X. = x2j = pi Bu rnup, initial power, de 1 ta-power 
'OJ environment experienced by fuel rod j 

x3j 6P 

dependent variable Yj will have a binomial distribution determined by 

probability p (x. Is). Hence, Y. will be distributed as; 
rvJ "' J 

p(xJ. I S) yj [1 - p (xJ. I S)]1-Yj 
'V '\.. 'V 'U 

The above distribution will play an important role in the formulation of a 

method to calculate estimates of S from the data Y. 
"' "' 

The raw data has been summarized by data sets in Tables B.2 through B.6. 
It would be desirable if the observations from each data set were more or less 

uniformly distributed throughout the region of interest in the~ space. Such 

data would tell us the most about p (x I S) and also allow the different data 
"' "' sets to be compared. To obtain some rough ideas concerning the location and 

dispersion of the point clusters in the x- space, the following statistics 
"' were calculated for each data set and have been reported in Tables B.2 

through B.6. 

( 1) Mean location of the observations in the x space 
"' (2) the standard deviations of each coordinate in x 

"' ( 3) the maximum and minimum values attained by each coordinate in X 

"' ( 4) the correlation matrix of x 
~ 

and its eigenvector decomposition 

The eigenvector decomposition of the correlation matrix tells whether or not 
the data alm'ost lies on a plane in the x- space. If the data lies on a 

"' plane, one of the eigenvalues will be zero. If two eigenvalues are zero and 
the third not zero the data lies on a line. 

6.3 METHOD OF ESTIMATING S 
"' 

The maximum likelihood method was used to obtain estimates for s. 
"' Maximum likelihood is a well known and versatile method for estimating unknown 

parameters of probability distributions. Two of the more important properties 
of maximum likelihood methods are: 
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1) The estimates B, converge to the true vector S rapidly as more data is 
"' "' taken. 

2) s is asymptotically normally distributed and the covariance matrix of 
"' this distribution can be calculated. 

bounds on B to be calculated (see references 1, 2, 3 for 
"' 

This a 11 ows error 

further details). Using p~opogation of error formulas along with (2), one can 

calculate error bounds on the curve p (x \ B). The maximum likelihood 
A 0, 0, 

estimate B is obtained by maximizing the probability distribution (the 
likelihood) of the data with respect to B. In the present case, this requires 

"' the maximation of; 

N 
f (Y I S) = n p (x. I 

"' "' j = 1 'Vl 

Y. 
S) J 

"' 
l1 - P (~ I 

1-Y. 
s) l J 

"' 
(1) 

or, equivalently, the mininization of; 

-t (S) =- 1 [v. tn (p(x. I s)) + (1- Y.) tn (1- p(~i I~))] (2) 
"' j=1 J \ 'Vl "' J w 0 

Expression (2) is usually minimized, because this is an easier task ·and also 

yields results that can be used 
using any one of many methods. 
dealing with this problem. 

in hypothesis tests. 
Jennrich( 4) presents 

-t(S) could be minimized 
"' one such method for 

If replicate observations exist in the data (replicate observations are 
fuel rods that experienced the same conditions x). then one can modify (2} 

"' slightly to obtain a goodness of fit statis~ic. Under these circumstances, 
one can calculate a probability of failure Pj at each point xj by forming 

the ratio 

A # of fuel rods that failed under condition xj 
P. = 

J # of fuel rods that experienced condition xj 

The goodness of fit statistic is simply; 
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N 
x2 = 2 :r: 

j=l [ 

A 

P. 
Y. tn + 
J (r(~i Is)) £n c 

The above expression can be minimized instead of (2) to find the maximum 
likelihood estimates. When no replicates exist in the data, (2) and (3) are 
equivalent except for the factor 2. When the data Y actually comes from a 
binomial distribution determined by the function p{~]8), the statistic x2 

2 "' "' will have ax distribution with M degrees of freedom where 

M = N - dimension of ~ vector. 

The statistic (Equation 3) could be used to gauge goodness of fit even 
when no replicates exist in the model but under these circumstances, it will 

be inaccurate. One could also create artificial replicates by dividing the 

(3) 

x - space into cubes of sufficient size to contain multiple observations. All 
"' observations in each cube could be considered to have experienced essentially 
the same transient and could be assigned a common x - value, say the x - value 

"' "' representing the center of the cube. 

B.4 POSSIBLE CHOICES OF THE FUNCTION p(xiSl 
0 "' 

There are a great many different functional forms that have been 
suggested for p(x]s). However, many of the popular forms have, at least, a 

"· "· 
common structure. p{~]~) is constructed from two functions, a stress function 
S(x;S) and a distribution function F(t). (4) It is assumed that the 

"' "' experimental unit {in our case, a fuel rod) fails only when the stress S(x;S) 
"' "' exceeds the experimental unit 1 S tolerance, T. The stress, S(x;S), is assumed 

"' "' to be a function of the independent variables x and can therefore be 
"' controlled by the experimenter. But the tolerence, T of the experimental unit 

is considered to be a random variable with distribution F{T). Thus, the 
probability that experimental unit j will fail when exposed to stress 

S(x ·I B) is just; 
ooJ "' 
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p(x. Is) = Pr(T. < S(x. tsl) = F(s(x. tsl) '\,) '\, J - ~ '\, '\J '\, 

The above structure concentrates attention on the stress function S(x]B) 
"'"' because it contains the unknown parameter vector. The distribution function 

F(t) is frequently one of the following three distributions; 

(a) standard normal F(t) 

(b) exponential F(t) = 1 - e-t 

(c) logistic F(t) = -~1..-- or F(s) 
1+e-t 

2 -z 
z d z 

1 =--
l+e-s 

Models that employ a normal, exponential, or logistic distribution are 
called, respectively, the probit, exponential and logistic models. 

The most popular forms for the stress function· are those that are 
simplest. Consequently, functions that are linear in the S1s are most often 
used as stress functions. For instance; 

or 

or 

are all linear functions of~· 

Of the three candidates for F(t) discussed above, the logistic 

distribution appeared to be most reasonable for the present problem. First of 
all, the logistic distribution has a symmetric S-shape, and secondly, the 
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logistic distribution is mathematically simple; a great aid when calculating 
the maximum likelihood estimates. It is hoped that the use of the logistic 
distribution would give about the same results as any symmetric S-shaped 
distribution. 

Several different forms of the stress function were fit to the data. 
They are; 

(a) Cosh Failure Model; 

-s x 
s2 x2 - s3 ( 1 + e 4 

) 

2 cosh -"'----"--,
8
-
2
----

(b) Main Effects Model; 

(c) Second Order Model; 

The Cosh model is based on physical constraints and engineering judgment 
of the failure data. The main effects model is the simplest formulation that 
can be used to treat a three parameter model. 

8.5 RESULTS OF FITS 

Maximum likelihood fits for all three models are listed in Table 6.1 
through 8.3. The~e tables contain the maximum likelihood estimates for the 
parameter vector 6, the standard deviations 

"' asymptotic covariance matrix for the vector 
goodness of fit statistic is calculated for 

of these estimates and also the 
of estimates s. Finally, a 

"' each model along with the attained 
level of significance for this statistic. The results of this work shows that 
statistically all of the models fit the data about equally well and that the 
selection of one model over another must be made on some other basis. 

B-7 



The main effects or linear model was used to test the homogeneity of the 
data sets The purpose of this work was to determine the statistical 
justification for combining all of the data sets together. If the tests using 
the linear model indicated that the industrial data sets were a subset of the 
total population and not independent data sets it would lend credence to any 
further statistical analysis that could be performed. 

8.6 TEST FOR HOMOGENIETY BETWEEN DATA SETS 

To test whether the data sets k = 1, 2, 3, 4, 5 are homogeneous, one can 
perform the following test; 

( 1) Fit the model p(xiS) to each data set separately and calculate the 
'0'0 

loglikelihood for this fit. The loglikelihood associated with data 

set K will be denoted by ~K' 

(2) Fit the model to all data sets simultaneously and calculate the 
loglikelihod for this fit. Call this loglikelihood £T. 

( 3) For the statistic T 

(4) If the data sets are homogeneous, T should have a x2(4·P) 
distribution where P is the dimension of the parameter vector s. 

'0 
Thus, we conclude the data sets are not homogeneous when; 

where a is the level of sign1ficance of the test. 

Tables 8.4 through 8.5 give the results of the fits to the five sets of 

data. Table 8.9 breaks the test statistic T into contributions from each 
2 

difference data set. Since T = 686.27, and x. 99 (16) = 32, we see that the 
data sets are not homogenous. 
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The conclusion that the data sets are not homogenous means that there is 
not a strong justification for combining all of the data into a unified set. 
It means that any further statistical calculations in terms of probabilities 
will be only an indication of the true probability. 

It must be remembered however that the data sets in themselves contain 
much information which has not been quantified or included in the model 
development. The parameters such as ramp rate, time to failure are prime 
candidates for reducing the scatter in the results making the data sets 
homogeneous. 

This would mean that it may be justifiable to combine the data sets and 
normalize the scatter by using these additional variables. The approach that 

has been taken in this work is to use the data in a combined mode and based on 
engineering judgment and a nonlinear regression of the failed data only 
develop a failure probability model. 

The form of this model is the Cosh model. Three parameters in the model 
have been determined in a nonlinear regression analysis of the only failed 
data the remaining three coefficients have been determined by the methods 
outlined in this section. Statistically, interims of failed and non-failed 
data this model fits the data as well as any of the other two models. From an 

engineering judgment view point it is a reasonable choice for a stress 
function as will be indicated in the next section. 
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TABLE 8.1. Fit of Cosh Model to Combined Data Set 

Goodness of fit = 1446.31 

Level of sig = 1.000 

Parameter Estimates 

s0 = -.377 ~ o.2511 
s2 = +0.631 + o.0575 

0.6308-01 

0.2099-02 

-0.1145-01 

Covariance Matrix 

The Model is 

S = s0 + s1 6P - ~2 6PSM 

8 23 Pi-P a) 
6PSM = --"y- cosh ( 8.23 

Pa = 12.70 (1 - e -.34 Bu) 

Degrees of freedom = 1749 
# of free parameters = 3 

s1 = o.583 + o.o385 

0.1482-02 

-0.1639-02 0.3308-02 



"' ' ~ 
~ 

so 

.818388+000 

-.553843-001 

-.632081-001 
-.685634-001 

.339209-002 

.438033-002 

.308081-002 

TABLE B.2. Fit of Second Order Model to Combined Data Set 

Goodness of fit = 1488.90 
Level of Significance = 1.000 

Degrees of freedom = 1787 
# of parameters = 7 

s0 = -1.250 ~ 0.905 
s2 = 0.2943 ~ o.878 
s4 = o.oo48 + o.oa56 

s1 s2 

.528404-002 

. 328707-02 . 771068-002 

.425028-002 .525171-002 

-.299512-003 -.372663-003 

Parameter Estimates 

s1 = -0.4172 ~ o.727 
s3 = -0.0254 ~ o.a853 
s5 = o.o5a7 + o.oa71 

Covariance Matrix 

s3 s4 

.727503-002 
-.213033-003 .310964-004 

s5 

-.468538-003 -.160601-003 -.41378-003 .190433-004 .502423-004 
.164456-004 -.556572-003 -.460078-003 .850214-005 -.746873-005 

s6 

.880519-004 



"' ' ~ 
"' 

Parameter 

sa 

s1 
s2 
s3 

TABLE 8.3. Fit of Main Effects Model to Combined Data Set 

Goodness of fit = 1551.91 

Level of Significance = 1.000 
Degrees of freedom = 1790 
# of parameters = 4 

Parameter Estimates 

s0 = -5.113 ~ o.462 s1 = -o.o2o11 ~ o.0176 
s 2 = 0.3165 ~ o.o289 s = 3 0.4020 + 0.031 

Covariance Matrix 

so s1 s2 s3 

.213739+000 

-.635871-002 .308219-003 
- .113507-001 .241789-003 .833213-003 
-.117460-001 .250051-003 .567643-003 .96979-003 



"' ' ~ 
w 

Parameter 

sa 
s1 
s2 
s3 

TABLE 8.4. Fit of Main Effects Model to Data Set 1 

Goodness of fit = 66.52 
Level of Significance = 0.995 

Degrees of freedom - 100 
# of parameters = 4 

s0 = -41.32 ~ 0.462 
82 = 2.338 + o.705 

So 

.881103+002 

-.808085+000 
-.601840+001 
-.554200+001 

s1 

.227258+000 

• 775217-001 
.452418-001 

Parameter Estimates 

B1 = -0.9869 ~ 0.477 
83 = 2.652 + 0.593 

Covariance Matrix 

s2 83 

.496471+000 

.378972+000 .351520+000 



ro 
' ~ .,. 

Parameter 

sa 

s1 

82 

s3 

TABLE 8.5. Fit of Main Effects Model to Data Set 2 

Goodness of fit = 359.70 

Level of Significance = 1. 

80 = -6.847 ~ 1.21 

82 = 0.3325 ~ 0.177 

8o s1 

.147013+001 

-.289823-001 . 943277-003 
-.153308+000 .206352-002 

-.805768-001 .124618-002 

Degrees of freedom = 567 
# of parameters = 4 

Parameter Estimates 

81 = 0.0575 ~ 0.031 

83 = 0.4591 ~ 0.083 

Covariance Matrix 

s2 s3 

.312862-001 

.455848-002 .681520-002 



"' ' ~ 
~ 

Parameter 

so 
s1 
s2 
s3 

TABLE 8.6. Fit of Main Effects Model to Data Set 3 

Goodness of fit = 0.1 
Level of Significance = 1. 

s0 = -226.9 ~ 1.61x1o5 

s2 = o.5349 + 38 

so 

.258021+007 

-.217491+006 
- .848134+004 

-.540854+004 

s1 

.200044+005 

.625193+003 

.758815+003 

Degrees of freedom = 514 
# of parameters = 4 

Parameter Estimates 

s1 = -20.9 ~ 141 
s3 = o.9971 + 56 

Covariance Matrix 

s2 s3 

.144733+004 

.214374+003 .313333+004 



"' ' ~ 
"' 

Parameter 

sa 
s1 

s2 

83 

TABLE 8.7. Fit of Main Effects Model to Data Set 4 

Goodness of fit= 277.38 

Le~el of Significance = 1. 

s0 = 33.43 + 6.43 

82 = 0.0505 :!: 39.6 

sa 81 

.413565+002 

-.488006+003 .575847+004 

-.252620+003 .298092+004 

-.221547+003 .261425+004 

Degrees of freedom c 477 
# of parameters = 4 

Parameter Estimates 

s1 = -3.3 :!: 75.9 

s3 = 0.8829 :!: 36.2 

Covariance Matrix 

82 s3 

.156474+004 

.134405+004 .131046+004 



ro 
' ~ 
~ 

Parameter 

so 
s, 

Sz 

S3 

TABLE B.S. Fit of Main Effects Model to Data Set 5 

Goodness of fit = 162.05 

Level of Significance = .003 

Degrees of freedom = 116 
# of parameters = 4 

Parameter Estimates 

so= 1.44 + 1.23 s, = .0187 :':. .036 

s2 = -o.os3 :<:. .079 s3 = -.1274 + .075 

Covariance Matrix 

so s, s2 63 

. 150706+001 

-.187618-001 . 126441-002 

-. 855588-001 .405936-003 .630603-002 

-.716421-001 .660561-003 .300603-002 .554692-002 
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