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Preface

Although pulsed-power engineering traditionally has been practiced by a fairly smal,
close community in the arcas of defense and energy rescarch, it is becoming more common in
high-power, high-energy commercial pursuits such as material processing and lasers. The
relatively small cadre of pulse-power practitioners and experts has depended primarily on
personal contacts, organizational focus, and select workshops or conferences for information
exchange. In the last decade, efforts have begun to document research and development
activities in the pulsed-power field through activities such as Tamarron workshops, 1IEEE
Pulsed-Power Conferences, the well-established 1IEEE Modulator Symposium, and, more
recently, endeavors like the series of books on Advances in Pulsed-Power Technology and the
Laser and Particle Beam Journal. Over the past 15-20 years, a few dedicated university-based
pulsed-power education and rescarch programs also have emerged. Recently, there has been a
noticeable warming trend in the relationship and interaction between eastern and western
organizations in the pulsed-power field and in science in general. This was exemplified by the
invitation and participation of several Soviet scientists in this workshop.

The aspect of pulsed-power engincering that constrains design or limits performance is
switching: the controlled initiation, transmission, or termination of power flow. The switching
limit is. therefore, the subject of numerous and diverse research efforts and approaches, each of
which attempts to address some application-driven switching characteristic such as dclay,
jitter, risetime, lifetime, reliability, reproducibility, power-handling capability, repetition
rate, charge transfer, or voltage-handling range, etc.

As indicated, a few individuals have tried to broaden the understanding of specific and
salient pulsed-power topics. One such attempt is this documentation of a workshop on magnetic
switching as it applies primarily to pulse compression (power transformation), affording a
truly international perspective by its participants under the initiative and leadership of Hugh
Kirbie and Mark Newton of the Lawrence Livermore National Laboratory (LLNL) and
supported by other interested organizations.

During the course of the Workshop at Granlibakken, a great deal of information was
amassed and a keen insight into both the problems and opportunities as to the use of this
switching approach was developed. The scgmented workshop format proved ideal for
identifying key aspects affecting optimum performance in a variety of applications.
Individual groups of experts addressed network and system modeling, magnetic materials,
power conditioning, core cooling and dielectrics, and finally circuits and application. At the
end, they came together to consolidate their input and formulate the workshop’s conclusions,
identifying roadblocks or suggesting research projects, particularly as they apply to magnetic
switching’s trump card—its high-average-power-handling capability (at least on a burst-
mode basis).

The workshop was especially productive both in the quality and quantity of information
transfer in an environment conducive to a free and open exchange of ideas. We will not delve
into the organization proper of this meeting, rather we wish to commend to the interested
reader this volume, which provides the definitive and most up-to-date compilation on the
subject of magnetic pulse compression from underlying principles to current state of the art as
well as the prognosis for the future of magnetic pulse compression as a consensus of the
workshop’s organizers and participants. The serene but awe-inspiring ambiance of the
conference venue, Granlibakken at Lake Tahoe, California, and its always helpful staff, in no
small manner catalyzed our productivity.

A. H. Guenther M. Kristiansen
Los Alamos National Laboratory ~ Texas Tech University
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Background

Magnetic pulse compression has
captured the imagination of researchers
in the pulsed-power field since Melville
first summarized the technique in 1951.!
It is based on the simple and fascinating
idea that a high-power switch can be
constructed from only a magnetic core and
a few turns of insulated wire. Each
generation of researchers with a repetitive
switching problem rediscovers magnetic
switching because of its seductive
properties. The magnetic switch is free of
wear, moving parts, and the sparks and
discharges that are present in other
switches. It does not require triggering,
filament supplies, or sophisticated support
systems. The magnetic switch is rugged,
very reliable, and simple in construction
and function. It is free from clectromagnetic
interference and the prefires that plague
other switch styles. This versatile switch
also has the intrinsic ability to quickly
repeat its operation and thereby compress
one pulse after another at a very high rate.
It is this high average power capability,
more than any other property, that
repeatedly draws us away from
conventional switching techniques and into
the world of magnetic pulse compression.

By the mid-1960s, several books had
been written about the design and
construction of various magnetic pulse
generators.24 The literature of the time
also contains numerous articles that
describe the Melville network and its
applications. Despite the many published
examples, magnetic pulse compression
technology has never been as widely used
as spark gaps, thyratrons, or solid-state
circuits. The technique was routinely
discarded as a serious switching
alternative because of poor timing control, a
limited optimum operating range, and the
lossy magnetic materials of the day. Since
then, two developments have increased the
popularity of magnetic pulse compression:
the production of low-loss amorphous
magnetic alloys in the mid-1970s” and the
recent demand for high-average-power
lasers and accelerators. The new magnetic
alloys aid magnetic pulse compression
technology because they consume less

energy and have a greater saturation flux
density than silicon steel. In addition, the
power needs for certain lasers and
accelerators are well served by magnetic
pulse compressors because the output pulses
are all of a constant amplitude and recur at
a high rate. For the first time since
Melville’s day, magnetic pulse compression
technology has found a problem to solve
and inherited the means to compete with
other switching techniques.

Researchers at the Lawrence Livermore
National Laboratory (LLNL) have long
been interested in magnetic pulse
compression technology and its continued
development. Over the years, LLNL
programs have applied the technique to
power large copper-vapor lasers and a
high-average-power lincar induction
accelerator (ETA 11). Both of these
applications represent a significant
investment in magnetic pulse compression
technology and a general desire to explore
new methods of generating high-average-
power pulses.

The Laboratory served as host and
cosponsor for the International Magnetic
Pulse Compression Workshop in an effort to
assess recent advances in magnetic pulse
compression technology and to scek new
applications that will help advance
the field.

Qur library research indicates that
the Special Technical Conference on
Nonlinear Magnetics and Magnetic
Amplifiers was the last U.S. conference
devoted to magnetic pulse compression
technology and magnetic networks. It was
held in Washington, D.C., on September
23-25, 1959. Since then, there have been
many new developments in the areas of
magnetic materials and computational
modeling. After 30 years, we thought it
was time to review the field once again.

Workshop Structure and Services

The Workshop was organized around
five working groups who examined
magnetic pulse compressors from five
different aspects. The technical domain of
cach working group slightly overlapped
the domains of other groups to stimulate
discussions and interactions. A list of the



working groups is shown below with a brief
description of the topics discussed:

The Network and System Modeling
Group set out to establish the state of the
art in modeling magnetic pulse compressors
and to recommend future research and
development efforts in this area. The group
surveyed the many magnetic switch models
available in the literature and concluded
that none of them was the clear model of
choice. The group also discussed the
features that an ideal model would contain
for accurate system studies.

The Magnetic Materials Group
concentrated on the topics of materials
production, pulsed testing methods, and
recent magnetization modeling techniques.
Core manufacturing considerations were
also discussed, including annealing,
insulation, thermal management, and core-
winding methods.

The Power Conditioning Group
identified and discussed the key issues in
the design of a power-conditioning system
to drive a magnetic pulse compressor. After
reviewing popular circuit topologies, the
group distilled their discussions to three
critical areas: voltage regulation
techniques, component limitations for high
average power, and advanced power
conditioning systems that may some day
eliminate the need for magnetic pulse
compression stages between the source and
the load.

The Core Cooling and Dielectrics Group
surveyed the state of the art in dielectric
materials and core-cooling techniques and
identified research topics and experiments
that would enhance the field. This
working group divided into three subgroups
to discuss the technology from three
perspectives: commercial power industry
experience, liquid and solid dielectric
materials, and cooling techniques for tape-
wound cores.

The Circuits and Applications Group
surveyed the wide range of potential
applications for magnetic switching
technology and derived from that the
rescarch topics that would be mos*
productive over the next several years. The

survey was divided into three applied
arcas: clectrical discharge devices and
plasma sources, ultra-high-current
applications, and induction accelerators.

Each group was assigned a chairman,
cochairman, and LLNL representative to
serve as group-discussion leaders during the
workshop. Months before the workshop
convened, these same individuals served on
the Organizing Committee to help plan the
technical scope and content for their
respective groups. Each group hosted an
invited speaker to represent them by
presenting a key technical issue to the
Workshop membership during the opening
plenary session. Each group also hosted
three invited authors who presented their
papers to their own working group members
during private group sessions. The invited
author presentations addressed specific
technical issues and stimulated the initial
group discussions. The group reports and
summaries from each chairman, combined
with the invited papers, make up the bulk
of the Workshop Proceedings.

Generally, the three meeting days had
similar schedules; each day contained a
morning and an evening session. Each
afternoon was free for the members to
continue their morning discussions, review
the poster papers, or just relax. During the
morning and evening sessions, the five
working groups were supported by a fully
equipped office facility and six staff
members. The office contained eight
computers (for calculations or word
processing), copy machines, viewgraph
production facilities, FAX and binding
machines, and a large library of books and
articles to aid the groups in their
discussions. These services were provided
to create a working environment that was
vigorous and supportive.

Workshop Highlights

The morning session of the first
day was devoted to the five invited
speaker presentations and to the poster
presentations by student scholarship
recipients and visiting Sovict scientists.



The following list identifies the Invited Speakers and their presentations:

Network and System Modeling Group
Jan-Mark Zentler, Modeling Magnetic Pulse Compression Networks,
Lawrence Livermore National Laboratory

Magnetic Materials Group
Carl Smith, Magnetic Materials in Magnetic Pulse Compression,
Allied Signal Corporation

Power Conditioning Group
David Barrett, Power Conditioning Networks for
High Average Power Magnetic Pulse Compression Systems,
Lawrence Livermore National Laboratory

Core Cooling and Dielectrics Croup
Gerry Rohwein, Insulation of Dense Windings,
Sandia National Laboratory

Circuits and Applications Group
James Swingle, Cost Scaling Large Systems that Use Magnetic Pulse Compressors,
Lawrence Livermore National Laboratory

Posters from the Soviet scientists and
students were hung on the walls of the main
meeting room to be viewed by the workshop
members during scheduled breaks and free
afternoons. Poster authors were available
to discuss their work during this first
morning session. The invited speaker
presentations, listed above, are not
inciuded in the proceedings, but the student
posters and some Soviet poster papers are
published in the Technical Summary.

The evening session of the first day began
with a plenary meeting where the working
groups were charged with their mission and
responsibilities. After questions and a
discussion of schedules, the membership
broke up into their working groups. At this
point, the Chairmen took charge of their
groups and introduced their objectives for the
next two days. Most of the groups elected to
hear presentations from their three Invited
Authors. These invited technical papers are
also included in the Technical Summary.

The moming session of the second day
commenced with a brief plenary meeting to
answer questions and to dispense news
items. The membership then retired to
their working groups for the remainder of
the morning. The evening session of the

same day began with a brief progiess report
from each Chairman. Following these
reports, the membership again broke up
into their working groups for the evening,.

The morning session of the last day
began with a very brief plenary meeting to
answer any questions. Afterward, the
membership broke into working groups to
finalize their discussions and conclusions.
The evening session was split into two main
events: a prescntation from our last invited
speaker and the final group reports from
each chairman. The featured speaker was
Vitalii Bystritskii from the High-Current
Electronics Institute in Tomsk, US.S.R.,
who elected to present some recent opening-
switch results. His presentation, entitied
Experimental Investigation on the
Conduction Phase of the Microsecond Plasma
Opening Switch was a welcome break from
three days of magnetic pulse compression
discussions. Following Bystritskii’s
presentation, the group Chairmen reported
on the findings and conclusions of the group
members. A detailed report by each
Chairman is included in the Technical
Summary. A brief working-group summary
from each Chairman also appears in the
Executive Summary.



Demographics

The workshop was attended by
rescarchers from five countries outside
the U.S. (the number in parentheses
indicates the number of delegates from
each country): France (1), Japan (2), Soviet

Companies (20)

Allied Signal

Berkeley Research Assoc.
Seta Development

L. Schlitt Consulting
Maxwell Laboratories
McDonald Douglas
National Magnetics
North Star Research
Physics International
Power Spectra

Pulse Sciences

Spectra Technology
Vacuumschmelze (USA)
Westinghouse

The total number of representatives for
each category is given in parentheses at the
top of each column. The greatest variety of
participating organizations was provided
by companies while the total workshop
population was dominated by U.S.
laboratories.

The Organizing Committee awarded six
scholarships to qualified graduate students
working in the general area of repetitive
switching. The scholarship fund was
provided by Sandia National Laboratory
and covered the workshop registration fee
and accommodation expenses for each
student. The scholarship program was
designed to bring the pulsed-power students
in contact with the professional community
in an interactive workshop atmosphere.

Six universities were represented: five from
the U.S. and one from the UK. We have
included in the proceedings a copy of each
student’s poster presentation.

Comments

The Organizing Committee intended that
this workshop would unite a growing interest

Universities (10)

Auburn University

Old Dominion University
Texas Tech University

U. of South Carolina

U. of Southern California
U. of Texas at Arlington
U. of Texas at Austin

Union (5), United Kingdom (5), and West
Germany (1).

The U.S. organizations at the workshop
can roughly be divided into three categories:
private companies, universitics, and national
laboratories. The table shown below
identifies the organizations in each category.

Laboratories (41)

Idaho Ntl. Eng. Lab
Lawrence Berkeley Lab
Lawrence Lvmr. Ntl. Lab
Los Alamos Ntl. Lab
Sandia Ntl. Lab
Stanford Lin. Accel. Cntr.

in magnetic pulse compression, as expressed
by the growing number of related papers
presented at recent conferences. We structured
the working groups and the daily schedules
to promote three beneficial activities:

¢ A sharing of information and
techniques gained by recent experiments
using modern magnetic materials.

» Discussions in the technical areas
where information is sparse, such as switch
modeling, material data, and component
behavior at a high pulse-repetition frequency.

* An exploration into the future of
magnetic pulse compression, including ideas
for new applications and critical areas
requiring continued research.

The two-volume set of proceedings is
designed to document the workshop events and
to serve as a lasting reference for further work.
The two volumes have been made available to
recap the informatien in a detailed format for
technical readers and in summary form for
technical program managers.

In our opinion, the membership found
the unique office services very helpful in
preparing presentations and reports. In
some cases, the technical library enhanced



the working group discussions, but generally
the resource was under-utilized because of
the limited time available. The working
groups were very active and covered the
technology with some overlap; however,
the time was too short to explore the full
interests of each group or to interact with
other groups on related topics. The invited
speaker presentations were well received
and helped to orient the membership on
key technical issues. The invited author
presentations were insightful and of
interest to each working group, but each
presentation reduced the time available
for group discussions. Some groups faired
with this tradeoff better than others.
Generally, the isolated winter surroundings
were an excellent backdrop for huddled,
contemplative discussions. The
accommodations, organized activities,

and food services provided by
Granlibakken were very well done.
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MAGNETIC MODULATOR
SYSTEM ISSUES

Edmond Y. Chu
Maxwell Laboratories, Inc.
8888 Balboa Ave
San Diego, Ca 92123

Abstract

Magnetic pulsc compression techniques are used to
improve the performance of conventional switches. Because
these pulse compression stages involve a multiple set of
capacitors and saturable inductors, they add a significant
amount to the size, wzicht, cost, and complexity to the
system. In this paper, we examine the possibility of
minimizing the size and weight of the magnetic modulator
by reducing the saturation times of the saturable inductors
and choosing the optimum number of puls¢ compression
stages. Other design issues such as core reset and bias,
prepulses, and reflected energy from the load are also
discussed.

I. INTRODUCTION

Magnetic pulse compression techniques are often adopted
to extend the performance envelope of pulse power sysiems
using conventional switches (c.g. Silicon Controlled
Rectificrs (SCR), thyratrons, spark gaps, etc.). Through the
use of saturable inductors and additional energy storage
clements, magnetic modulators can provide significantly
higher output dlI/dt, peak current, voltage, repetition rate,
shot life and overall system reliability.

The basic operation and design of magnetic modulators
were first discussed in detail by W. S. Melville[1] and later
by R. A. Mathias, et al{2] and D. L. Birx, et ali3]. The
principles of operation for the magnetic modulators can be
understood by considering the series switching, cascade
discharge circuit as shown in Figure 1.

In the series switching, cascade discharge circuit, the
capacitors usually have equal capacitances whereas the
saturable inductors have successively lower inductances (i.e.
the ith inductor has lower inductance than the (i-1)th
inductor). Iniually, the first capacitor Cg is charged w a
desired voltage Vg. Upon closure of switch S1, Co begins
1o discharge through Lg. If the saturable reactor L has a
high unsaturated inductance when compared 10 that of Ly,
then most of the energy initially stored in Cp will be
resonantly ransferred to Cy in a time period given by:
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Figure 1. A simple series switching, cascade
discharge circuit.
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provided Ly will remain unsaturated during the transfer
process. Saturation of Ly will then transfer the encergy from
Cy to Cp at a faster rate determined by the saturated
inductance of L. Dy careful selection of the saturable
inductor saturation times, this process can be repeated
efficiently through the successive stages until C, discharges
into the load. Power amplification 1s thus obtained through
the reduction in series discharge inductance in each successive
stage.

Because the magnelic pulse compression stages are
physically between the initial energy storage capacitor and
the load, the design of the magnetic modulator is dependent
on the characteristics of the start switch (S1) and the load
requirements. To design a magnetic modulator to meet a
given set of input and output clectrical requirements is
generally straighiforward. However, if optimum design is
required to minimize System size, weight, cost, or to
maximize the system cfliciency (as these parameters can vary
by a factor of 2 between optimized and unoptimized designs),
then the following system design issues must be addressed:

» Magnetic swilch saturation times

+ Number of pulse compression stages



« Magnetic switch rosct and bias
s+ Quiput prepulscs
» Reflected energy

II. DESIGN ISSUES

A Switch Saturation Times

The design parameters of the saturable inductors in a
magnetic modulator are related to their saturation times by
t Faraday’s law:

(ts‘ut)i

| Vao =
0

<V>; (tsahi = Ni{Amdi (AB); W)

where <V>; average voltage across the saturable inductor

N; = number of turns on the winding
(Am); = core cross-sectional arca
(AB); = available saturation magnctization

Because of the diode-like propertics of saturable inductors
(i.e. the inductor will have a large inductance for current in
the reverse dircction immediately after {orward conduction),
magnetic modulators are generally very tolerant of excessive
saturation times of the saturable inductors. Since the core
volume of cach saturable inductor, (Vol);, is strongly
dependent on its saturation time, as shown by the following
equation:

_ (Usadi

(vob); = (Lsathi

MNi(Am)p)?
(Tsadi V2
[ vdt

0
(AB);

_ Wsan);

N {(Lsavi 3

where

(Lsai
(usat)i

saturated inductance of the saturable inductor
the saturated permeability of the core
material

1}

it is important to minimize the saturation time without
compromising the efficiency of the pulse compression
process.

Encrgy transfer cfficiency as a function of the saturation
ume can be investigated using the simple two mesh cascade
discharge circuit shown in Figure 2. If we assume that the
saturated inductance of L is approximately 25L3 (a
rcasonable approximation for many applications), we can
calculate the energy transfer efficiency from Cj to C3 as we
vary the saturation times of L. The result of this
calculation is depicted in Figure 3. As shown in the plot,
energy transfer efficiencies of >0.9 can be achieved at
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saturation times as short as 0.75 times the nominal
resonance transfer time. In general, it has been found that
satisfactory performance can be achieved using a saturation
time given by:

(tsav)i = TV Li1Ci12 - iV LiCif2 @
L 1 L 2
R A =L.
47?_1&“\ JVJFF
- C - C - C
~ ™ 2 ~ 3
Figure 2 A two mesh cascade discharge circuit.
Ci=Cy=C3
1.0
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e
= 4
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o
= 4
0.8 4
0.7 g | B T T T T T
0.6 0.7 0.8 0.9 1.0 1.1

Saturation Times (x . / L1 c /2 )
1

Figure 3 Encrgy transfer efficiencics as a function of
saturation times of Ly



B. Nuwmber of Stages

The size, weight, efficiency, and cost of a magnetic
switching modulator is strongly dependent on the number of
stages of pulse compression chosen to satisfy the
requirements.

If one defines the overall gain of the magnetic pulse
COmMPression SLages as:

(LS
-(T

which is approximately the ratio of the start switch
conduction time to the characteristic time associated with

0
Tn

3

energy transfer to the load, then G can be expressed as:
x 5
L: 0. n
G=| I(——L‘?) =11 G ©®
1 i=1
- i
=1
where Gi, the individual stage gain is defined as:
L. \0.3
Gi = (—L—‘} ™
t /

It can be shown that (by using Eq (3)) the volume of
magnetic swiich core in gach stage, (Vol);, can be related to
its stage gain, Gj, by the following equation:

2
2 Ei = (Usapi

(Vol); = G; 2 AB2 (8)
where  Ej = the cnergy stored in C,,
The total magnetic x:odulator core volume is ilien equal
o:
n
(Volcore = Z (Vol)
i=1
E; 12 (Usar)i
= 25118 §(lt sat/y 9
Z 4 AB;? ©)
If Gi, Ej, (Usa)i, and ABj are identical for all stages, then
. Er®u ;
(Vol)eore = n GZ/”# (10)

A plot of the tatal volume of core materials as a function of
the number of pulse compression stages for various overall
system gains is shown in Figure 4,
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Figure 4 Plot of total core volume versus the number
of pulsc compression stages

Since there is one capacitive energy store for each pulse
compression stage, the total volume of capacitors in the
magnctc modulator can therefore be writien as;

where & = capacitor energy density in J/m3.

In most applications, it is desirable to minimize the
weighted sum:

a (Vol)core + B (Vol)cap {
by varying the total number of stages. If o and B are
densities of the core and capacitor respectively, then the
weighted sum becomes the total weight of the system.
Generally, because of the contributions from the capacitors,

the minimum tends to occur at a value of n less than that
depicted in Figure 4.

2)

C. Reser and Bias

Because of the inverse square dependence of core volume
on AB (see Eq (3)), it is important to pulse reset or dc bias
the core to obtain as much flux swing as possible. The
choice of pulse reset versus dc bias depends largely on the



specilic application, In general, pulse reset will be preferred
if the pulse repetition rate is low and the saturable core
material has a square B-H loop. This is because at high
repetition rate, the power requirements {or pulse resetling can
approach the output power of the magnetic modulator. A
minerial having a low residual induction (By) will not provide
a large AB after the reset pulse. For magnetic modulators that
employ command resonant charging techniques for the
charging of the initial energy storage capacitor, a self-reset
approach as shown in Figure 5 can bc used to simply the
system design. To ensure proper core reset, the peak
charging current must provide the required magaetization 1o
saturalc the core in the reverse dircction. Because charging is
usually achieved at a much longer time period compared 10
the discharge time period, the reset process will follow a
lower frequency hysterisis loop which requires a relatively
low magnetization for sawuration. At the end of the charging
current pulse, the cores will then acquire a negative residual
induction B;. If the core materials have a square B-H loop,
then B; = Bga;, Consequently, the available magnetization,
AR, for the core will be approximately equal 10 2 Bgy.,

L charga Lo Cp L Ln

S e A -

o ke Fimar Cy J_ o7 Cn _L 2
Power “T* Capachor ( ~ ™ ’T S
Supply =1

Figure 5 Circuit showing the use of charging current
to resct saturable reactor cores

Figures 6 and 7 show two of the common approaches for
providing core bias using dc power supplics. If maximum
output efficiency is required for a large range of operating
vollages, the core material should have a low residual
induction. Moreover, using the bias scheme shown in
Figure 6 will allow fine tuning of the saturation times of the
saturation inductors. Trade-offs between induced voltage and
reset/bias current can also be made if separate windings are
used for the resci/bias process.

D. Output Prepulses

Because leakage currents are required for saturation of the
saturable inductors, output prepulses are almost incvitable

16

with magnetic modulators. There arc many approaches to
reduce the level of pre-pulses at the load. A common
approach is to use a shunting impedance (e.g. inductor,
capacitor, etc.) placed in parallel with the load. A low shunt
impedance will result in a low prepulse amplitude. However,
a Iow shunt impedance also reduces the energy delivered Lo
the load, increases the output risctime, and distorts the output
pulse shape. If the load has a well defined impedance
characteristics, an output transmission line between the
output saturable inductor and the load will produce a low
prepulse amplitude without the drawbacks of the shunt
impedances. Prepulse amplitude can also be suppressed if the
gain of the output stage is reduced. This can usually be done
by allowing a faster charge time for the output energy storage
capacitor.

Bias Bias
PS PS
o i, AR
C
ok Cix Cal Cnl g
S

Figure 6 DC core bias using separate windings

Bias

el TR - - TR

(e}
o
Y]
il
)
3}
)
~7r

LOAD

Figure 7 DC core bias using a single bias power supply



For applications involving a line type pulse forming
network or pulse forming line as the {inal energy store in the
pulsc compression circuit, prepulse can cssentially be
climinated using a symmetrically churged Blumlcin(4]
arrangement as shown in Figure 8. This is because the
leakage associated with U 2 output saturable inductor is a
small perturbation o the total energy stored in each pulse
foming line resulting in nearly identical churging voltage on
both pulse forming lines. Since the prepulse across the load
is the difference between the charging voltage of the pulse
forming lines, the amplitude is significantly smaller than
other approaches.

=

Figure 8 Prepulse is virtuadly eliminated using the
symmetrically charged Blumlein

M

PFL

E. Reflected Energy

In applications where the load is inductive, a large voltage
reversal will develop across the output stage capacitance
following saturation of the outpul saturable inductor.
Because ot the diode nature of the saturable inductors, energy
reflected from the load will be propagated wowards the initial
cncrgy storage capacitor rather than resulting in high
frequency ringing across the load. If this energy is not
removed at the start energy, it will be reflected again towards
the load. In high repetition rale operations, the encrgy
retlected back and forth between the load and the start circuit
can interfere with the subscquent pulses resulling in varying
output voltuge amplitude. Figure 9 shows an approach that
would remove the reflected cnergy from the pulse
compression circuit by recycling some of the reflected energy
10 the power source.
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Figure 9 Clamping diode recovers reflected encrgy and
prevents cnergy from oscillating between load
and start circuit
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Critical System Issues and Modeling Requirements—the Problem
of Beam Energy Sweep in an Electron Linear Induction Accelerator*

W.C. Turner, D.M, Barrett, S.E. Sampayan
Lawrence Livermore National Laboratory
Livermore, California 94550

Introduction

In this paper we discuss system issues and modeling require-
ments within the context of energy sweep in an electron finc.:
inductionaccelerator. When needed, particular pararzicr values
are taken from the ETA-II linear inducticn: accelerator[1] at
Lawrence Liverniore National Laboratory. A diagram of the
major systems for this type of accelerator is given in Fig. 1, and
parameter v-'ucs for ETA-II are summarized in Table 1. The
ETA.I accelerator parameters are determinea by the desired
applications of the electron beam—a driver for a megawatt
average power microwave free-¢clectron laser (FEL) and a dem-
onstration of front-end accelerator technology for a shorter
wavelength FEL. Nominal parameters are beam current 3 kA,
beam energy 6 MeV, and pulse flattop 50 ns. Up to the present
time, ETA-II has been operated at 1- to 10-Hz pulse repetition
frequency. Within the next year we hope to begin operating
ETA-II for 10-ms bursts at 5 kHz and eventually extend the burst
length to 0.5 s. For this paper, the most important parameter in
Table 1 is encrgy sweep during a pulse. It is important to have
low energy .sweep to satisfy the FEL resonance condition
and to limit the beam corkscrew motion. It is desired to achieve
AEJE =*1% for a 50-ns flattop whereas the present level of
performance is AE/E = 1% in 10 ns. To improve this situation

* Work performed jointly under the auspices of the U.S. Department
of Energy by Lawrence Livermore National Laboratory under contract
W-7405-ENG-48, for the Strategic Defense Initiative Organization and

the U.5. Army Strategic Defense Command in support of SDIO/SDC
MIPR No. W31RPD-0-D4074.

Table 1. ETA-II parameters.
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Fig. 1. Diagram of linear induction accelerator systems.

we will identify a number of areas in which modeling could help
increase understanding and improve our ability to design linear
induction accelerators.

In general two types of modeling questions can be asked:
component and system. A component question is: Can a
magnetic pulse compressor be built that delivers a well-defined
pulse shape into a specified load impedance at given pulse
repetition frequency (PRF)? A system question is: What is the
optimum number of accelerator cells driven by asingle magnetic
compression modulator (e.g., the number that minimizes the total
cost of the accelerator or FEL)? For the most part, [ will be
concerned with problems of performance that arise at the compo-
nent level defined by the boxes in Fig. 1.

Parameter Goal Current status (12/89)
Brightness (A/rad-cm)? >2x 10° 6 x 10
Current (kA) 3.0 >3
Beam energy (MeV) 6,7.5,10 6
Energy sweep (head to tail) *1%, 50 ns +1%, 10 ns
Energy stability (pulse to pulse) +0.1% —
Flux line alignment (j1m) +100 +3000
Centroid displacement (mm) <1, 50 ns 10, 10 ns
Angular sweep (mrad) <10, 50 ns 6,10 ns
Rep rate (kHz) 5 0.01
Duration (sec) 0.01,0.5 —

18



Encrgy Sweep

Encrgy sweep combined with misalignment of the magnetic
axis with respect to the beam propagation direction leads to an
undesirable differential rotation between the head and tail of the
pulse known as corkscrew.[2,3] The differential phase advance
is cumulative as the bcam propagates down the accelerator. An
example of this corkscrew motion at the end of ETA-I1 is shown
in Fig. 2.[4] The data are shown for a time interval of approxi-
mately 50 ns during which the beam current exceeds half its
maximum value of 1.7 kA. The radius of the transverse motion
is about 1 cm, ten times the desired goal of 1 mm, and this is our
primary motivation for wanting to control the energy sweep.
Improvement of magnetic axis alignment is also being pursued
but will not be discussed in this paper.

If we want to limit the energy sweep AE/E toa certain value
for a time interval t, the voltage pulse on the acceleration gaps
must satisfy this same constraint—AV/V = 1% for 50 ns. If we
refer to the component subsystems shown in Fig. 1, there are a
large number of effects that are listed in Table 2 that can influcnce
AV/V applied to the acceleration gap. Because the time delay
through a magnetic pulse compressor (MAG) is voltage depend-
ent, there is an intimaite connection between the volitage and
timing of the output pulse. In addition, core reset defines the
available flux swing in eacl. magnetic switchand is therefore also
reiated to the voltage and timing of the output pulse. Relative
timing error between the beam current load and the voliage pulse
applied to the accelcration cells can affect the shape of the pulse
and therefore the energy sweep. The shape of acceleration pulse
is also obviously affected by the MAG pulse shape and the

y (cm) D9170F01
2
1
x (cm)

Fig. 2. An example of corkscrew motion of the beam at the
exit of ETA-II for I = 1.7 kA and W = 6 MeV. Data are

shown for the 50 ns that the beam current exceeds half its
maximum value,
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Table 2. Factors that influence energy sweep.

1. IES voltage regulation

2. Core reset stability

. MAG output pulse timing jitter

- Thermal driftin AB_ of the MAG cores
. MAG output puise shape

N th & W

. Impedance mismatch in the pulse
distribution network

Y

. Cell capacitance
8. Ferrite loading
9. Beam loading

behavior of the various loads at the acceleration cell—cell
capacitance, cell ferrite, and the electron beam current. In some
cases the effects listed in Table 2 can be used in a compensating
way. For example, the output pulse of the MAG can be deliber-
ately distorted to account for change in load impedance during
the pulse caused by cell capacitance and ferrite. In addition, the
dependence of acceleration pulse shape on the beam current load
can also be used to advantage by programming the beam current
10 offset slowly drifting pulsc-to-pulse voltage variations due to
cffects such as thermal variation of ferrite loading in the accelera-
tion cells.
Our strategy for dealing with the effects listed in Table 2
consists of the following four components:
» Voltage regulation
DeQ circuit regulates the iniermediale energy storage
(IES) voltage input to the MAG 10 20.04%.
Jitter control
Feedback and feedforward circuits control the IES
switch trigger time, holding MAG output jitter to
<1 ns.
« Passive compensation
Pulse distribution network and tapered MAG PFL
compensate for cell ferrite and capacitance loading at
low PRF;
AVIV =+1%,50ns, 1 Hz.

 Delayed feedback current control
Feedback control of injcctor current is used to com
pensate thermal drift in cell {errite loading at high
PRF;
AE/E =+1%,50ns, 5 kHz.

In this paper we will concentrate on passive compensation
issues and delayed feedback current control where modeling can
have a significant impact. Voltage regulation and jitter control
have been discussed in a previous paper.[5]

The Magnetic Compression Modulator

A schematic of the MAG I-D three-stage modulator used on
ETA-II is shown in Fie. 3. Points where the voltage can be
measurcd arc labeled A through E, and atypical set of waveforms



IES capacitor and switch
2 uF, charge time = 100 us

Pre-compression stage
2.1 uF, charge time = 3.8 us

First compression
stage 19.3 nF, charge
time =950 ns

PFL/output stage, 17.3 nF,
20 Q, charge time = 235 ns

Output transmission
lines, 2 ea, 40 Q,
pulse FWHM =70 ns

i)

Reset

Reset

Fig. 3. Schematic of a MAG I-D magnetic compression modulator.

are shown in Fig. 4. The stage-to-stage cumulative efficiency is
also indicated in Fig. 4. The energy for each stage has been
calculated from the peak voltage. The MAG [-D output energy
in Fig. 4d exceeds that listed for the PFL in Fig. 4c because the
voltage is not uniform along the PFL, and the the PFL continues
10 charge after the output reactor saturates. Although these
modulators have been used to successfully operate ETA-II to
obtain the parameters in Table 1, there are some improvements
that can be made. First, one notices that the interstage voltages
swiich before reaching the peak of a 1-cos(wr) waveshape. This
canoccur for tworeasons: (0o-small volt-second products stored
in the swilches or saturated inductances that are too large. If the
saturated inductances are 0o large, this raises the question, What
is the effective saturated permeability of the Metglas in these
switches? Second, the overall efficiency of the MAG I-D for the
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data shown in Fig. 4 is 58%, and it is desirable to know if thiscan
be improved. The largest loss (236 J) occurs in energy transfer
between the first compression stage capacitor and the PFL.
Further experiments have shown that most of this loss is due
to the output magnetic switch, which has the highest dB/d!
(~15T ps while the PFL is being churged). It would be of interest
to know how much of the hysteresis loss is intrinsic small-sample
loss and how much is Gue to saturation wave effects because of
the large core area and early saturation of the inner radius
material. Another interesting point is that because of the low
output impedance of the MAG I-D, the saturated magnetization
current in the output switch reaches very high values—in excess
of 50 kA. Non-squarcness of the B-H hysteresis curve could
result in significant loss occurring during the switching time. If
this is the case, it would be interesting toconsider a larger number
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Fig. 4. Typical set of MAG I-D voltage waveforms. See Fig. 3 for the location of the pickoff points A, B, D,and E.

of higher impedance magnetic compression modulators to in-
creasc cfficiency.

Figure 5 illustrates another important feature of MAG 1I-D
operation that must be taken into account when we are concerned
about encrgy sweep—namely that the shape of the output pulse
is amplitude dependent. In Fig. 5 the MAG [-D output voltage is
shown for scveral values of voltage on the command resonant
charging circuit (CRC) that drives the MAG I-D. The variable
outputpulsc shape has been modeled with the SPICE code[6] and
is explained by the presence of traveling waves on the PFL tnat
are cxcited during its 235-ns charge time. Achieving low energy
sweep will require operation at a single point or consideration of
a variable compensation scheme if it is desired to operate over a
range of output voltages.

A primary issue for a magnetic modulator is preservation of
output wavcform quality at high PRF since these devices are
usually of interest for high average power applications. For
cxample, on ETA-II we would like to demonstrate pulse-to-pulse
stability of 0.1%, an order of magnitude better than the pulse
flatness requircment, in order to ensure the stability of delayed
feedback current control discussed below. An example of the
type of difficulty that can occur at high PRF is shown in Fig. 6
where the amplitude of the MAG 1-D precompression capacitor
voltage is shown for the first 60 pulses of 5-kHz and 3-kHz pulse
bursts. Theamplitude appears tohave more than one quasi-stable
value with number of transitions increasing as the frequency is
raiscd. The behavior is reminiscent of mode-jumping behavior
that occurs in periodically driven non-linear systems. We do not
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have a detailed understanding of the process that is occurring
here, but it seems likely that it is caused by reflected energy from
the previous pulse not being completely dissipated before the
arrival of the succeeding puise so that the switch cores are not
precisely reset to their initial conditions.

In this section we have given some indication of nci-ideal
behavior that can occur in a real-life magnetic compressor to
stimulate thought about where modeling could help increase our
understanding. As often happens in the development of science
and technology, the experimental development of the high-
power magnetic compression modulator has led the modeling
capability. There is not much experience with models that can
calculate waveforms and compare them with precision to the
type of data given in Figs. 4 to 6. The non-trivial problem here
is of course modeling the behavior of the non-linear magnetic
switch elements, a problem that also occurs with the induction
accelerator cell. Therc is also the numerical problem of dealing
with the four-order-of-magnitude variation in time scales of
interest from the hundreds of microseconds between pulsestothe
tens of nanoseconds duration of output pulse. Inthe development
ot a magnetic modulator model it is imponant to build in
predictive capability for devices not yet built or only imagincd as
well astoreplicate the data from an existing device. For examplc,
it should be easy to change the core geometry and size, magnetic
material, specific magnetization model, and number of compres-
sion stages. In this way a number of devices could be modcled
with a common tool, and the possibility of doing system optimi-
zation studics would exist.



100

(@ ! l [

I § I U |

e L

100

Voltage (kV)

100 (@) I ‘

L ] T I
Ll | S

ey I T R

100

0 50 100 150 200

Time (ns)

Fig. 5. Illustration of the changing shape of the output
pulse of the MAG I-D as the command resonant
charging (CRC) voltage is varied, (a) CRC = 10 kV,
(b) CRC =11 kV, (¢) CRC =12kV, (d) CRC =13 kV,
(e) CRC =15 kV.

22

(@)

i Hllun
% |l

It HIU
L

I

5.9 kvidy_

(b)
T T YT T YT T T
llH L 'HI"IH‘HIIHH I it |

R R

Il il HHIIIIHI*

|
1l unmm.mumt

_5.9‘kV/dIv

O 200psdiv - .
Fig. 6. Illustration of an amplitude instability of a MAGI-D
at high rep rate, (a) f = 5000 Hz, (b) f = 3000 Hz. In each E

case the first 62 pulses of the pre-compression stage capacitor .
voitage are shown.

The Induction Accelerator Cell

Across section view of an ETA-Il acceleration cell is shown ~
in Fig. 7. The cell contains a two-sided high voltage feed across =
anomina! 0.75-cm gap, a solenoidal coil for focusing theelectron
beam and ferrite toroids (8 ea. i.d. = 20.3 cm, od. = 35.6 cm,
thickness = 2.54 cm) for high voltage isolation. A simplified
schematic of the cell and drive circuitry is shown in Fig. 8. The

drive circuitry is represented by a voltage source 2V, in series - -

with an impedance Z;. The cell is represented by the parallel
combination of gap capacitance C, ferrite impedance Z, and a
beam current source /,. Because of the dominant lossy niature of
the ferrite, we approximate the ferrite as a non-linear resistor with

avaluecqual to the instantaneousratio of voltageto currentrather

than asaninductor represented by anon-linear permeability. The
acceleration voltage across the gap is then simply

V=2V~ +1+1) 2, )

and the variation of acceleration voltage is related to variation of
ferrite impedance by

SV IV, =(2)Z) (8Z,Z) . @
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The impedance Z; of the ferrite in an ETA-II cell has been 1o cell. Anecxample of voltage waveforms measured at the first
measured. A typical result is shown in Fig. 9 where Z, isplotied  andtenthcellofa ten-cell setis giveninFig. 11. Toeliminate this
as a function of the volt seconds applied to the cell for a drive  undesirable effect, the distribution system is being modificd so
voliage pulse of 108 kV.[7] Although the impedance is near  cach pair of cells is driven by a pair of 40 Q cables as shown in
200 Q for a large fraction of the volt-scconds, it is far from  Fig. 10b. The individual pairs of cells arc transit-time isolated,
constanl. A fractional impedance variation may be easily and symmelry, shorier bus length and greater carc taken in
calculated as a function of the fraction of volt-seconds utilized.  impedance matching have climinated the cell-toell distortion
Calculating from the center of the pulse for volt-second utiliza-  observed in Fig. 11,

tion fractions of 0.5, 0.75 and 0.90, the fractional impedance The pulse distribution networks shown in Fig. 10 have been

variations are 82/Z, = 0.10, 0.31 and 0.60. For ETA-Il the  thoroughly modeled with SCEPTRE to predict the acceleration -
nominal ratio of drive impedance per cell 1o ferrite impedance  gap voltage including the effects of beam andferrite loading. The ..
18 Z,/Z,=40/200 = 0.2, giving from Eq. 2 acceleration gap beam is treated as a current source equal to the measured output

voltage variations 8V, /V, = 0.02, 0.06, and 0.12. Clearly some current pulse of the ETA-II injector. The ferrite load is taken ]
compensation of the ferrite impedance variation will be required  directly from impedance measurements like those shown in -
1o achieve +1.0% beam energy flatness for 50 ns. Forapractical  Fig. 9. The results of some of these calculations are shown in

system there will be some tradeoff between utilization of the  Fig. 12a where the width of pulse having a given fractional .

ferrite volt-scconds and complexity of compensation of the energy variation is plotted for the existing transmissioii linc feed, -
impedance variation. Eq. 1 suggests two ways to compensate for ~ for the 40 Q multi-cable feed and for the 40  mult-cable feed -
variation of Z: vary the drive impedance Z and/for the beam  and tapered PFL. For these calculations the beam current was
current /. 2.2 kA, and the pcak amplitude of the MAG [-D output pulsc was

Up 1o now ETA-I1 has been driven with 4 Q cables feeding 110 kV. The calculations predict that the cxisting transmission
pairs of transmission lines that run along a group of ten accelera-  line feed will achieve +1% energy flatness overonly 13 nsof the -
tion cells—shown schematically in Fig. 10a. Becausc of pulse, and this is in excellent agreement with the beam energy
impedance matching problems with this type of distribution, the  sweep measured on ETA-I1.[4] From Fig. 12a the calculations
shape of acceleration voltage pulsc varies considerably fromce!!  further predict that +1% energy flatness will be achieved for

(a) (b)
Previous ETA-Il system New multi-cable system

MAG I-D \ MAG I-D

4 ) water-filled cables

4 Q water-filled cables

Distribution
("—'— 1 box 1 (i

(

Distribution

1box10

10 cells

Bus structure =

40 Q, solid-dielectric cables —/

Fig. 10. Schematic of pulse power distributions to the accelerator cells of ETA-II, (a) ten-cell transmission line feed,
(h) multi-cable feed; each pair of cells is driven by a pair of 40 () cables.
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of the pulse flattop as a function of flattop energy regulation

AFE/E for a transmission line feed as in Fig. 10a, a multi-cable feed as in Fig. 10b and multi-cable feed and tapered pulse
forming line on the output stage of the MAG I-D. (b) Measurements of flattop pulse widths on the prototype multi-cable
feed system as a function of AE/E for CRC voltages of 10, 12, and 14 kV.

31-ns pulse width with the multi-cable feed and for 49 ns with
the tapered PFL addition. The impedance of the PFL varics by
+12%. The £1% pulse width achievable has a rather hard upper
bound of 50 ns because of the 70-ns transit time on the PFL and
20-ns rise and fall times. So far we have prototype-tested the
40 Q multi-cable feed with a fixed 38.5 Q resistive load per cell
to simulatc beam loading. Pulse width versus energy sweep is
given in Fig. 12b for three values of the C+ ¢ voltage. With a
CRC voltage of 12 kV, the duration of +1% flattop is 28 ns, in
reasonable agreement with the predictions in Fig. 12a. For CRC
voltages above and below 12 kV, the duration of flattop is
reduced because of the charging phenomenon noted in Fig. 5.
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From the modeling perspective, the problem of the ferrite
response of an accelerator cell is similar to modeling a magnetic
switch in the pulse compressor except that the switching material
is ferrite instead of Metglas. Clearly, from the component design
viewpoint, it is desirable to have a cell model that includes the
ferrite response. At the present time a cell model does not exist
that allews 7+ 10 model component design to the level of the
+1%energ: - ..cep that we desirc 1o achieve. Intheimmediately
preceding discussion the modeling calculations presented in
Fig. 12a are somewhat of a cheat since the cell response was
taken directly from experimental measurements. In fact it may
be unrealistic—no one has developed a complete model of accel-



crator pulse shape that calculates everything from material prop-
cnies and geometry and correctly predicts energy sweep 0 £1%
accuracy. Soweare left with the present approach that combines
modeling, experimental measurement and component design
that allows some degree of tunability. For example, the tapered
PFL discussed above has been designed as a parallel plate
structure with variable spacing to allow for uncertainty of cell
loading and the amplitude dependence of MAG 1-D pulse shape
ilic-rated inFig. 5. Inany case, itstill seems desirable to develop
a model of the accelerauon cell that attempts to push back the
level at which experimental data enter the calculations. To that
ond we initiated a program of experimentand modceling magneti-
zation reversal in small samples of ferrite where propagation
effects and spatial variation of ficld strengih could be neglected.
These results are then to be used to describe local reversal of
magnetization in wansmission line models and field solving
codes for large ferrite cores and accelerator cells where propaga-
tion effects are important. So far we have only made progress
with the small sample part of this program. Small ferrite toroids
io.d. = 31 mm, i.d. = 19 mm, | = 40 mm) have been driven with
a coaxial pulser and the current and voltage measured for mag-
netization reversal rates that are similar to a full-scale accelerator
cell. Itis particularly important o have a model that accurately
describes the dependence of magnetization current on the rate of
magnetization reversal (proportional to applied voltage) and the
instantancous magnetization (proportional to the time integral
of the applied voltage). Figure 13 shows the results of measure-
ments on TDK PE11B and comparison with a simple model
based on collapsing spherical domains and a domain wall
velocity that depends linearly on the applied magnetic field.(§]
The model predicts the following equation for magnetization
reversal:

L
VL= RO - J Vduo,) 3)
0

where V" and / are the voltage and current, /| is the sum of the
cifects of the applied dc reset current and coercivity, o, is the

(a)
° ‘ T T 500
5 B —
.t‘o‘ oy 400
o~ 4 4 ceco,
i 3 Ooo .“qi..' — 300
o [ ~— o]
g’) o‘o ‘... '-.-—-) 1 200
3 2 g ‘O.o. .,..
S — s e - 100
> Lumuul«ﬂ‘“‘t OOCG:C “tace,
tcengenn s ectecy, S0
 frutewe s \
€LCCeeeeeecceeteq
i ” ’ -100
° 25 5C 75 100

t (ns)

(v) waun)

saturation flux and R and Q are fitted parameters. The fitof the
model to experimental data shown in Fig. 13bisreasonably good
except at low values of the integrated volt-seconds where the
model is expected to break down due to merging of domain walls
during the initial stage of flux reversal. This model has not yet
been used in transmission linc and ficld equation models to
compare 10 iarge ferrite cores and accelerator cells.

Delayed Feedback Current Control

From Eq. 1 it is apparcnt that variation of electron beam
current [, can be cxploited as a way of controlling the accelera-
tion gap voltage. Figure 14 illustrates schematically the idea of
delayed feedback current control and a practical way of doing
this.[9] Two special-purpose cells driven by programmable high
voltage vacuum tube modulators are added to the scries stack of
ordinary cells that comprise an induction linac injector. The
ordinary cells are driven by magnetic pulse compression modu-
lators with fixed pulse-to-pulse shape. Since the injector is
ordinarily operated in the space charge-limited regime, the beam
current is related 10 the cathode-to-anode voltage V) by the Child-
Langmuir rclation
I=AV P 4)
and controlling the voltage provides the means to control I
{relativistic corrections to Eq. 4 are not important for this discus-
sion). The triodes are connected in parallel with a resistor and
operate ina shunt regulator mode with the voltage drop across the
tubes gencraied by the beam return current. Generally one is
interested in controlling approximately the top 10% of the
current pulse to avoid beam transport problems and large vari-
ations of beam power during the energy flattop. Total injector
voltages are of the order of a megavolt, and triode modulator
voliages of interest fall in the range 25-100 kV. Compact high
current tubes of this voltage and with band widths extending to
1 GHz are readily available commercially. An error signal
derived from an energy analyzer at the end of the accelerator is
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Fig. 13. (a) Measurements of voltage and current driving a small toroidal core of PE11B ferrite, i.d. = 19 mm,
n.d. =31 mm, | =40 mm. (b) Fit of the collapsing domain model of flux reversal to the data in (a).
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Fig. 14. Schematic of delayed feedback current control of beam energy variation.

summed over previous pulses and used to drive the triodes to
maintain conslani energy.

The scheme in Fig. 14 is envisioned as ameans of correcting
slow thermal drifts during a long pulse burst at high PRF but can
also obviously be used to provide the same type of correclion as
the tapered PFL of the MAG I-D discussed above. Although
using the vacuum tube modulator approach on every cell of an in-
duction linac would be prohibitively expensive, it is reasonable
with the injector where itonly has to be done once. Itisalso a very
powerful approach because it provides the accelerator with an
adjustable knob so that everything does not have to be understood
in complete detail to get a satisfactory energy flattop.

So far an clectron injector and accelerator experiment dem-
onstrating the principle of Fig. 14 has not been done. However
some simple experiments illusirating the performance of a riode
modulator have been done.[9,10] Figure 15 shows a schematic
of an cxperiment utilizing two induction cells. The first cell is
driven by a spark gap-triggered Blumlein pulse line, and the
voliage induced across the second cell is regulated by a iriode
modulator (in this case consisting of 32 Varian YU-114 triodes
in parallel). A 35 Q resistor passes through the axis of both cells
and simulates the beam current load. Waveforms from this
cxperimentarc shown in Fig. 16. The uncorrected voliage across
the sccond cell with the triodes turned off is given in Fig. 16aand
fully corrected with the triodes turned on to generate a flautop
pulse in Fig. 16¢. Figure 16d shows the function generator pulse
applicd 1o the modulator circuit for the fully corrected pulse.

The technique presented in this section illustrates a method
that would provide some insulation from having to model and
build everything correctly to get the desired energy sweep;
however, it also suggests some arcas where modeling would be
uscful. Although considerable work has been done on modeling
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clectron optics of an injector, there does not appear to be
cxperience modeling the shape of the current pulse from existing
injectors. It would also be informative 1o model the dynamics
of current modulation with an equivalent circuit model of the
mjector and the interaction of the injector current with an accel-
crator cell.

Summary
In this paper we have attcmpted 0 motivate the
development of modeling tools for linear induction accelerator

componcnts by giving examples of performance limitations
related to energy sweep. The most pressing issuc is the

Circuit schematic

Blumlein é359

Spark —

T gap +80kv
Arbitrary —(14-25 kV)| |(A)
function

’al

16Q2

generator

Fig. 15. Schematic of a two-cell experiment demonstrating
performance of the vacuum tube modulator for feedback
current control.
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development of an accurate model of the switching behavior of
large magnetic cores at high dB/dt in the accelerator and mag-
nctic compression modulators. Ideally one would like o have a
maode! with as few parameters as possible that allows the user to
choose the core geometry and magnetic material and perhaps a
few parameters characterizing the switch model. Beyond this,
the critical modeling tasks are: simulation of a magnetic com-
pression modulator, modeling the reset dynamics of a magnetic
compression modulator, modcling the loading characteristics of
a lincar induction accelerator cell, and modeling the clectron
injector current including the dynamics of feedback modulation
and beam loading in an accelerator cell. Of course in the
development of these models care should be given o benchmark-
ing them against data from experimental sysicms. Beyond
that one should aim for 100ls that have predictive power so that
they can be used as design tools and not merely to replicate
existing daw.
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ABSTRACT

There are many circuit and network analysis codes
which cxist in the pulsed power community. This paper
is a sclect survey of a few of the most popular and
intercsting of these codes.

INTRODUCTION
We will discuss the following softwarc: SCEPTRE,
NET2, SPICE and its offspring, MICROCAP,

TLCODE, SCREAMER, and SCIMATH. The list is
intended to be representative of the software which
can be used for circuit analysis. It is not exhaustive or
complete. Rather it should be considered a resource
for the researcher in the choice and sclection of a
circuit analysis tool.

SCEPTRE is a mainframe circuit analysis code
which has its origins morc than 20 ycars ago. It is still
onc of the most powerful and flexible circuits codes
available in the pulsed power community. NET2 is a
code of a similar vintage to SCEPTRE and has shown
many of the same successes and failures as SCEPTRE.
SPICE is a generic name given to a set of circuit
analysis codes which are derived from the U. C.
Berkeley SPICE 2 program. MICROCARP is a graphics
based microcomputer circuit program. TLCODE and
SCREAMER arc "homc grown" circuit analysis pro-
grams developed as an alternative Lo the other circuit
analysis programs. Finally, SCIMATH is a numerical
mathematics language which can be used for circuit
simulations. It represents a departure from the tradi-
tional circuit analysis softwarc to a more general
integrated approach.
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SCEPTRE

SCEPTRE is a circuit analysis program which has
becn used extensively for many years by many pulsed
power houses {I]. In recent years it has been updated,
expandcd and ported to several new computer systems.
The Beam Research Group at the Lawrence Livermore
National Laboratory, for example, is currently running
a Cray version of SCEPTRE converted from the
Control Data Cyber 175/176 version by Waldo
Magnusson [2].

Although SCEPTRE is onc of the older circuit
simulation codes in use today, it has a number of very
powerful features which arc still not available in most
of the newer, more modern tools -~*hich we will discuss
later. Two of these features are particularly worthy of
note. The first is the ability to define the temporal
behavior of an element value by a user supplied
function coded in FORTRAN. There is no restriction
on the complexity of such a function which may be
many lines of FORTRAN code long. Further, such
functions may depend explicitly upon time, the currents
and voltages across other circuit elements, or other
auxiliary parameters called DEFINED PARAMETERS
which may be computed in parallel with the circuit
solution. The ability to use FORTRAN functions to
define element behavior makes it possible to construct
a usable element model for almost any device using
SCEPTRE.

The sccond powerful SCEPTRE feature worthy of
note is the program’s ability to easily compute the
behavior of auxiliary parameters defined by differential
cquations. For cxample, onc way to compute the
behavior of one of these DEFINED PARAMETERS
is Lo specify its initial value together with a differcntial
equation which determines its time  evolution.
SCEPTRE will then solve the simultaneous coupled
system of differential cquations for the circuit quantitics



and the DEFINED PARAMETER to obtain a fully
self consistent solution for both. In general, the
ordinary differential equation for a given DEFINED
PARAMETER may depend explicitly upon time, the
currcnts and voltages across circuit elements and the
value of the given DEFINED PARAMETER or any
other. It is even possible to easily construct a coupled
system of differential equations for many different
DEFINED PARAMETERS which may be solved
simultaneously with the circuit equations.

When the two SCEPTRE features discussed above
are combined, some very powerful circuit modeling can
be done in a straightforward fashion. To illustrate this
point we consider the problem of the example circuit
consisting of a simple MARX generator connected to
a lossless transmission line which is in turn coupled to
an imploding plasma load. This load consists of a
cylindrical plasma column of radius R inside of a metal
shell of radius RW, which provides a return current,
The imploding plasma column acts as a time varying
inductor which controls the current through the load.
The load current and column radius R in turn control
the radial acceleration of the column surface. The fol-
lowing fragment from the corresponding SCEPTRE
input deck illustrates how SCEPTRE may be used to
obtain a self-consistent sofution for the load current as
well as the radius and radial velocity of the plasma
column’s surface as a function of time.

SUBPROGRAM
c
C THESE USER DEFINED ROUTINES MODEL THE IMPLODING LOAD
PARAMETERS ARE AS FOLLOWS:
R - RADIUS OF PLASMA COLUMN (METERS)
V- IMPLOSION VELOCITY (METERS/NS)
CUR - LOAD CURRENT (MA}
FL - LOAD INDUCTANCE (NH)
- DL/DT OF LOAD (NH/NS)
DVEL - ACCELERATION OF PLASMA COLUMN (MErERS/Ns--z)
PLENG - LENGTh OF PLASMA COLUMN (METERS]
AW - RADIUS OF LOAD WALL {METERS)
DENS - DENSITY OF PLASMA COLUMN (KG/METER)

FLDOT

o000 o000O0nD0

FUNCTION FLDOT{R,V)

DATA PLENG/4.0E-02/

FLDOT - -2.0E + 02*PLENG*V/R

IF (FLDOT .EQ. 0.) FLDOT = 1.0E-06
RETURN

END

FUNCTION DVEL(CUR,R)

DATA DENS/8.0E-08/

DVEL =-(1 OE-13/DENS)*({CUR*CUR)/R)
RETURN

END

FUNCTION FL(R)

DATA PLENG,RW/4.0E-02,4.285E-02/
FL = 2.0E - 02*PLENG®ALOG (AW/R)
RETURN

END

CIRCUIT DESCRIPTION
IMPLODING LOAD TEST
5 UNITS ARE NH,NF OHMS MV MA TW KJ

ELEMENTS
C1MX,0-1-97.8
RIMX,1-2=2.9
LIMX,2-4 = 10000.0
T1,4-5-0 - MODEL
LT8,56=1.0
LD.&8-7-O(PR)
RLD,7-0=Q2(PR,PV)

TUNE (PERM CHANGE PT-20.0PZ-15.0PN=1)

DEFINED PARAMETERS

§ PR IN METERS, PV IN METERS/NS
PR =2.0E-02

PV =00

DPR =PV

DPY = Q3(ILTB.PR)
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FUNCTIONS

Q1{A) = (FLiA)
Qz(A.B) - (FLDOT(AB)
Q3(A.8) - (DVEL(A,B))

The load is a variable inductance representing the
imploding plasma column, In SCEPTRE language this
variable inductance is represented by the inductance
LD connected in series with the resistance RLD. LD
represents the inductance of the load and RLD the
corresponding dL/dt. The value of LD is given by the
functionr Q1 which is defined under the FUNCTIONS
subheading by the user supplied function FL. Similarly,
RLD is given by Q2 which is the user supplied function
FLDOT. FL returns the inductance of the load as a
function of the radius of the plasma column and
FLDOT returns dL/dt as a function of column radius
and implosion wv:locity. The DEFINED
PARAMETERS PR and PV represent the radius and
implosion velocity of the column.

The values of PR and PV are found as a function of
time by giving their initial values and differential
equations for their time derivatives denoted by DPR
and DPV under the DEFINED PARAMETERS
subheading. DPV, the acceleration of the plasma
column, is given as a function of the load current and
column radius by the user supplied function DVEL.
SCEPTRE automatically integrates the differential
equations for PR and PV with the given initial
conditions together with the circuit equations. The
result is a fully self consistent solution for the behavior
of the generator and load.

SCEPTRE is une of the oldest simulation programs
discussed in this paper. Over the years users have
identified several deficiencies with SCEPTRE. Some
of these have been addressed and solved and some
have not. One problem has been that no ideal
transmission lines or switch models are included in the
seminal version of the program. However, in the years
since its release, several transmission line models have
been created to remedy this particular omission [3,4].
But, since SCEPTRE was not designed with transmis-
ston lines in mind, numerical difficulties can arise when
pulses emerge from a transmission line and encounter
lumped circuit elements. The circuit must respond to
an impulse every time a new reflection emerges from
a transmission line. This usually has the effect of
driving the internally calculated time step to an
cxtrcmcly small value. Also, the maximum allowable
time step has to be limited to a fraction of the smallest
length transmission line in the circuit. Otherwise, the
individual reflections and transmissions cannot be
accounted for properly.

A general switch model was developed by one of the
authors (Weseloh) for the SCEPTRE code. The details
of the implemcntation are shown below. The previously
described DEFINED PARAMETERS statement is
uscd to set the necessary switching parameters.




CIRCUIT DESCRIPTION
SMOOTH SWITCH TEST
S UNITS ARE S!

ELEMENTS

RS1,4-0-455.0E+03

LSW,a-5 = 250.0E-098

RASW,5-8 = QSW(PRF,PR!,PSIG,FTAU,TIME)
CSW,4-6=817.0E-12

RS2,6-0-455.0E+03

DEFINED PARAMETERS

$ PRF - FINAL IMPEDANCE (OHMS)

§ PRt - INITIAL IMPEDANCE (OHMS)

$ PSIG - SWITCHING RATE (SECONDS)
$ PTAU - SWITCHING TIME (SECONDS)
PRF =25.0E-03

PRI = 100.0E + 03

PSIG = 1.25E-08

PTAU = 79.0E-09

FUNCTIONS
QSW{A.B,C.D.E) = (A +0.5B*(1.0-TANH((ED)/Cl))

The switch impedance profile is described by a
function bascd on a hyperbolic tangent. The choice
reflects no special insight into the physics of switching,
rather it is simply a convenientiy smooth function. This
is an important point for the numerics of the solution
of the differential equations (ODEs). The algorithms
cmployed by SCEPTRE have a difficult time when the
element values are not smooth (differentiable). The
time and rate of impedance collapse can be precisely
controlled by the values of PRI, PRF, PSIG, and
PTAU. The constants PRI and PRF are the initial and
final values of the switch impedance, respectively. The
values of PSIG and PTAU are related to the rate and
time of switching.

In addition to its sophisticated treatment of user
defined functions and auxiliary differcntial equations
SCEPTRE has some other interesting features. One of
these is the ability to select the integration method to
be used in computing the circuit solution from a choice
of four different methods. In addition to the standard
Runge-Kautta algorithm and simple Trapezoidal method
there is also a Fiedictor-Corrector algorithm, and an
exponential integration method, XPO. For a given
circuit problem it is usually possible to get one of these
three algorithms to run the solution, even if the others
fail providing added flexibility to the code. Another
advantage of SCEPTRE is the ability to create storcd
models of complicated elements which can be utilized
by name in the definition of more complicated circuits.
We have already cxhibited an example of the use of
such a stored model in the first SCEPTRE deck above.
TLINE is the name of a stored model which represents
a lossless transmission line with one way transit time
PT and characteristic impedance PZ. Such models
typically consist of an internal circuit definition for the
modcled device together with the functions which
define the behavior of the internal clements. These
functions may again be supplicd in terms of FOR-
TRAN code so that it is possible to create rather
complicated device models and then to package them
up for use by name in larger circuits. Further, a
permanent library of such named modcls can be
crcated to make the process of using them even more
convenient. Finally, we would like to mention another

advantage of SCEPTRE, namcly maintainability. The
internal documentation of the source code is excellent
making bug fixes and modifications possible with a
reasonable effort.

Unfortunately, SCEPTRE has some shortcomings as
well. Current versions of the code are limited to a
maximum of 300 elcments allowed in the circuit
definition including all the elements in any stored
models which are utilized. This still represcnts a
substantial sized circuit but users designing large
pulscforming networks should be aware of this limita-
tion. A similar hard dimension exists with the
implementation of mutual inductances; the number of
mutual inductances is limited to 50. Another
shortcoming of the basic SCEPTRE code is the crude
printer graphics which it generates. Although several
good graphics postprocessors have been written to
improve this situation these processors are not available
to the general public and so quality graphics remains
a problem with SCEPTRE.

NET-2

While SCEPTRE is probably the most widely used
mainframe circuit code used in high voltage/current
simulations, there is another worth mentioning. The
program is called NET-2.

NET-2 is a genecral purpose network analysis
program which solves nonlinear time domain circuit
problems. It has been used by many institutions
including Physics International Company (PI), Los
Alamos I{aiional Laboratories (LANL), and Pulse
Sciences Incorporated (PSI). NET2 contzins element
models for magnetic cores, lossless transmission lines,
ideal switches, as well as many semiconductor elements.

While NET-2 is undeniably one of the major circuit
design tools currently utilized on mainframe systems its
use presents some very frustrating problems for anyone
uninitiated in its quirks. In particular, NET-2 has a
tendency to crash on problems for no apparent reason,
and it seems fair to say that running NET-2 is
somcthing of an art form. There appears to be some
internal problems in the way NET-2 manages its
transmission line buffers and fixing such problems is
next to impossible because of the extremely poor
internal documentation of the NET-2 source code. (In
fact the NET-2 source code is completely unreadable
since the author has adoptcd an extremely obscure
method of naming program variables. This coupled
with a complete absence of internal documentation in
the program makes it impossible to alter.) NET-2 also
provides an abilily to solve auxiliary differential
equations using the so-called X variables in a manner
somewhat reminiscent of SCEPTRE. However, this
capability is extremecly limited compared to that of
SCEPTRE which is by far the superior code in this
respect. NET-2 does have one significant advantage



over SCEPTRE in that there are no hard wired
limitations on the size of the network which can be
simulated with NET-2. The user is limited only by the
available resources of the machine.

THE SPICE CIRCUIT CODES

The SPICE family of circuit codes all derive from the
SPICE2 circuit simulation program [5] developed at the
University of California, Berkeley, during the mid
1970s. SPICE3 is the newest implementation of the
SPICE2 program that integrates circuit simulation into
U. C. Berkeley’s computer aided design (CAD)
research cffort. Neither version of the program is
supported by U. C. Berkeley. This is a major reason
for the many commercial versions of the SPICE
program.

The commercially available personal computer
versions of the SPICE program can be placed into two
categorics. The first group includes AllSpice from
AcoTech, HSpice from MetaSuftware, Is-Spice from
IntuSoft, and Z-Spice from Z-Tech. These commercial
programs are strictly based on SPICE2 and have the
same features found in the original version. The
second group contains rewritten versions of the SPICE
programs with many additions and minor improve-
ments. This group includes SPICE-Plus from Analog
Design Tools, DSpice from Daisy Systems, and PSpice
from MicroSim. In this paper we will discuss the PSpice
program.

PSpice

PSpice [6] is a circuit simulation program developed
by the MicroSim corporation and based on the original
Berkeley SPICE circuit simulation code. The PSpice
program, however, does contains many features not
contained in the Berkeley version of SPICE. For
example, the PSpice package contains integrated
graphics, preprocessing and post-processing software.
The ability to display raw and user derived quantities
interactively is a significant achievement. A researcher
can easily calculate the total energy deposited in a
magnetic core by simply integrating the product of the
voltage drop across the core and the instantaneous
current in the core - a one step process in PSpice.

Another significant advance over the original SPICE
is the inclusion of a nonlinear magnetic model. The
device model, based on the Jiles-Atherton magnetic
model [7], accounts for the following nonlinear effects:
initial permeability, saturation of magnetization,
hysteresis (including coercivity and remanence), and
dynamic core losses. An example of these features is
shown in Figure 1.
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Figure 1. Post-processing output display of a typical B-H
curve of 3C8 ferrite (Ferroxcube Corpaoration).

It is often necessary to introduce user derived equa-
tions and models into a circuit simulation. Until
recently, SCEPTRE was one of the only circuit
simulation codes which allowed these additions. PSpice
allows a significant amount of user control of the
governing equations of an element. As an example, a
simple linearly varying resistance can be modeled with
the following input fragment:

GSW 18 17 VALUE=(V(16,17)/(RI-(RI-RF)*V(39))}

VCON 99 G PWL(0OE-08 O 45.0E-08 0 50.0E-09 1)
RCON 990 1.0
.PARAM Ri=10.0E + 03,RF = 10.0E-03

The element GSW is a voltage controlled current
source connected between nodes 16 and 17 of the
drcuit. The controlling voltage sowtee (VCON) is
contained in a separate and distinct circuit. The
parameters RI and RF are the initial and the final
values of the resistance, respectively. The effective
impedance of the element is 10 kilohms until 45 nsec,
when it linearly falls to a value of 10 milliohms at 55
nsec and remains at that final value. The VALUE and
PARAM statements are added features within PSpice
and not standard in the Berkeley SPICE statement
syntax.

A difficult and important component to model is the
voltage controlled inductor and capacitor.  Paul
Tuinenga has described a subcircuit definition which
satisfies many of these necessary requirements [8].
However, the modeling of capacitors which are
controlled by arbitrary equations involving time,
current, and voltage is beyond the capabilities of
PSpice. However, the authors do feel that many of the
circuits now being performed with SCEPTRE, NET?2,
and SCREAMER can easily be run with PSpice.



As with all simulations the rescarcher must exercise
carc and judgment with the results. For example,
consider the simple LC simulation show in Figure 2,
[9]. The input and output arc shown in Figurc 2. The
voltage amplitude cnvelope decays to a fraction of its
initia] value in only a few periods. The circuit should
oscillate without any losses. The problem is obviously
numerical and is due to the particular choice of
convergence constants. Without knowing a user can be
led to an erroncous solution.

Input:
L C Example Circunt
L Ot 10E-08
C 10 10E08 IC=1.0
.PROBE
TRAN 5.0E-08 2.5E-06 UIC
END

Output:

Figure 2. PSpice LC Example circut showing numencal convergence effects.

A specific remedy to the numcrical malady is to

cither to place a limit on the maximum allowable time
step

.TRAN 50E-08 25E-06 0.0E08 2.5E-08 UIC

in this casc the maximum step is 2.5 nsec, or by
reducing the solution convergence criteria to a lower
value

OPTIONS RELTOL - 1.0E-04

which is ten times smaller than the default value. There
arc four convergence factors ABSTOL (absolute
current tolerance), CHGTOL (absolute charge
tolecrance), RELTOL (relative  current/voltage
tolerance), and VNTOL (absolute voltage tolerance).
When it becomes necessary to modify these factors,
always begin with the RELTOL factor.

(%]
[¥9)

The post-processing, as mentioned carlier, is a
simple and powerf{ul portion of the PSpice softwarc. In
fact, the graphics post-processor, called PROBE, can
perform intcgrations, scalings, and discrete Fourier
transforms on waveforms. Once a simulation has been
performed the uscr can interrogate the data at will.
This process is diamctrically opposite to the proccdure
in most mainframe codes in which thc uscr must
specify all the outputs and calculated quantities desired
at the time the simulation is performed. The ability to
visualize and manipulate the data can only lead to
greater understanding and insight into the physical
problems wc are trying to model.

One final comment is warranted about the
distribution of PSpicc. The MicroSim corporation
currently sclls an IBM / DOS cvalnation version of the
software for only $75.00, and thcy encourage the
copying and distribution of this version. This evaluation
version is a fully functional circuit simulation code.
Recently one of the authors simulated a network with
over forty idcal transmission lines using the cvaluation
copy of PSpice. The authors consider the existence and
support of a low cost cvaluation version of this code an
enlightened attitude and commend MicroSim for their
policy.

MICROCAP

MicroCap is a graphically oriented circuit analysis
code [10]. It main strength is that circuits can be
constructed interactively and graphically on the
personal computer monitor.

The newest version of the software includes a simple
non-lincar magnetic model, as well as rudimentary
analog behavior modeling capabilitics. The software
developers seem to be driven by the successes of the
newer versions of SPICE. All the newest features in
MicroCap are identical to those features previously
developed in many SPICE versions.

There are scveral major deficiencies with the
MicroCap software. The transmission line model in
MicroCap is wholly inadequatc for pulsed power
applications. The transmission and reflections do not
conform to any known theory and the element does not
scem to be able to store energy. The equation solution
algorithms are no where discussed or referenced, The
user can cnter a minimum accuracy of the simulation,
but, thc mcaning and interpretation of this value is
vague. Also, the code has many numecrical difficultics
in solving cven moderately complex pulsed power
circuits,



TLCODE

TLCODE is a special purpose microcomputer circuit
code developed at Pulse Scicnces Incorporated {11).
The software has been used extensively for the design
of many pulsed power systems including the Hermes I11
Inductor Linac [12] and the Spiral Line Inductor
Accelerator [13]. The code was developed exclusively
for the design and analysis of pulsed power circuits.

The fundamental circuit element in this software is
the transmission line, and the fundamental concept is
the impedance mismatch. Capacitors and inductors are
modeled as spatially distributed impedances. That is,
all physical capacitances and inductances have a
characteristic transit time. The software assures that the
proper reflections, transmissions and transit times occur
properly in a simulation.

This circuit simulation code is different in many
respects from the other codes previously described. It
does not construct nor solve any differential equations.
The code, instead, solves algebraic equations based on
Kirchhoff's laws. In fact, this is one of the major
advantages of the software. All the numerical
difficulties associated with the solution of systems of
ordinary differential equations are eliminated. In
addition, new element models can very easily be incor-
porated into the code.

But, as with all the other home grown software
packages, the plotting and post-processing is
idiosyncratic and site dependent.

There are a few other notable transmission line codes
used in pulsed power rescarch. Several codes based on
the original Lupton [14] transmission line calculation
exist today. In 1982 a new (completely rewritten)
version of the code was created at the Harry Diamond
Laboratories (HDL) in Maryland [15]. This software
has been used extensively at the Harry Diamond
Laboratories Aurora facility in there study of several
pulsed power machines. Recently, Dr. L. G. Schlitt has
created a transmission line code which runs on IBM
type microcomputers [16]. Given the power and
simplicity of its approach, transmission line based
circuit codes will continue to have a significant role in
circuit simulations.

SCREAMER

SCREAMER is a circuit simulation code developed
at Sandia National Laboratories primarily for the study
of single module accelerators [17].  Circuits for
simulation are constructed from individual building
blocks. Each different building block element contains
a particular number and specific connection of
capacitors, inductors, resistors, and sources. By the
pror.t choice of values, a single building block can
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behave like an pure inductance, resistance, or a ladder
network.

SCREAMER contains many models routinely used
in pulsed power systcms including triggered gas
switches, magnetically insulated transmission lines, and
a magnetic switch model of a saturable core inductor
[18]). Also, the code accepts user-defined routines for
defining clement values. This inclusion makes the code
extremely flexible, powerful, and capable of handling
new models.

One of the conclusions of the authors of
SCREAMER s that specialized software running on
microcomputers or workstations can provide useful,
fast, and accurate simulation results at a fraction of the
cost and time of conventional mainframe codes. There
are, however, hidden cost involved with in-house codes.
The cost of the software development, verification, and
maintenance is not inconsequential. Often significant
time is spent just in the care and maintenance of the
software. This is of course balanced by the fact that
users have access to the author of the software as well
as the source code itself. Any minor software bugs or
coding problems can be resolved simply and
immediately.

CIRCUIT CODE ALTERNATIVES
SciMath

The codes discussed up to this point are designed
primarily for the analysis of relatively large networks.
In smaller problems for which it is practical to write
down the loop differential equations by hand an
interesting and powerful alternative to traditional
methods of solution using conventional circuit codes is
provided by the software package called SciMath [19].
SciMath is a very high level command driven numerical
mathematics language which is easy to learn and is
available for most of the MS-DOS family of personal
computers, Using SciMath it is simple to define and
solve a system of up to 20 coupled nonlinear
differential cquations. However, this is only one of the
program’s many capabilities of interest to the circuit
simulator. Another is the ability to easily express very
complex functional relationships which is of
considerable benefit in the construction of new models.
In particular the program provides a large collection of
built-in functions including Bessel functions, elliptic
functions and variety of other special functions which
are not found in other simulation languages. These
make the expression of very sophisticated device
models possible. In addition the program contains an
integrated set of extremely powerful two and three
dimensionai graphics features which make the
production of publication quality laser printer graphics
a simple exercise. We should also mention that it is
easy to import experimental data into SciMath and
manipulate it so that direct comparison between
simulated and measured waveforms can be conveniently



done. SciMath is currently in usc al many institutions
including Physics International Co., Pulse Scicnces, Inc.,
Los Alamos and Livermore National Laboratorics and
a number of different universitics to perform a variety
of analysis and simulation tasks.

As an cxample of a simple application of SciMath
to problems in circuit simulation we consider the
system illustrated in Figure 3. It consists of a magnetic
store of inductance LO coupled to a railgun with
inductance per unit length L. In parallel with the
railgun is a load with constant impedance R and a
small inductance L2. The system begins at t = 0 with
the magnctic store charged with current and the
projectile of mass m: at rest at x = 0. As the projectile
is accelerated down the track it acts as an dL/dt
transfer switch which shunts the store current into the
parallel load. While railguns clearly do not make very
practical opening switches this problem is of some
interest because it represents perhaps the simplest
explicit example of an dL/dt transfer switch whose
operation can be caleulated in detail, and it captures
many of the cssential physical {eatures of such switches.
The aim of our discussion here is not to review the
rather interesting behavior of this system. Rather, we
would instead like to focus on how SciMath may be
applied to casily solve this problem.
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Fugure 3, The radgun circuit and its carresponding narmalhized
Zircuit solutions,
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The description of the railgun switch system of
Figure 3 consists of two 1st order ordinary differential
cquations (ODE’s) for the 2 circuit loops and one 2nd
order equation for the motion of the projectile. This
2nd order cquation can be reduced to two first order
cquations in the usual manner 50 that the complete
description of the system consists of 4 coupled Ist order
nonlincar ODE’s. This system can casily be rewritien
in dimensionless form by normalizing all currents to
10, the initial current in the magnetic store, time to
LO/R and projectile position to LO/L, the
characteristic length associated with the store in-
ductance LO. The resulting dimensionless system of
ODE’s depends on only 2 dimensionless parameters,
the ratio of inductances L2/L0 and a 2nd paramecter
called GAMMA defined by,

GAMMA = 0.5*'m*(R/L')**2/{0.5°L0"10"*2)

which is the ratio of the kinctic energy of the projectile
when dL/dt = R to the initial ecnergy of the magnetic
storc. This system of ODE’s can be defined and solved
using the following short SciMath procedure,

L2LD = .05

GAMMA = 0.01

F(y1,y2,y3,y4) = (-(1+L2L0)'y1*yd + y2)/(L2L0 + (1+L 2L0)'y3)

F2(y1,y2,Y3,y4) = (y1"y4 - y2*(1+y3)}/(L2L0 + (1+L2L0)"y3)

F3(ya) = y4

Fa(y1) = y1*y 1/{2*GAMMA)

ode ralsw

y!' = Filyt.y2,y3,y4)

y2 = F2{y1,y2,y3,y4)

y3' = F3{y4d)

yd' = Fa(y1)

wp ralsw
0.0 5.0 0.01
1 =1.0

12 = 0.0
eta=0
eta’'=0

ftot(t) = 11(1) + 12(t)

Here we have chosen L2/L0 = 0.05 and GAMMA =
0.01. The above short SciMath language program
symbolically defines the system of 4 coupled ODE’s
called railsw and then solves this named system using
the SciMath ivp (initial value problem) command. ivp
creates 4 numerically defined solution functions over
the normalized time interval from 0 to 5 with the given
names I1, 12, eta and eia’ which are the solutions of
railsw for the specified initial values 11 = 1,12 = eta
=cta’ = 0att =0 11isthe current through the
projectile normalized to 10, 12 is the normalized current
switched into the parallel load, cta and eta’ arc the
dimensionless position and velocity of the projectile.
Once these numerically defined functions have been
crcaled using ivp they may used freely in any
subsequent SciMath command or expression. For
cxample, they may be plotied, manipulated or even
used to symbolically define other new functions. For
instance, in the above code fragment we have defined
the total current in the magnetic store Itot symbolically
as the sum of I1 and 12.  Figure 3 shows a SciMath
plot of 11, 12 and Itot as a function of the normalized
time for the above casc. For this choice of GAMMA
rapid current transfer to the load takes place as Figure
3 demonstrates.



The full power of the SciMath approach becomes
more readily apparent when we realize that the above
code fragment may easily be included in a larger
SciMath proccdure. For cxample, if we wished to
calculate how the fraction of the initial stored energy
which is lost in the railgun switch varies with GAMMA
the above fragment could be used in a larger procedure
to resolve the system as the vatue of GAMMA is varied
over the desired range.

Circuit simulation using the ODE solver is only
one of the many modeling tasks possible with SciMath,
We illustrate this point with an elementary example in
high current accelerator design gencrous provided by
Vern Bailey of Pulse Sciences, Inc. The problem is to
compute the total B field across a cylindrical beam
pipe which contains a uniform Bz field upon which is
superimpased the quadrupole focussing ficld due to 4
lincar current clements that arc oriented along the Z
axis and arc cquispaced in azimuth about the outer
radius of the pipe. The fields of the linear elements
can be expressed in closed form as elliptic integrals of
the Ist and 2nd kind. Since elliptic integrals are
provided as built-in functions in SciMath it is a simple
matter te <»mbolically define and plot the variation in
the magnitude of the total B across the X-Y cross-
scction of the pipe. Figure 4 shows a 3D surface plot
of the magnitude of the total B(xy) with the equal B
contour lines projected beneath on the X-Y plane
which has been generated using SciMath’s laser printer
graphics. The fourfold rotational symmetry of the ficld
is readily apparent.
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Many members of the community are not yet aware
that tools such as SciMath exist. We hope that these
alternative methods of solving circuit and network
problems will gain wider acceptance and use. In fact
with the increasing complexity of magnetic models and
simulations, we expect that eventually researchers will
be forced to accept alternative methods of circuit
simulation. The models and equations involved will be
of such a complexity that more traditional circuit codes
will be unable to effectively deal with these problems.

CONCLUSIONS

At preseat, SCEPTRE is the most full featurcd and
flexible code which is generally in use. However,
PSPICE is continually being expanded and upgraded.
Soon PSPICE could outdistance SCEPTRE. The
development of a SCEPTRE featured Spice or a
Personal Computer version of SCEPTRE are both well
within the realm of possibility.

No single circuit simulation program can provide a
good solution to every circuit. It is hoped that the
preceding discussion will in some way aid researchers
in the selection, use and development of circuit
simulation tools.
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MODELING PULSED MAGNETIZATION

R. K. Avery
British Aerospace Inc, 13873 Park Center Road, Herndon, VA22(7

Abstract

This paper considers dynamic magnetization equations for
usc in the design of saturable inductor cores for pulse
compression circuits. The main approaches 10 modeling
pulsed magnetization in matcrials of interest for magnetic
pulse compression are summarized. The derivation of
magnetization equations from considerations of domain wall
motion in these materials is then discussed and constitutive
relations characteristic of a number of simple domain
configurations are given. The way in which core
characteristic clectrical equations are related to the local
magnelic quantitics is outlincd. Finally, some refincments
which help to bring these models into closer agreement with
cxperimental data are mentioned.

[. INTRODUCTION

The design of saturable inductor cores which will perform
as expected in devices such as magnetic pulse compressors
and lincar induction accelerator cells relies on an accurate
description of the magnetic behavior of the core material
when pulsed under appropriate conditions. The aim of
magnetic materials modeling work relevant to the design of
these devices is therefore to provide dynamic magnetization
cquations in the form of constitutive relations linking the
magnetic ficld A, flux density swing AB, and rate of change
of flux density dB/dt which accuratcly describe the pulsed
reversal of soft magnetic cores. The reversal usually starts
from a reverse bias state defined by the initial flux density -B,
and proceeds to saturation in the direction of the applied field
in times ranging typically from ~10us to less than ~100ns.
Under these conditions, the materials of interest are metallic
glasses (ficld-annealed Fe- and Co-based alloys), traditional
steels such as grain-oriented Si-Fe, and ferrites (particularly
Ni-Zn ferrites). A review of magnetic materials for pulse
compression was given by Smith in the plenary session of
this workshop.

Once a dynamic magnetization equation has been
obtained, the characteristic clectrical equation linking the
windings current /, voltage V and flux density swing
AD=]Vd! can be derived, as well as the specific quantities
used in the design of pulse compression cores such as the
corc loss per unit volume U', “saturated” permeability pg,
and flux density swing to “saturation” ABg[1,2]. Also,
knowledge of the detailed form of the magnetization equation
allows the etrc_: of the radial distribution of magnetic ficld
vt the core switching propertics to be calculated. In addition,
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the availability of accuratc magnetization equations for
different candidate corc materials enables the materials to be
evaluated and compared for usc in a particular pulse
compression stage.

There are a number of different approaches to modeling
the pulsed magnetization process. The simplest involves
characterizing test cores under approximately the drive
conditions of interest and then using the data as a basis for
predicting magnctization behavior of pulse compression
cores. This procedure is satisfactory if the conditions do not
change but it has the disadvantage that it involves no real
understanding of the influences of the materiais, core
construction and drive circuit paramelers, or the complex way
in which they arc interrclated. 1If the conditions are changed,
such as using a corc of different dimensions, the
measurcments have 1o be repeated with the new core and the
drive waveform of interest if the data are to be used with
confidence. In the casc of large cores such a procedure is
impractical if a particular performance specification is 1o be
met.

Another type of approach 1o modeling involves
postulating magnetization equations bascd on mathematical
considerations of the required form of the constitutive relation
linking the magnetic quantitics. The equations contain frec
parameters whose values are determined by comparison with
experimental data. A review of such approaches was given by
Zentler in the plenary session. In particular, Hodgdon has
developed a mathematical approach which has been successful
in describing d.c. hysteresis loops[3] and which has been
cxtended to the case of dynamic magnetization[4]. This has
the advantage that it provides a magnetization cquation and
the model can be refined in the light of new data. However,
like the first approach, it suffers from the disadvantage that
there is no real confidence that the magnctization cquation is
valid, cxcept under the conditions in which it was fitted to
experimental data.

A third approach, which will be considered in more detail
here, begins by identifying the physical mechanisms
dominating the magnetization process on the microscopic
scale and then derives magnetization cquations bascd on an
analysis of these mechanisms. Comparison with
cxperimental data allows fitting of materials paramelters, such
as the distance between ncighboring domain wall nucleating
sites, which may be difficult to specify accurately. There
have been many papers describing work of this type. Thosce
relating to metallic tapes have been reviewed by Smith(5] and
some of the work on ferrites has been referred 10 by Avery et



al[6). Like the mathematical modcls, the physical approach
has the advaniages that it leads to magnetization equations
and can be refined by a more detailed description of the
physical mechanisms. In addition, this approach provides a
basis for understanding the significance of the experimental
parameters involved. The shortcomings of existing physical
models can be either a lack of accuracy under some conditions
due 1o oversimplification of the problem([7], or, in the case of
more detailed analyses which account for experimental data
more accurately with a more precise description of the
magnetization process, that they do not lead to magnetization
equations that lend themselves readily to circuit analysis(8).

I1. MAGNETIZATION EQUATIONS FROM DOMAIN
WALL MOTION

A. General Approach

While the detailed magnetization processes taking place
within a pulse compression core during magnetization
reversal are complex, the magnetization mechanisms are
usually dominated either by domain wall motion or spin
rotation. During spin rotation, the dipole moment of the
material rotates towards the direction of the applied field,
therefore changing the direction of magnetization of the
sample. In domain wall motion, an applied field causes the
boundary between domains magnetized in different directions
10 move, thus changing the net magnetization of the sample.
Magnetization by domain wall motion is in fact a special
case of magnetization by spin rotation in which the rotation
only takes place within the domain walls. In the materials of
interest, and at the reversal rates of interest, domain wall
motion is expected 1o be the dominant magnetization
mechanism during most of the reversal and it alone will be
considered here.

The general method for deriving dynamic magnetization
equations for thin toroidal samples from considerations of
domain wall motion will now be outlined before going on to
consider some specific cases. Firstly, a simple domain
configuration is assumed to be established early in the
reversal. The geometry of the domain walls moving through
the material is largely responsible for determining the form
of the magnetization equation. On the basis of this domain
configuration, the net AB and dB/di can be expressed in terms
of the position and velocity of the domain walls. Next, the
applied field H needed to drive the walls is calculated as a
function of their position and velocity. For thin cores in
which eddy currents do not play a significant role, the applied
field is the same as the field driving the domain wall. When
cddy currents are important, there may be significant
shielding of the domain walls from the applied field and this
cffect must be taken into account when deriving the
expression for H. Finally, the position and velocity of the
domain walls must be eliminated betwecn the two
expressions 1o obtain the required magnetization cquation
linking H, AB and dB/di.
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Fig. 1. Some frequently-considered domain configurations

B. Domain Configurations

Some of the most frequently-considered domain
geometries are shown in Fig.1. In each of these figurcs both
the easy direction of magnetization and the applicd field are
normal to the page and the sample is assumed to be toroidal
or infinitely long in the direction normal to the page. Figure
1(a) shows a single plane domain wall moving through a
sample of rectangular cross section in which eddy currents are
negligible. This configuration applies for example in the case
of single crystal “picture frame” samples assembled with the
easy axis of magnetization paraliel o the frame sides[9]. It
has also been applied to magnetization of individual ferrite
grains within a polycrystalline sample[10]. Figure 1(b)
shows the case of “bar domains”[5]: this is the appropriale
domain geometry for relatively slow reversal in metal tapes
and is relevant to design calculations for transformers and
saturable inductor cores situated carly in a pulse compression
line. Figure 1(c) shows “sandwich domains”[5] in which
plane domain walls move inwards parallel 1o the sample
surface effectively enclosing the entire unreversed portion of
the material. This geometry approximates the magnetization
of metallic tapes undergoing very fast reversal. In Fig.1(d),
hemicylindrical domains are shown expanding on the sample
surface. This is an example of “surface domains™ which are
responsible for the initial stages of magnctization of metal
1apes when the domain walls are expanding around nucleating
sites[8]. As a result of the difference in shape between the
domain walls and the sample, this mechanism cannot account
for the whole of the magnetization reversal and merging of
the doman walls to form some othcer domain configuration
must take place at some stage. This may lead to a similar



configuration in which cylindrical domains arc collapsing.
Figure 1(c) shows a spherical domain wall collapsing within
a spherical region. This geometry has been used to account
for pulsed magnetization reversal in individual grains of
polycrystalline ferrites(6]. 1f the collapsing domain wall is
not driven all the way o annihilation, resetting of the sample
may take place by expansion of the central spherical domain.

A number of factors influence the domain geomeltry
which is established in a particular core material driven under
given conditions. The type of core material and the shape of
the core have a strong influence on domain structure because
they determine the casy dircctions of magnetization within
the material and the representative volume of the core
material which must be considered in calculating the
magnetization equation. For example, toroidal cores of
“squarc-loop” metallic glass or traditional steel ribbons
wound with interlaminar insulation have the casy direction of
magnetizauon lying along the tape length almost everywhere
in the material: this coincides with the direcuon of #f for a
circumterennal field produced by toroidal windings. The ape
cross secton 1s then a natural region o use in determining
the magnetizadon behavior of the core. On the other hand, in
polverystalline ferrite toroids in which the grains are
randomly oricnied, the easy direction of magnetization lics in
general between the core circumference direction and the casy
axes of magnetization of the individual grains, and so varics
from grain to grain. The applied ficld direction does not
therefore necessarily coincide with the casy direction of
magneuzauon in ferrites and the magnetization properties of
the individual grains must be considered in order to derive a
magneuzauon cquation.

The initial magnetization state of the material is another
important factor related to the domain wall geometry. Pulse
compression cores are usually reset by a d.c. field, and it is
generally assumed that this corresponds 1o a well-defined
inital magnetic state. Although this is expected to be close
1o complete saturation in the reverse-biased direction, the
distribution of the regions of the material which are not
reverse biased at reset is very important in determining the
domain structurc occurring during the magnetization reversal
process since these regions act as domain wall nucleating
sites. The distribution of nucleating sites also affects the
represcniative region which must be considered in
determining the magnetization cquation. Nucleating sites
occur for example at crystal defects and surface features such
as bumps and scratches and may be the sites at which domain
walls arc created or at which existing walls can be unpinned
by providing the required magnetostatic energy. Domain
walls can then expand around these sites as shown for
example in Fig. 1(d) and may merge before establishing the
domain configuration of interest.

Loss mechanisms can be an important factor in

determining ihe domain wall geometry. These can be divided
into static and dynamic Josses. Static or d.c. hysteresis loss
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represents the work needed W overcome domanm watl piining
and can affect the domain geometry via the distribution of
domain pinning sites in the material. Hysteresis lToss is not
important in “square loop™ metal tape-wound cores at reversal
rates of interest in pulse compression but can be miportant in
ferrites. The main dynamic loss mechanisms are cddy current
loss, the dominant eftect in metals, in which eddy currents
circulate in regions of changing lux leading to resistive loss
and cddy current shiclding, and spin refaxation damiping loss,
a phenomenological loss process associated with spin
rotation, which can dominate in ferrites at high reversal rates.
Of these, eddy current shielding plays the most important
role in determining domain wall gecometry because it reduces
the local field at the wall below the applied ficld value.
Another loss mechanism, associated only with
magnelostrictive materials, is magnetomechuanical foss. This
can become important when there is a match between drive
frequencies and resonant mechanical frequencies of the
core[11]. Since these resonant frequencies are typically o few
kHz, certain pulse repetition rates may lead to increased
losses.

C. Simple Magnernization Equarions

Fig.2. Three stages in magnetization reversal by a single
plane wall

As an example of the derivation of a magnetization
cquation, consider a homogencous uniaxial toroidal sample
shown in cross scction in Fig.2. The casy direction of mag-
nctization, the d.c. reset field -ff, and the pulsed field {{ are
all parallel to the core circumference. The flux density in the
direction of the pulsed field can therefore take values B or
-Bs. If the reversal Lakes place fairly slowly, magnetization
may be causcd by the motion of a single domain wall
moving from the inside to the outside of the core as in the
case of picture frame samples. Figure 2(a) shows the initial
reset state where, neglecting the volume of any domains
pinned at nucleating sites, the initial net {Tux density of the
core in the direction of the pulsed ficld is Bf0j=-B; Figure
2(b) shows an intermediate state at time ¢ during the reversal.
The domain wall has moved distance x from the inside of the
core (left side of the figure) and the experimentally-deduced
flux density B(x) is the volume-averaged value

B(x):Bxixd—(w~x)dl/wd (1)
The flux deasity swing from the reset stale at tme ¢ s
there fore
x
AB(1)= Blx)+B,=—8,

W

(2)



Differentiating this gives the experimentally-deduced rate of
change of flux density
. 2x
B="2B 3)
w
As long as the reversal rate is not too high, the domain wall
velocity is simply related to the field driving it{9):
v=k=C(H-H,—-H,) 4)
where C is the domain wall mobility, H-H, is the net applied
ficld and H,, is approximately equal to the d.c. coercivity.
Eliminating dx/dt between Eq. (3) and (4) yiclds the required
magnetization equation:

H=H,+H,+ B

where AB=2Bg. If the initial net flux density characteristic
of the resct statc is -B, rather than -By, then AB =B ,+B;.

Table 1 gives magnetization equations derived using the
same general approach for the domain configurations shown
in Fig.1. In the case of reversal by bar domains, the distance
between domain wall nucleating siles is proportional to
(dB/d1) 1’2 and this must be included in the calculation 10
arrive at the dependence of H on (dB/di)*? [5). The parameter
Kpar depends on materials parameters including resistivity and
domain wall spacing. In the sandwich domain calculation, the
field driving the domain walls inward is less than the applied
field #, due to shielding by eddy currents circulating in the
outer, reversed domains and this gives rise to the dependence
of H on AB. d is the ribbon thickness and p the resistivity,
and so there are no free paramcters to be fitted in the
sandwich domain model. In the equation for magnetization
reversal by collapsing cylindrical domain walls, the - signs
apply in the denominator and the 1/2 power results from the
geometry of the domains. Ky is a materials paramecter
involving AByg, the grain size and the domain wall mobility.
AB_.y is a measure of the maximum net flux density swing
which can result from domain wall motion. In the case of
reversal by expanding cylindrical domains, the + signs apply
in the denominator. It is noted that 4B, .y, and AB_ .y are not
generally equal. Similarly, in the equation for magnetization
reversal by spherical domain walls, the - signs in the
denominator apply to collapsing domains and the + signs to
expanding domains. The 2/3 power is a consequence of the
domain wall geometry[6]. Ksp;,, ABHP;, and AB _spp are
materials parameters with similar significance to the
parameters for cylinders and it is noted that AB , sphand
AB ;pn are not equal. In fact, the various parameters ABj,
Kpar. Kcy/- AB+cylv AB-cylv Ksphn AB+sph and AB.sph depend
in general not only on materials parameters such as domain
wall mobility and average grain size, but also on the
magnetic history of the sample.
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Table 1. Magnetization equations for [requently-encountered

domain geometries

DOMAINWALL | MAGNETIZATION EQUATION MAGNETZATION
GEOMETRY REVERSAL DIAGRAM
Single plane . aH]
wall H-H «H - ]
o r M c
3
H
Bar domains AH]
H=H -1 -K \/;
o [ 4 Bar
H
Sandwich 2 Al
: d a8
domains H=H +H B—
o r 4p AB
s H
Expanding/ K al
collapsing H=H +H - 5] Collapsing
i 1/2
cylinders HRANON I anding
+Cyl H
Expanding/ K B a8 ]
collapsing HeH g »———— collapsing
spheres ° ’ (a8 . M)z 3 xpanding
< Sph A

Table 1 also gives sketch magnetization diagrams for
reversal by each of the domain configurations under
conditions of constant net dB/dt. Single plane wall and bar
domain geometries both lead to “square loop” behavior,
although the field required to cause reversal depends
differently on dB/d! for these two geometries. The diagram for
sandwich domain reversal is not “square” and has a slope
which decreases with increasing dB/dt. Collapsing cylinder
and sphere geomelries show a continuous transition from the
unsaturated to the saturated state. Expanding cylindrical and
spherical domain walls require a high field initially but
become easier to drive as the reversal proceeds. These
sketches are intended as a reminder of the relationship
between domain geometry and particular features of the
reversal diagram. For example, reversal diagrams derived from
pulsed core current and voliage waveforms often exhibit a
sharp initial increase in field followed by a reduction in field
to a value which then remains fairly constant until
saturation. The skeich diagrams suggest that domain walls,
initially created or unpinned during the sharp rise in field,
expand while the ficld is falling, before merging to form a
bar domain structurc driven by a constant ficld until
saturation. It is important to note, however, that the shape of
the magnetization diagram depends on dB/dr and this may not
be constant. Of particular importance is the “/-cos@t”
waveform which normally drives the cores in a pulse
compression line,



11I. CHARACTERISTIC ELECTRICAL EQUATIONS

The electrical quantitics /, V and A® are related to the
magnetic quantitics by Ampere’s and Faraday's laws:

=2nr H=2nrll (6)
V=SAB=S|wdrB N
AD=SAAB=S [ wdrAB (8)

where H, dB/dr and AB are core-averaged valucs which
assume the core thickness to be small compared to its mean
radius ry,. A is the core cross section and §, the fraction of
the core occupicd by magnetic material, is a stack factor
which allows for the presence of interlaminar insulation in
tape-wound cores and the space occupied by any cooling
channels. If the core is not of negligible thickness, these
quantities H, dB/dr and AB are still employed in the design
of pulse compression cores but they now describe magnetic
behavior averaged over the core thickness. The local magnetic
behavior can vary strongly with radial position{12], the basic
rcason being that the local azimuthal field is a function of
radial position r. This is indicated by H in Eq. (6). As a
result of this radially-varying field, the local value of flux
density swing and its time derivative arc also functions of r
as indicated by AB and dB/dt in Eq. (7) and (8). The
magnctization equations listed in Table 1 describe the reversal
of thin cores. When used to describe thick cores, they link
the local quantities H, dB/dt and AB at a particular radius r. It
i1s therefore necessary to carry out the integrations in Eq. (7)
and (8) in order to relate H, dB/dt and AB and so derive the
characteristic electrical equations linking /, V and Ad. As an
cxample, for thin cores in the sandwich domain regime, the
magnetization equation given in Table ) leads 10 the
following characteristic electrical equation:

9)

where {1 =2nrp(lly+H, ), vegre=2nriyA is the core volume,
and Adg=SAAB;, is the saturated flux swing. An analysis of
reversal by sandwich domains in thick cores !4s been given
by Winter e al{13]. It shows that there are \wo regimes
scparated by saturation of the inner wrap of the core. Prior 1o
mnner-wrap saturation, the core characteristic equation is
similar 10 Eq.(9). After the inner wrap has saturated, a
saturation wave moves outwards through the core and the
field required rises more rapidly than for a thin core.

IV. CONCLUSION

Taking intc account the effect of core thickness is onc of
several refinements which can improve the accuracy of these
models. For example, in metallic tapes the shape of the
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initial cxpanding domains depends on dB/dt duc 1o domain
wall shiclding. At rclatively low dB/dt the domains cxpand
without significant change of shape 1o merge across the tape
and form bar domains. At very high dB/dt cddy current
shielding causcs severe bowing of domain walls with rapid
movement along the tape surfaces lcading to the formation of
sandwich domains. The intermediate stages have been treated
numerically by Bishop and Williams{8]. Possible
improvements to the domain models of reversal in ferrites
include statistical treatments of grain sizes and realistic grain
shapes, domain sizes and realistic domain shapes, and
distributions of the casy directions of magnctization and
nucleating sites. The influences of core manufacture on the
magnetic propertics of the core materials need to be quantified
in order to be included in core models. The effects that must
be considered include: stresses, which couple with the
magnclic properties via magnctostriction; winding
gecometrics and their cffectiveness in linking changes in the
corce flux with the external circuit; interlaminar insulation,
particularly with respect 10 anncalability and resistance to
breakdown; cooling schemes.

It is important to work closely with cxperimental data in
the form of voltage and current waveforms and
cxperimentally-derived magnetization diagrams when
developing magnetization models. Also, it should bz borne
in mind that the simpler the magnetization cquation, the
more useful it is for engincering design purposes.
Conversely, when designing pulse compression cores it must
be remembered thal magnetization reversal is a complex
physical process and so the simpler the magnetization
equation employed, the poorer its accuracy is likely to be and
the more Constrainis must be placed on the conditions under
which it is valid.
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Abstract

Core losses of Fe- and Co-based amorphous alloys were
measured at magnetization rates dB/dt of 0.1 T/us to 100
T/us. & comparison with existing dynamic domain models
indicates that the induced magnetic anisotropy determines
core losses in the low dB/dt region. Strip thickness
dominates core losses at high dB/dt-rates, but the amount
due to the anisotropy is only negligible for low
anisotropy values. A three stage compression circuit was
calculated for a low and high anisotropy material
respectively. The best overall result could be achieved
when using different materials in the compression stages.

Introduction

Saturable reactors for the pulse compression technique
require materials with a high flux density swing, a
rectangular hysteresis loop and low core losses. A high
flux density swing reduces the volume of the core which is
important not only for economical reasons hut determines
mainly the saturated inductance of the saturable reactor
due to core size. A rectanqular hysteresis loop enables
resetting by means of current pulses. Since the cores are
subject to high magnetization rates and increasing
repetition frequencies core losses play a decisive role in
the application. The demands on magnetic properties are
summarized in table I.

Ferromagnetic amprphous metrals ribbons are considered
as a most promising core material [1,2]. The particular
versatility of amorphous metals hereby is based on the
absence of crystalline anisotropy and of structural
defects, which yields high permeability, extremely low
coercivities and low hysteresis losses. The additional
advantage of amorphous metals is their high electrical
resistivity combined with a production-inherent low
thickness vhich both limit the eddy current losses{3].
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Looking at the high magnetization rates
correspond to frequencies in the MHz-range, thin
crystalline Fe-50%N1 strips can hardly compete and
moreover provide problems with the core construction due
to their extreme sensitivity to ~lastic strain. Due to
their low losses ferrites are also under discussion as
magnetic switche nmaterials in linear acceleration
inductors. But the general advantage of aworphous metals
is their high bipolar induction swing which is up to 4
times higher than in ferrites. This enables smaller core
sizes or a decisive reduction of the required acceleration
length for the particle beanm.

which

Table I. Demands on magnetic properties for pulse

compression
Property Demand Constituent for
Saturation high Volume,saturated
flux density inductance

Core losses low Temperature raise,
cooling, dynamic
permeability

Remanence high Enables reset with
current pulse

Saturation qood Saturated inductance,

behaviour compression factor

Basically there are two groups of amorphous alloys. On
the one hand the Fe-rich magnetic alloys which exhibit the
highest saturation flux densities among the amorphous
metals and which are based on inexpensive raw materials.
Houwever the relatively high saturation magnetostriction
limits the magnetic properties. The Co-base metallic
glasses, on the other hand, are distinquished by their low
or vanishing magnetostriction leading to highest
permeabilities and lowest core losses{4-7].



The Fe-base amorphous alloys which attain saturation
flux densities of 1.8 T allow a compact and cost-effective
design. High magnetization rise rates and/or high
repetition frequencies however could complicate the
application due to core losses. Deterioration of the pulse
due to magnetoelastic resonance effects or due to a too
slow approach to saturation could be a further problem(8}.
In such cases Co-base alloys exhibiting significantly
lower core losses even at high magnetization rates can be
an alternative.

Experimental

iim of the investigations was the measurement of
magnetic swichting cores made of different amorphous
alloys at high magnetization rates as they occur in pulse
compression devices. Toroidal strip-wound cores, annealed
to a rectanqular hysteresis loop before or after winding,
were pulse-magnetized from the remanence to the opposite
saturation with a near rectanqular voltage. The iron
cross-section of the samples was about 2 to 5 cm?.

To achieve sufficiently high magnetization rates pulse
compression was used to create the driving voltage. Fig. 1
shows schematically circuit and construction of the
equipment. A thyristor was selected as a primary switch.
By using a saturable protection choke it is possible to
achieve a current rise rate of 6 kA/us[9]. Next to the
primary circuit follows a setup-transformer and two
compression stages (parallel techmique). A coaxial design
minimizes the discharge time of the capacitors C, and C,.
To avoid creeping discharge, the voltage at the capacitors
was limited to about 20 kv.
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Fig. 1 Circuit and construction of measuring equipment
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Depending on the core size magnetization rates up to
100 T/gs could be achieved. The maximum curremt is about
6 kA. Resetting is realized by a seperate winding, using a
choke for decoupling.

The pulse current is measured with a coaxial shunt
design for 200MHz and 20 kA peak value.The voltage is
measured with a  high-voltage "measuring head" with a
limiting frequency of 75 MHz. For both current and voltage
measurement capacitive noise is damped by magnetic cores.
The measuring results are digitalisized to enable further -
evaluation with an Digital Oszilloscope. Sampling
technique was used to achieve a sufficiently high
digitisation rate[10].

Core losses at high dB/dt

Fig. 2 shows the measured core losses for two Co-base
alloys (VITROVAC 6030Z, 61507) and one Fe-base alloy -
(VITROVAC 76007). Devious from the common pulse losses
versus magnetization rate characteristic we have
normalized the pulse losses by deviding them through the
actual flux density swing and plotted this value versus
the switching time, e.q. the time for which the core has
to withstand the voltage. Comparing alloys this way seems
to be quite fair with respect to the application which
requires the core to withstand a certain time-voltage
area. The characterisation takes into account that
naterials with higher flux density swing are subject to
higher magnetization rates due to their smaller iron
cross-section, and considers at the same time the actual
volume of the material.
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Although the Fe-base material requires only about half
of the core volume of the Co-based alloys, the losses of a
core designed for the same time voltage area are
significantly higher in the whole plotted magnetization
time range. This difference in losses can only partly be
explained by the difference in the magnetization rate
indicating that besides strip thickmess and electrical
resistivity other material parameters play a role[8]. Both
Co-base alloys show a  dB/dt-behaviour at longer
switching times and a dB/dt-behaviour at short switching
times. This is not recognizable for the Fe-base alloy in
the plotted range.

Following the common dynamic magnetic domain models
three different regions can be distinquished before the

material is saturated. Fig. 3 shows the schematic
hysteresis loop according to this model.
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Fig. 3 Schematic hysteresis loop for bar domain and
sandwich domain model

In region I very often a fast rise of the magnetic
field is found returning to a smaller value again thus
forming some Kkind of nose. This region is definite
especially for very rectanqular hysteresis loops and can
be understood as the nucleation of bar domains across the
whole strip thickness[11].

In region II the material is further magnetised by the
motion of the bar domains. At high magnetization rates the
mobility in the surface-near regions is remarkably higher
than in the middle of the strip due to induced eddy
currents leading to a strong bending of the domain walls.
The driving field for bent domain walls can be described
according to Bishop as{11,12):

(1
Hc 20,7 *{E*X'*L/(B*g ) 49

where § is the electrical resistivity, ¥ =4 {}:E'is
the the specific Bloch wall emergy with the anisotropy K
and the exchange energy A, and L is the mean domain width.
As the driving field does not depend on the flux density
swing /\B the hystersis loop has a rectanqular shape in
this region.

In region III two domain walls moving together have
closed at the surface and a sandwich-like domain is formed
around the strip. The magnetization fromt now moves from
the surface into the bulk. Following this model the
driving field can be described as[13]:

H = Bxd%/\B/(§ *§ ) (2)

where d is the strip thickness. In this region the
driving field is proportional to /\B.

The transition from the bar domain model to the
sandwich domain model occurs when the surface is fully
magnetized. According to Fig. 3 this point can be
estimated as:

7By~ Lajas{¥oen s g B (3)

According to equation (3), for /\B, > 2B, the domain
walls cannot close the sandwich domains and the
magnetization process is based upon the movement of
relatively weak bent domains transverse to the strip (bar-
domains). The dynamic hysteresis loop has a rectangular
shape and pulse losses can be described by:

Vp = 2*HC*BS

3 1.4*1,55*3* §iL/g

Equation (3) is valid for slow magnetization rates and
small strip thickness as well as for high specific wall
energies and big domain wall distances L (which
corresponds to an extremly rectanqular loop with only a
few nucleation centres). Pulse losses do not depend on
strip thickness and increase with the square root of the
magnetization rate.

(4a)

(4b)

At /\B, < 2B_ the whole near-surface region is fully
magnetized and a sandwich-like domain is formed. Following
Fig. 3 the pulse losses can now be estimated as:

Vp = BS*H + 0.5*HC*/\Bk {5a)

= Bealup (a3 ) + 1ox e (5b)

where the first term describes the amount of the
magnetization front coming from the surface and the second
term considers the density of nucleation centres (domain
width L) and the wall energy § or the anisotropy parallel
to the ribbon respectively. For sufficiently high
magnetization rates the second term is typically very
small, but it can reach significant values for extremly



thin strips with highly rectangular hysteresis loop and
high anisotropy.

Fig. 4 shows a comparison of measured pulse-loss values
versus 48/dt with theory using equation {4b) and (5b) for
a Fe-base alloy and a Co-base alloy respectively. The
theoretical lines clearly distinguish two regions. At low
dB/dt pulse losses follow equation (4b), e.g. they are
determined by the motion of laminar bar domains and
independant from strip thickmess in this region. Important
parameters are the wall emergy and the domain width which
both depend on the anisotropy energy.
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Fig. 4 Pulse losses of an Fe- and Co-base alloy and
comparison with theory

For very high dB/dt pulse losses approach the sandwich-
domain model (first term of equation (5b)) which is
derived from the classical eddy current theory and
describes the lower physical limit. Details of the domain
structure like wall energy or domain width play no role in
this region and strip thickness is the most important
parameter.

For medium magnetization rates, e.q in the tranmsition
zone between the two domain models, pulse loses are
described by equation (5b).

For the Co-base alloy theory fits well with the
experimentell results. In the low dB/dt region theory is
not precise enough to allow a quantitative comparison but
the 1ﬁ§73€-characteristic is obvious. Even for very high
dB/dt " the measured values are slightly higher than
calculated with the sandwich domain model. For practical
reasons due to the process inherent tolerance of the strip
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thickness this additional amount seems to be neglectible
for Co-base alloys.

The Fe-rich alloy shows significant higher losses in
the faster dB/dt-region than opredicted by theory. The
transition zone from bar domain to the sandwich domain
model can not be recognized in the plotted dB/dt-range.
The main difference besides saturation fluy density and
magnetostriction to the Co-base alloy is the value of the
induced anisotropy which is about 10 times higher.
Therefore the domain walls are much stiffer and the
anomalous eddy current losses ars significantly higher
which yields remarkable exess losses up to high dB/dt.

As a result the induced anisotropy along the ribbon
axis, necessary to establish a rectanqular loop, turns out
as an important material parameter for excess losses. This
applies especially to Fe-base alloys where relatively high
values of anisotropy are necessary to overcome
magnetoelastic anisotropies due to internal or winding
stresses. As a consequence _alloys with rather high
anisotropy values ( % 1000 J/m3) have to be selected out
of the group of Fe-base alloys.

In near-zero magnetostrictive Co-base alloys on the
other hand a rectanqular loop can be achieved with
longitudinal anisotropies of enly some 10 J/mw’. Thus Co-
base amorphous alloys come close to the physical minimum,
which is described by the sandwich model, at significant
lower dB/dt. As a consequence gauge reduction is much more
effective for loss reduction. Table II lists the magnetic
properties of some typical amorphous alloys.

Table II. Hagnetic properties of amorphous alloys for
pulse compression.

Co - based Fe - based
Anisgtropy 50-100 250-550 190 900
(J/m)
Saturation 0.7-0.8 1.0-1.2 1.4-1.6 1.75
(M
Magneto-
striction <0.,2 <0.2 24-30 35
(¥1075)
Products:
VITROVACR 6030 6150 7505 7600
HetqlasR 27054 2705HN 26055C 2605C0




For low magnetization rates losses can be even more
reduced decreasing the induced anisotropy by more
sophisticated heat treatments [14]. However the long term
stability of the properties after such optimizing heat
treatments at present remains still unclear.

optimization of a pulse
compression circuit with respect
to the core material

For high energy pulse compression the most popular
materials are Fe-based amorphous alloys such as Hetglas
2605C0 or VITROVAC 7600, which have the highest saturation
flux demsity and thus require the smallest volume. At high
dB/dt rates and/or high repetition frequencies cooling of
the system could be a serious problem. The question is,
uhether the use of "low-loss" Co-base materials can
improve the loss situation significantly and what would be
the effect with respect to core volume.

We calculated a series pulse compression circuits with
three stages using Fe-base VITROVAC 7600 (B, = 1.75 T, /\B
= 3.3 1) and/or VITROVAC 6150 (B_ = 1.0'T, ?\B =1.97) as
core materials. The calculation was done for a low
inductivity coaxial desigm taking into account the actual
core losses and their influence on the time constant of
each stage, the saturated inductance of the cores due to
size and winding design, and additional inductances of the
circuit. Further it was considered, that the optimum
switching time is not reached when the next capacitor is
fully loaded, but at a somewhat lower voltage which saves
core vclume and losses[15). The core volume of each stage
is optimized numerically{16].

primary
switch core2 core3
. . . TThe
Uin Uy U Uy
] 7 ' ' ,
* . ¢ b4 .
coret
C&D (31 C%? (%3

Fig. 5 Principle three-stage series pulse compression
circuit.
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Fig. 5 shows the principle features of the compression
circuit used for the calculation. The voltage at the load
was assumed to be 40 kV, the pulse energy 25 Ws and the
pulse wicth 50 ns. The primary switch should be able to
handle a pulse current of 2kA., The rate of current change
should be limited to about 6KkA/us.

The result of the calculation is listed in table III.
Using Fe-base VITROVAC 7600 I in all three stages requires
a minimum core weight, but losses are highest. Using Co-
base VITROVAC 6150 I reduces the core losses
significantly, but this solution requires more than twice
the core volume.

Table III. Calculation of total core volume and losses
for a three-stage compression circuit using
Fe-and Co~base alloys only or a combination

of then.

sclution I  solution II solution III
stage 1 7600 1 6150 7600 1
core size 100%50%50 137%81450 100%53%50
(mm)
turns 20 20 20
core weight 1,57 3,93 1,74
(kq)
core losses 0,269 0,125 0,299
(Ws)
stage 2 7600 Z 6150 12 7600 I
core size 162%99%50 249%143%50 163*103%50
turns 5 5 5
core weight 3,42 8,99 3,34
core losses 0,91 0,573 0,882
stage 3 7600 1 6150 2 6150
core size 147%89%50 221%123*50 221%123%50
turns 1 1 1
core weight 2,82 7,27 7,27
core losses 2,98 1,85 1,85
3 veight 7,81 20,2 12,13
2 losses 4,16 2,55 2,99




Solution IIT is proposed as a compromise. The Fe-base
alloy is used in the first and second stages, the Co-base
alloy in the third and fastest stage. Compared to solution
II the core weight is reduced by about 40%, and compared
to solution I the core losses are reduced by about 30%.

The calculation does not consider a possible
deterioration of the pulse form due to magnetoelastic
resonance effects or a saturated permeability »>1 which
would increase the core volumes and losses of solution I.

Conclusions

Soft magnetic materials for saturable reactors in pulse
compression technique have to combine high flux density
with extremly low core losses. This demand can be best
fullfilled with amorphous metals featuring almost as high
saturation flux depsities as the crystalline soft magmetic
petals and core losses almost as low as soft magmetic
ferrites. A further optimization of the compression device
can be achieved by taking inio acount the specific
advantages of Fe-based and Co-Dased amorphous alloys
respectively.

References

[1] R.Hiramatsu, K. Harada and I. Sasada [EEE Trans. on
Magn. MAG-18, 1764 (1982)

[2] S.E.Ball and T.R. Burkes, Int. Pulse Power Conf.,
Albuquerque (1981)

[3] G. Herzer and H.R. Hilzinger, “Recent Developments in
Soft Magnetic Materials,” Physica Scripta T24 (1988)
p-22

(4] T. Egami, Rep. Prog. Phys. 62 (1934) p. 1601-1725

[S1 R.C. O’'Handley, J. Appl. Phys. 62 (1987) R15-R49

[6] H. Warlimont, Materials, Science and Eng. 99 (1988) p.]

[7] G. Herzer and H.R. Hilzinger, in: Proc. Symposium on
Magnetic Properties of Amorphous Metals, Benalmidena
25.-29.5.87, North Holland, p. 354

(8] V.R.V.Ramanan, C.H. Smith and L. Barberi, J. Appl. Phys.
57, 329 (Blackpool 1985)

91

(10]

(11]
[12]

(13]

(14]

[15]

[16]

J.L. Steiner, A. Schweizer and J. Vitins, “Fast Switching
Thyristors Replace Thyratrons in High-Current Pulse
Applications,” Power Semiconductor Department ABB
Ltd, Switzerland

F. Lenhard, “Cores and Chokes for Magnetic Swithces,"
BMFT-Report No. FB-13N53366

J.E.L. Bishop and P. Williams, J. Phys. D 10

- J.E.L. Bishop, IEEE Trans. on Magn. MAG 10 (1974)

p.1132

C. H. Smith, D. Natasingh and H.H. Liebermann, IEEE
Trans. on Magn. MAG 20 (1984) p. 1320

S.M. Sheard, M.R.J. Gibbs and R K. Avery, J. Appl. Phys.
64 (1988) p. 6035-6037

G.L. Bredenkamp and P.H. Swart, “A Theoretical Basis for
th; Optimization of Electromagnetic Pulse Compressors
using Saturable Ferromagnetic Cores,” Systems

Laboratory, Rand Afrikaans University, Republic of South
Africa

F. Lenhard, to be published



MAKING A WORKABLE CORE
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National Magnetics Corp
15925 Piuma Street
Cerritos CA 90701
(800) 877-7641

Abstract

This paper is dedicated to pulse design engineers
who have spent many a sleepless night analyzing and testing
pulse compression or magnetic modulator designs only to
find out the fix was changing the CORE! A poorly
constructed magnetic core WILL NOT WORK
PROPERLY! We will investigate and present experimental
results of newly developed construction and manufacturing
procedures which result in much improved switching times
and reduction of high frequency losses.

Introduction

Early in 1980 we started investigations of 50% and
80% nickel-iron tape wound toroidal and "C" core products
for magnetic modulator applications. These devices act as
transformers to charge the pulse forming network and then
saturate to discharge it into the magrctron load. The rise
time of the output pulse across the magnetron, which is the
fall time of the voltage pulse across the switching core, was
in the order of 1 to 3 microseconds. This is much slower
than the required 200 to 300 nanoseconds. Excessive droop
and poor shape at the end of the pulse in some of the units
tested was related Lo bad cores. In the next six years the
following experimental results were obtained which lead to
the manufacturing processes now used at Natioral Magnetics

for all types of high power pulse cores of nickel-irons and
metallic glasses.

Experimental

We first investigated the internal resistance
measured from the outside lamination to the inside
lamination. This resistance (commonly called the stack
resistance), must support the operating VOLTS PER TURN
of the device which can be hundreds to thousands of volts
per turn, Slitting procedures using carbide slitting knives
resulted in shorts at the edges of the tape. The edge of the
tape was shaped into a 1/2 circle and coated with 3 to 12
coats of a magnesium methylate high temperature coating,
This resulted in laminations that can support well over a 100
volts per lamination prior to the heat treating process. These
coatings are typically 20 to 25 millionth of an inch thick and
are pure crystalline magnesium oxide(MgO).

The skin effect of the tape used to wind the core
was next investigated. A 200 foot long piece of 1 mil thick,
1/2 inch wide, 50% nickel tape was laid out in a U shape.
AC resistance measurements were taken at 100hz, 1000hz,
and 10khz on a HP4262A bridge. The resistance varied from
100 ohms at 100 hz to 112 ohms at 10khz or about 12 %
from 100hz to 10khz. Next the tape was wound tightly into
a core and the test repeated. The resistance increased by a
factor of 2 (see figure 1 } at 1000hz and a factor of 4 at
10khz. This effect, which I call proximity effect, increases the
effective resistivity of the metal from 75 micro-ohms/cm to
approximately 150 micro-ohms/cm. It is caused by adjacent
laminations pulling eddy currents to the surface more than
skin effect would explain. This effect did not occur when
adjacent laminations were SHORTED to each other! Even
a short every 3 or 4 laminations will destroy this effect.
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Figure 1

CONDITION 100HZ 1KHZ 10KHZ UNITS
U shape 100 102 112 ohms
wound 3 coats Mgo 100 205 420 ohms
wound 12 coats Mgo 100 260 620 ohms
U shape 04 03 025 uh
wound 3 coats MgO 14.2 133 56 mh
wound 12coats MgO 19.5 177 625 mh

There are two ways 1o measure this effect in an uncut core.
One is to measure the AC resistance from 100hz to 10khz
and observe the increased resistance at the higher frequency
as we did in the previous example. The second way is to
measure the AC inductance at 100hz to 10khz and observe
the DECREASE in inductance at the higher frequency. The
low frequency inductance of the core when measured from
the inside turn to the outside turn is increased by this
proximity effect. The high frequency inductance is a measure
of how many turns of the core are NOT shorted. The above
tests indicate how important it is to get the laminations
perfectly insulated with extremely thin coatings. The
proximity effect is reduced in metallic glass tapes due to the
irregular surface on one side of the strip. This side, opposite
the chilled casting plate, bas little sharp pointed bumps.
These are due to the spray casting procedure used in the
manufacturing of these metallic glasses.

The field penetration and voltage distribution in
nickel switching cores was next investigated. A core with a
3 inch OD, 3 inch ID, and 1 inch strip width was wound with
seven single turn pickup coils. Each coil sampled 1/8 of an
inch of the cores build up from the inside turn to the outside
turn of the core as shown in figure 2.

FIGURE 2

OD=5"M=3 SW=1I"

i3 125 laminations of (! 50% niclkel

Each section

The core was operated in a swilching mode circuit.
Waveforms were recorded and plotted for each of the seven
single turn pickup coils. The voltages across each winding
and the whole core are shown in figure 3. The inside
diameter section #1 saturated first as might be expected.
Sections #2 and #3 saturated next in that order. Section #4,
the center section, supported very little voltage until all of
the other sections had saturated. Sections #5 and #6
saturated more toward the end of the pulse due to longer
magnetic path length as expected. Section #7, the very
outside, saturated last (neglecting #4) and had a great effect
on the fall time of the output waveform. It was next decided
to make 2 cores up from 1/2 inch tape and stack them side
by side. This was done in a attempt to get better penetration
of fields and to try to make the center section #4 carry its
share of the voltage. This split core configuration reduced
the turnoff switching time from 1.5 microseconds to 400

nanoseconds and improved the trailing edge shape
substantially.
FIGURE 3
Yout j-7 I

T lus C

2us Jus

We have manufactured many types of composite
cores. These cores are made out of two or more types of
magnetic material. A core was constructed with supermendur
(Bs=22KG) for sections #1 and #2, 50% nickel/iron
(Bs=16KG) for sections #3 and #4, and 809% nickel/iron
(Bs=8KG) for sections #5, #6, and #7. By putting high flux
material where it had saturated too soon and low flux
material where it had saturated too late, it was hoped that,
all parts of the core would saturate at the same rime. It was
NOT TO BE! These tests indicated that the split core,
properly constructed with 50% nickel/iron only, was much
better in overall performance than the composite core. The
reason why the SPLIT core preforms so well is easily
understood when one considers it to be made up of seven
litile concentric cores. If for exampic, section #7 in one core
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is partially shorted, the waveforms shown in figure 3 for
section #7 will tend to be supported by the other cores
section #7. This sharing of the problems from one section
or another between cores allows Mother Nature to have the
voltage distribution she requires for fast switching! In effect,
what ever is bad in one core, is handled in the good part of
the other core. The actual voltage distributions in the two
cores will modify itself to still make the TOTAL output
voltage look like Vout in figure 3.

The voltage across the cores laminations was next

studied. The core has a voltage measured across its
laminations from the inside turn to the outside turn. This
voltage is equal 1o the volts/turn that the core is being
operated at. It can be hundreds to thousands of volts and
must be supported by the cores laminations without arc over
or catastrophic breakdown. Taking this volts/turn and
dividing it by the number of laminations in the stack, yields
the volts per lamination. Volts per lamination of 1 to 100
volts can be supported in well designed cores.
There is an_ADDITIONAL core loss associated with this
stack resistance. The laminations in an ideal core are
perfectly insulated resulting in a very high stack resistance.
Most cores will have a stack resistance less then ideal. This
results in an additional loss. Take for example, a value of
100 volts per turn across a SHORTED core of 2 ohms. The
additional watt loss is V2 /R or 10,000/2 which works out to
be 5000 watts! In practice you can expect up to 50% of that
value. Low stack resistance cores are characterized by high
droop and an exciting current Ip which lacks the negative
resistance effect as shown in figure 3. You will notice the
current first ramps up to a peak in 20 to 30 nanoseconds.
Next, it DROPS back to 60% of the peak 1.5 microseconds
later and stays relatively flat to 3 microseconds. It then
increases very abruptly at saturation. The correct shape of
this current waveform improves the output voltage Vo in
three ways. First, the front higher current peak reduces the
leading edge voltage overshoot. Second, the current is
REDUCING in the middle of the pul.e, which reduces
droop. Third, the current gets a flying run at saturation (the
top of the page) so it can switch very abruptly. Further
studies of the shape of this current Ip led to the next
experiments on how to heat treat the magnetic material.

It was discovered that various temperatures and
times in the heat treat processes led to the results shown in
figure 4. Slight secondary recrystalization of the 50% nickel
materials allows control of the shape of the B-H loop. The
IDEAL B-H loop shown on the left in figure 4 has the
negative resistance effect in Ip. Notice how the loop necks
in and is narrower near the origin as compared to the
POOR one on the right. This IDEAL loop is what we’re
looking for! The POOR one on the right has a pronounced
step at about 80% of saturation flux and also lacks the
negative resistance effect. Its output voltage Vo has a front
spike on it and the back half of the upper waveform is
missing. This effect is caused by the last 20% of the
magnetic domains which arc not aligned correctly. These
domains requirc more energy to saturate.

FIGURE 4
IDEAL POIR
D-TI
Vo
Ip
L

By carcful attention to the correct heat treat temperatures
and time, it is possible to custom shape nickel-iron and
metallic glass cores for pulse applications. We have obtained
better switchiug characteristics from metallic glasses after
special heat treat. First, the glass is slit to size and both
edges are shaped to a 1/2 circle. Next, 3 to 12 coats of Mgo
are applied and cured. Care must be exercised in the curing
of the Mgo on the glass strip so that the metallic glass does
NOT recrystallize. Next, either AC or DC field annealing is
used to change the shape of the dynamic loop. AC field
annealing, with an extra inlegrating single turn pickup
winding, allows you to look at the dynamic B-H loop at 60
Hz while you are annealing the core. This is done by cooling
the core down to below its curie temperature, observing the
B-H loop, and if not the proper shape, elevating the
temperature back (o the recommended annealing
temperature for some more annealing lime. Afler the proper
time and temperature have been established, DC annealing
can then be used for slightly improved performance. If onc
is compelled to use 0.3 mil Kapton or Mylar as addilionai
insulation, Kapton will withstand the 675°F required for the
annealing. Also, the 3 to 12 coals of Mgo covers up the little
sharp points on the side opposite the casling plate on
metallic glasses and reduces the possibility for the glass to
cul through the Kapton insulation!
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Core Losses

Core loss can be calculated in a number of different
ways. We have developed a computer program called
COMPCORE which is a core simulation program for the
IBM computer and compatible. One of its output screens is
shown in figure 5. The program is capable of accurate
projections of core losses and other properties of the core
from .06 khz to 100 khz.

FIGURE 5
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The core loss is calculated by the equation:

W/lb___aofa-_oazlonga3+ailagf+aslogﬁ’

where:

{ = frequency in khz
B = flux density in kilogauss

AQ = 046520
Al = 1.222690
A2 = 092990
A3 = 1.972270
A4 = -0.022580
A5 = -0.111910

This equation will produce waus per pound for 1 mil 50%
nickel impregnated toroids. The values for AQ through AS
vary for each type of material and are available from
National Magnetics upon request. A output file from the
curve plotter in COMPCORE is shown in figure 6.

Using this equation a estimate can be made of the pulse
excitation losses as follows. Take a pulse of 2.5 microseconds
at 1000 pulses per second and the core operating under DC
bias reset conditions.

frequency of on time = 1/(2*2.5*10"-6) = 200khz
frequency of off time = 1/(2*997.5*10"-6) = .501khz
duty cycle = on time/off time = 2.5/997.5 = .002506

Watts = W/Ib * Ib * 1/2 of the loops losses at the operation
flux and frequency(200khz) * Duty cycle.

We use 1/2 of the ac losses that compcore gives us at
200khz since the pulse is unidirectional and we only need the
area of the right hand side of the B-H loop.

Using a 1.212 pound 50% 1 mil nickel core operating at 10
KG(OB=20KG) and 200khz COMPCORE gives us 6051
watts/# or 7335 watts! One half of this times duty cycle =
7335/2 * .0025 or 9.168 watts average loss. Next we need to
do the same calculation for the OFF time frequency, again
using 1/2 of the left side of the B-H loop and add this to the
ON time losses for the total losses. At .501khz at 10 KG
COMPCORE gives us 1.50 watts/# or 1.818 watts. Off time
losses are 1.818/2 = 0.909 watts. Adding the on and off time
losses we arrive at 9.168 + 0.909 or 10.077 watts total.

Conclusions

Nickel and metallic glass core systems can be constructed to
operate down to 50 nanosecond in pulse switching and
compression circuits with careful construction techniques and
the losses can be estimated with computer assisted programs.
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INTRODUCTION

Numecrous devices, “trons and tors”
have been developed over the years but in todays
world of high power high repetition ratc pulse
generation, these numbers have dwindled to
essentially three; the thyratron, the thyristor,
and the spark gap. Although, many other
devices exist (many of which wiil be described
below) and are currently under devclopment,
only these three have the manufacturing base to
be available in large and consislent quantitics.
There are many switches capabic of operation at
repetition rates in the multi-kiloHertz realm.
The most common triggered, high power
swilches are spark gaps and thyratrons. A non-
triggered “switch, in which operation is based
on the nonlinear properties of magnetic
materials, also falls into this class. A
"magnetic” swilch is better described as a pulse
compressor or pulse sharpener. Being a passive
element, the "magnetic” swiltch experiences an
impedance change determined by the nonlincar
characteristics of the ferromagnetic core
material. [t is not a swilch in the general
definition of the term, but the use of magnetic
material in the generation of very short high
encrgy pulses is an important technique in high
repetition rate modulator design. Solid state
devices, despite the potential for use in high
power pulse generation have not been widely
used. This in part is due 1o the relatively small
markel for high power pulse swilches and the
astronomical cost of development associated
with advanced semiconductors. However, there
is considerable basic research work in the arca of
solid state swilching as will be reviewed later.

The quality of a high power swiich
may be judged by its ability to hold-off high
voliage, conduct rapidly when triggered, recover
its hold-off properties after conduction, and
maintain a proper operaling temperature.
Recovery characteristics determine the upper
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bound at which a swilch can operate
repetitively.  In plasma and arc discharge
switches, the rate in which the arc products can
be cleared from the switch determines the
recovery time.  In a magnetic switch, the
recovery is determined by how fast the core
magnetization can be reset Lo its initial starting
value. A solid state switch may be limit.d by
recombination time and the level of impurities
added 10 the base matcrial 10 derive a certain
performance. In all high power switches, the
most critical issues arc mechanical design and
fabrication techniques. Where circuit power
levels arc exceeding Megawalts, even the maost
efficient switches will require a substantial
amount of heat removal. A proposed switching
technology may possess all the attributes to
solve the worlds swilching problems but if it
can not be manufactured in a thermally
acceptable and cost effective package then the
need will never manifest. With these thoughts
in mind, lets examine the current devices and
capabilities of high power switches.

SPARK GAPS

Spark gaps are by far the most versatile
of all high power switches. They can be
designed to operate in gases or liquids at
voltages from a few hundred volts to many
Mecgavolts and switch currents from
milliamperes to Mcgamperes. Even though
spark gaps can be designed to operate over
enorrmous clectrical ranges, any one particular
design is usually limited to a very narrow
dynamic range. That is to say, a spark gap
designed 10 operate at 50 kV will probably not
perform with equal clectrical and life
characteristics (if at all) at 40 kV in the same
circuit. Because spark gaps arc designed on an
“as needed" basis, it is practically impossible to
develop a testing procedure to establish a data
base on performance and design techniques.
Electrode matcrials, Now rates, and dielectric



media such as gas mixes and liquids, further
complicale a systematic analysis of spark gap
technology. This along with the wide variely of
geometries, i.e. point-plane, rail, coaxial, elc,
make il impossible to form an organized
comparison of spark gap technology with any
other switching technique. For thesc reasons, a
spark gap evaluation is only good for the
specific parameters at which the gap was
designed to operate. The wide diversity of high
power spark gaps could not possibly bc
addressed with any sort of continuily in this
report. Instead, a brief history of high power
sparks gaps is presented.

Theory of spark gap design and
brcakdown phenomena have been investigated
for well over one hundred years in all parts of
the world. J.C. "Charlie” Martin, of the
Atomic Weapons Research Establishment in
Aldermaston, England, is considered by many as
the first researcher to derive basic concepts of
high power swiltching thal in many areas are
still considered the standard in the field. Spark
gaps for repelitive modulators date back to the
late 1800's. Early repetitive switches 100k the
form of rotary spark gaps. The first non-
experimental applications of repetitive spark gap
modulators were for lighting, medical, and radio
applications [1-3]. In the pre-radar period of the
M.IT. Radiation Laboratory, the first
systematic development of repetitive spark gaps
for short pulsc applications had its beginning.
Rotary gaps [4], and multi-electrode quenched
spark gaps were developed for use in kiloheriz
modulators. J.D. Craggs of the Metropolitan-
Vickers Electric Company, Lid. announced the
invention of the “"wrigatron®, the first thrce
clectrode scaled spark gap in 1942 [5]. The
trigatron is still the most common type of spark
gap used today.

The main concern of a repetitive spark
gap design is clearing the metallic vapor from
the gap after conduction. Sealed repetitive gaps
cither operate at extremely low powers or in
very short bursts because of the concentration of
residual metallic vapor. To achieve long
duration of operation a flow sysiem is added to
the gap to force the clearing of residues.

Spark gap crosion has becen
investigated more than any other parameter in
high power swilching. This is partly due to the
fact that each spark gap application usually has
a unique spark gap that was designed specifically
for that job and life information is desired for
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some logistic reason. The other reason is tha
erosion measurements are fairly simple 1o
obtain. Spark gap erosion is a complex
function of many variables and is not
completely understood [6]. Surveys of
repelitive spark gap characteristics {7,8] revealed
one very interesting fact with regard to erosion.
Regardless of the clectrode material or electrical
operaling conditions, at best, electrode material
is croded at an average rate of 50 micrograms per
coulomb of charge transfer through the gap.
This means that if a particular application
requires a switch to transfer 100 Megacoulombs
(not unreasonable in a high repetition rate
modulator) the clectrodes would have to have
some 5 kg of material available for erosion.

Summary

Due 1o the nature of spark gaps, it is
difficult 10 summarize their performance. [t
should suffice 1o say that a spark gap can
probably fill any high power swilching
requirement. If the need is Megavolts and
Mcgamperes with di/di of >1013 A/s, the spark
gap is the only alternative. The only real
drawback to spark gaps is in repetitive circuils.
Duc 10 the erosion limitations, losscs, low
gain, and the complexity of a flushing system
1o remove the metallic residue after conduction,
spark gaps are oftcn not cost effective in
continuously operated repelitive circuits.
Howeer, in single shot and very low rep-rates,
a spark gap may well be the switch of choice.

SOLID STATE SWITCHES

Thyristors

Thyristors have long been used in low
frequency long pulsc applications. Only
recently has substantial interest been focused on
their uses 1n short pulse operation. Most user
results are in general undocumented but there arc
instances where conventional thyristors will
exceed their siated ratings. Recent reports have
indicated that under special conditions, there is a
strong possibility that more-or-less
conventional thyristors can be used in some
applications normally fulfilled by thyratrons;
these conditions involve either the insertion of
saturable induclors {9,10] or gatling



modifications [11-16]. This combination has
been used successfully [9] to switch a Reverse
Conducting Thyristor, a RCT, which delivered a
2 us (half-width) sinusoidal pulse with a peak
current of 3.3 kA with a forward conduction
drop of 50 V. Likewise, a Gate Tum-off
thyristor, GTO, delivered a similar pulse with a
peak current of 2.4 kA with a forward
conduction drop of 100 V. Both of the above
were conventional gated devices and the circuits
included snubbers. These currents translate to a
di/dt level of around 7 » 10% A/s for the RCT
and 4 » 10° A/s for the GTO.

Enhanced performance can also be
obtained by the use of a large gaie drive in
interdigitated devices, particularly if the
amplifying gate is disabled. Interdigiiated
thyristors have swilched, single shot, 10 us
pulses at 1.4 « 1010 A/s at the 800 V level and
1+ 1010 a1 800 Hz [13]. Although the forward
voltage drop in the later case was over 50 V, the
case temperature increased to 58°C by the end of
an hour's operation. The gate drive was an 8 us
wide pulse with a leading edge current of 12
Amperes. Other measurements [14] have
indicated that only the gate pulse current affects
the ancde current di/dt and neither pulse width
(>30 ns) nor pulse shape have significant effect.
Another case of a highly interdigitated (involutc)
gatc thyristor switched a 13 kA, 10 us pulse at
a peak anode voliage of 2 kV when triggered by
a 100 A, 500 ns gate pulse [15,16]. In this case
the amplifying gate was shorled to the main
gatc. In devices with unshoried gates, a
maximum of only 8.5 kA from a 1.7 kV charge
has been obtained before failing. It was
observed that the amplifying gate slowed the
rate of anode current risc.

Avalanche Injection Switches

If the electric field created by a voltage
across a high resistivity semiconductor bar is
increased, avalanche breakdown will occur.
Holes produced by the avalanche will drift
toward the negative terminal increasing the
conductivity and decreasing the electric field.
This results in an enhanced ficld at the positive
end and the avalanche generation rate will
increase. In the limit, the electric field will be
concentrated in a narrow region at the positive
end, producing large numbers of holes that are
injected into the low field region. This resulis
in a conductivity that is so great, high currents
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can flow even with very low applied potentials.
This effect is known as "avalanche injection
[17}.

Reversed bias diodes (avalanche
injection diodes) [18-22] have been used 1o
implement this phenomenon and to obtain very
fast high power switching. For example, a
1600 V pin diode, driven with a reverse voliage,
was used 10 deliver a 1.8 kV pulsc 10 a 50 Q
load with a risetime of 200 ps. Even though
the di/dt was 1.8 « 1011 A/s, the peak current
was only 35 Amperes and the forward
conduction drop was over 500 volts. A large
sustaining voltage (10-20 V) (17,18, 23-31} is
characteristic of silicon avalanche diodes.
Injection stimulated avalanche has also been
used to obtain high repetition rates in transistor
devices at low power levels [32] but the most
pronounced effect is in thyristor devices [23,33-
37].

Avalanche injection in thyrislors
provides uniform carrier distribution over the
entire cross scction of the device. This results
in the minimization of local charge injection
which takes place at the emitter-base periphery
during conventional triggering. One type of
device that utilizes avalanche injection is the
reverse connecled, or reverse tum-on, dynistor.
Gating is performed with a very short high
reverse voliage (cathode-anode) pulse which is
decoupled from the load and the bias networks.
Anode current of 25 kA with a di/dt of 2 « 1010
A/s have been demonstrated with a forward
conduction drop of about 13 volts. A modificd
version [37] of the above mentioned device has
obtained switched currents of 30 kA at 7 « 109
A/s di/dt with a conduction drop of about 20
volts.

Laser Triggered Switches

The first 1ype of light triggered
swilches to be described are the intrinsic silicon
switches. These are basically a conductivity
modulaied high resistive silicon device. Because
photoconductivity is a bulk phcnomenon, a
single device has the potential 1o be scaled to
large voltage and current ranges. Optical control
has the most obvious advantage of high voliage
isolation and very fast swilching due the relative
large amount of energy available for triggering
in a short wavelength laser pulse. Blocking
voliages of these devices are limited by surface
breakdown and the peak current is restrained by



thermal runaway. These switches have
demonstrated peak currents of 1.8 kA, 200 ns
pulsc with a 5 ns risetime with a 100 kV
holdoff voliage [38]. Repetitive operation of
100 Hz has been demonstrated at low
temperatures (77°K) [39] at 15 kV, 1.2 kA with
a 500 ns wide pulse. This performance
approaches that of some small thyratrons.
However, the electrical conduction time can be
increased only by increasing the optical pulse
width which can present formidable task and
reduce the overall gain of the system 1o less
than unity. Also, large photoconductors (which
are difficult to fabricate) must be illuminated
over large areas, requiring large optical energies
that are not readily obtainable.

Photoconductive swiiches have also
been fabricated in gallium arsenide [40-50].
Surface flashover voliages in gallium arsenide
are somewhat greater than in silicon [41], but
the principle interest in this material is its large
resistivity. Along with greater carrier mobility
(i.e. larger peak currents), and its short carrier
lifetime (higher repetition rates) make these the
most attractive of light triggered swiiches. In
the photoconductive mode, these devices have
switched 800 Amperes from a 46 kV source
turning off in a few nanoseconds [48]. Currents
as great as 4 kA from 3 kV sources have also
been obtained {42]. In LEC gallium arsenide
devices pulse risetimes of 200-300 ps and fall
times of 1-2 ns have been demonstrated in the
10-30 kV range [45].

Silicon and gallium arsenide
photoconductive switches have the same
dependence on optical energy; and an intrinsic
low gain, thus making fairly inefficient
switches. However, gallium arsenide exhibits a
negative resistance behavior, termed "lock-on”
{42, 44-48] which can greatly enhance the gain
and permit switching with relatively low cnergy
levels. The conduction volitage drop during
lock-on is as large as 10% of the switch
voltage. Lock-on switching has been used to
generate 60 Ampere pulses at 30 kV [41, 46).

Another type of laser triggered switch
is the reversed biased silicon p-i-n diode [51-54].
A p-i-n structure has several advantages over
bulk photoconductive silicon switch. Reverse
leakage current in a junction is significanily less
than a bulk switch allowing for DC operation
rather than pulse charging. Also, it is much
easier to form ohmic contacts to the low
resistivity p- and n- regions than it is to the
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high resistivity bulk silicon. However, to avoid
transit time cffects, the i-region must be
relatively narrow (<50 um) {53]. Discrete
devices of this type have switched 56 A at a |
kV blocking voliage [54].

The last laser triggered switch to be
profiled is the thyristor. When properly
illuminated, a laser triggered thyristor will tum
on much more rapidly than conventionally
riggered devices [23,24,33,51,55-64]. It is
important to emphasize that this type of
illumination is different than that used for
“optical gating"; the later is simply an
alternative 10 conventional electrical triggering
where turn-on is still dependent on
comparatively slow drift and diffusion to
establish and spread conducting plasma
throughout the device. Laser triggering refers to
the spatially distributed illumination of a large
area of the device. The rate of anode current rise
and amplitude will depend on various device
operation parameters. Such as: the encrgy of
the laser pulse, the area and perimezter of the
illuminated region, and the thermal
characteristics of the device and its mounting
assembly. Such a switch fired by the output of
a Nd:YAG laser has delivered a 10 kA pulse (1
kV anode voltage) a1 7.5 « 108 A/s with a 200
V forward drop [59]. Other examples are: 1.7
kV anode voliage, 40 ps pulse width with a
di/di of 4 = 1010 A/s and peak ampliwde of 2.4
kA; 1kV anode volizge, 10 kA with a 100 ns
pulse width and a di/dt of 1.1 « 1012 A/s [60].
High conduction drops are associated with the
pulse currents [59, 64]. Several energy sources
can be used for this type of triggering. A
flashlamp triggered device was tested at 2.4 kV
passing a 10 kA pulse with several microsecond
risetime [25]. In another case microwaves were
used 10 obtain a 4 kA pulse from a two device
stack [26]. A 600 V optically triggered gallium
arsenide thyrisior has recentiy been described
[27] which passed 140 Amperes atarateof 1.7 «
109 Afs.

MOS Controlled Thyristor

The MOS controlled thyristor, MCT,
is a relatively new device in the high power
switching world and little is known about the
ultimate capability of this technology. To date
single device characteristics are limited to a few
kilovolt holdoff and can pass a few hundred
amperes.  Risetimes on the order of



microseconds are typical for both turn-on and
turn-off [65]. Where GTOs exhibit turmn-off
gains on the order of 4-10, the MCT can
approach several thousand. The highly efficient
turn-off characteristics makes the MCT a
promising candidate for high power opening
swilch applications. Development work on the
MCT is continuing as this technology
possesses all the atributes to be the "swilching
device" in the next millennium.

Summary

Solid state switches offer scveral
advantages over all other high power swilches.
First, they require no standby, and support
power other than cooling. Semiconductor
devices have a good track record in some
applications of long reliable performance.
However, the major drawback to semiconductor
technology is the limited single device volitage

capability.  Experimental devices have
approached the 4 kV hold-off but about 1 kV is
all that should be expected in an off-the-shelf
component. This requires serics connections of
many expensive devices lo achieve the high
vollage hold-offs which in itself is not a real
tough technological challenge but when adding
in the complexity of mounting, cooling,
insulation, inductance, etc., often is not a viable
economic option. Below is listed (Table 1) a
summary of single pulse capabilitics of the
above mentioned semiconductor switches. The
relative small market for high power switches,
and the high cost of semiconductor
manufacturing has scverely limited the device
availability. The commercial demand has not
provided the market incentive L0 invest in
research and development of solid state devices
for high power switching applications so most
of the development is centered in the university
scClor.

Switch Voltage Pulse Peak di/dt
Width Current Als

LTIS 100 kV 200 ns 1.8 kKA 3.6+101!

LTIGaAs 30 kV 200 A

LTSD 1 kV 56 A

LTST 1kV 100 ns 10 kA 1.1-1012

AIT 25 kA 21010

Thyristor 2kV 10us 13 kA 1+1011

LTIS...Laser triggered intrinsic silicon

LTIGaAs...Laser triggered intrinsic GaAs

LTSD.. Laser triggered silicon diode
AIT...Avalanche injection thyristor

Table 1. Single pulse switching capabilities of solid state devices.
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THYRATRONS

Since its patent in 1918 [66], the
hydrogen thyratron has become the most used
switch in high power pulse generation. State-
of-the-art thyratrons can have a dynamic
switching range of over 100 in voltage and
100,000 in pulse current in a single device.
Lifetimes of thyratrons in radar lype modulator
circuits have been demonstrated to exceed
50,000 hours [67], a total charge transfer of over
300 Megacoulombs [68], and 1010 shot
lifetimes a1 current rates of rise of over 3 « 1011
A/s [69]). With documenied lifetimes of these
magnitudes, the thyratron is often the best
candidate for repetitive switching tasks.

Basic principles of thyratron operation
have been published in threce volumes of
"Research Study on Hydrogen Thyratrons” [70]
and in two books from the Soviet Union
{71,72). A comprehensive study into the
uitimate limits « f peak current and di/dt
capabilities of a hydrogen thyratron was
performed at E.G.&G. about 7 years ago [73].
These collections, along with over 500 hundred
published research reports and numerous theses,
provide a good foundation in the understanding
of the hydrogen thyraron. The huge amount of
research conducted toward the development and
use of hydrogen thyratrons is a good indication
of the imponance of this switch.

By far the most imporiant aspect of
thyratron technology, that has been overlooked
in practically all the publications, is device
construction.  Plasma physics, electron
dynamics, and electric ficld related phenomenon
comprise only a small part of today's high
power thyratrons. Materials compatibility,
sealing, electrode processing, and thermal design
constitute the major aspecis of new device
development. These "non-glamorous” issues in
hydrogen thyratron technology have been
addressed solely by the manufacturers of this
device. Because of the great investment of time
and money by the manufacturers in the
development of construction techniques, much
of this information is closely guarded.

At last count there are over 150
different glass and ceramic thyratrons and a two
dozen or so metal envelope thyratrons available
commercially. Thyratrons have operational

ranges (in single devices) from: a few hundred
to over 100 kV, a few amperes to over 100 kA,
repetition rates from single shot to >180 kHz,
and repetitive di/dt capability of greater than 3 «
101! Afs. Obviously, a detailed analysis is
well beyond the scope of this report. These
large dynamic ranges also make it difficult to
define a "quality" factor to describe a thyratrons
performance in general. Rather, a brief
description and review of electrical
characteristics of high power thyratron devices
will be given followed by a review of the
current state-of-the-art in “super power” devices
available today.

Modem hydrogen thyratrons come in
two basic types, the oxide coated
cathode/ceramic or glass envelope and the
dispenser cathode/metal envelope. The glass
envelope thyratron, illustrated in Figure 1, is
the oldest type of be.

[[__?
N

Figure 1. Qutline drawing of a glass
envelope thyratron.

In the 1920's glass thyratrons were filled
with mercury vapor or an inert gas such as
Xenon. Mercury and inert gas thyratrons have
bezn superseded by hydrogen filled devices
because or the shorter recovery time and the ease
of hydrogen storage in titanium hydrides. Even
with a higher forward conduction voltage drop in
hydrogen, i.¢. 100-200 volts, compared o 30



volis for mercury, the advantages of hydrogen
with respect to device lifetimes and safety
considerations have driven the heavy gas
thyratrons to extinction.

Glass envelopes Lthyratrons arc manufactured
in two basic styles. The electrode structure is
the same in both styles, the difference in how
much of the glass envelope is filled by the
structure. Both styles behave the same
clectrically but they require different cooling
requirements. For the type that has a large gas
volume between the electrode structure and the
glass envelope wail, only natural convection is
needed for cooling the tube envelope. If forced
air is directed on this type of tube, the gas
density will increase near the glass wall
resulting in a rarification in the electrode
structure. If the entire envelope is filled with
the electrode structure then forced air cooling on
the envelope is acceptable. In cither case, air
should be directed at the base (as with all
thyratron) and the anode conncction of either
type of wbe. Of course, the best environment
for any thyratron is oil. Glass tubes, by
consequence of construction, are low average
power devices although substantial power can be
achicved in burst mode and in single shot
applications.[74-78].

A 1ypical oxide cathode/ceramic
envelope thyratron for use in a short pulse
circuit is illustrated in Figure 2.

C _)
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p~ Cathode
Ceramic Envelope
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Figure 2. Qutline drawing of a ceramic
envelope thyratron,

The tube consists of a cathode coated with a
mix of calcium, strontium, and barium oxides, a
grid(s), and an anode. The basic thyratron is
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essentially a gridded diode that can conduct in
only one direction. In 1978, a new type of
thyratron was introduced designed specifically
for pulsed lasers {79-81]. This new thyratron ,
illustrated in Figure 3, incorporated a "hollow
anode” which allows the tube to conduct in the
reverse direction without arcing. The cavity

C J
L~ Hollow Anode
L~ Grid
L Cathode
Ceramic Envelope
| ’ |

Figure 3. "Hollow Anode" ceramic envelope
thyratron.

anode provides a source of electrons 1o support
conduction in the reverse direction. Because of
the time varying and extremely low impedance
of a laser discharge, cfficient maiching of the
impedance of the encrgy store to the load is
practically impossible. It was proposed that is
would be far easier and more economical o
develop a swiich that will operate in a
mismatched circuit, than to attempt 1o develop
nonlinear circuitry 10 maich the load. For this
reason, a large development effort was
undertaken to advance the hollow anode
thyratron [80-82]. Successes wilhi oxide cathode
designs were excellent. However the superior
power handling capability dispenser
cathode/melal envelope thyratrons opened the
possibility of making very compact high power
modulators. For example, an 11.4 cm diameter,
30 ¢m long ceramic hollow anode thyratron can
swilch about 10 kW of average power in a short
pulse laser circuit. A dispenser cathode/metal
envelope thyratron of the same physical size,
can swilch approximately three to five times as
much power.

This is an ever important consideration as
modulators extend inio the Megawalt average
power range. Higher average power can be
swilched in a metal envelope thyratron because



of the greater emission properties of the
dispenser cathode and the construction methods.
A detailed examination of this type of thyratron
is given by Cook [83,84]). While the ceramic
thyratron is constructed of cup shaped electrodes
supported by ceramic tubes, the metal-envelope
tube is somewhat more complex. A typical
dispenser cathode/metal envelope thyratron is
depicted in Figure 4.
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Figure 4 Diagram of a typical dispenser
cathode metal-envelope thyratron.

An important featue of this design is the
manner in which the nassive anode is
completely enclosed by the grid structure. This
enhances the cooling of the anode and the high
voltage recovery of the tube [84]. Also, by
increasing the amount of surface area of the
electrode structures, namely the grids, exposed
10 the external environment, the thermal
resistant of the envelope is as much as a factor
of 10 lower than with the standard cup type
electrode design.

Several variations of glass, ceramic,
and metal envelope tubes have been developed
over the years for particular applications. The
"double-ended” thyratron. is a tube that
essentially has a cathode on both ends thus it

can conduct current equally well in cither
direction {85,86]. Placing an electron source at
both ends of the thyratron greatly increascs the
recovery time and requires close attention to the
circuit design. These types of tubes are of great
importance in crowbars and pulsed accelerator
magnel circuits {87]. COperation in the tens of
kiloampere range at over 100 kV have been
demonstrated with double-ended devices.

A thyratron of special importance to
high repetiticn rate circuits is the screen grid
version of a pentode thyratron. The addition of
a screen grid which is connected to ground via a
small impedance, reduces the recovery time thus
allowing much high pulse repctition rates.
Screen grid thyratrons have demonstrated
operation to 180 kpps [88,89].

Another type of pentode thyratron is
the triple grid. With this device the third grid is
the control grid and the other two are for
preionizing the grid cathode volume. This
special design allows a line of sight path from
the cathode to anode thus reduce anode falltime,
higher di/dt operation without excessive heating
and arcing and reduced drive power for minimal
jitter. Triple grid thyratrons have demonstrated
lifetimes of 1010 pulses at di/dt rates of
>3.1011 Amperes/second, 500 pps, with a grid
aperture current density of 10 kA/cm? [69].

Addition of extra grids is also used 1o
increase the level of the applied anode voltage.
These grids grade the electric field between the
anode and the control grid (which is essentially
at ground potential) and are referred to as
gradient grids. There are two types of gradient
grid designs, the planar and cavity grid [90].
Planar gradient grid tubes should be used when
high repetiiion rates are required. Cavity grids
are detrimental to the recovery time, thus limit
the upper bound on pulse repetition frequency
but allow a higher voltage per gap than the
planar counter part.

Hollow Cathodes, Pseudosparks, and
Back-Lighied Thyratrons

These devices consist of a very old
phenomena that has come of age in the 1980's.
Nearly, simultaneously in the U. S. and
Germany, an entirely new breed of high power
switches was born. All of these technologies
have electrical characteristics approaching that of
the spark gap but in a diffuse discharge




conduction medium. Current densities of greater
than 50 kA/cm? [91] have been demonstrated in
single davices. Single gap hollow cathode
swilches have demonstrated >60 kV hold-off and
switched >40 kA [92]. Recently, a multigap
device [93] was operated at an anode voltage of
100 kV and passed >80 kA in a 100 ns pulse
with di/dt in excess 1011 Afs. Both of the
above cases were at single shot. Research in
this technology is very active and promises (0
deliver, light weight, high gain, low cost
switches for the pulse power community in the
coming decade. Cumently, being a relatively
young lechnology, there are only experimental
devices available. For systems now in the final
design stages, this, as with the MCT, is most
likely not a viable option. But, for systems in
the research and development stages, the entire

class of hollow cathode swilches should be a
consideration.

Summary

There are several parameters of interest
when discussing high power thyratrons: anode
voltage, epy, peak current, ip, average and RMS
currents, di/dt, and pulse repetition rate, prr. In
recent years, several major advances have been
made in all of these arcas. Development is
currently underway at various places throughout
the U. S. and the U, K. A list of these values
for some of the most recent advances in
thyratron technology is seen in Table 2 below.

epy ib iavg di/de pr ip Payg* Ref
Afs Hz

40KV 30A small 70 250us 500kW 95

9kV 18kA 80A small 10 800us (1) 100

60kV 3.5kA 7-101} 4500 200ns 100kW 90

50kV 50kA 9A 3e1011 1000 250ns 500kW 98
-25kA

25kV 6.5kA 30A small 1000 6.5us 360KW 99

40kV 3kA small 6000 6yis 600kW 97(3)

25kV 7KA 50A small 1500 Sus 700kW 99

60kV 10kA- SA 3.10!! 250 250ns akw(2) | 69
SkA

80kV 80kA small 6-1011 5 1us small 9

* Continuous duly unless otherwise noted.
{1} & Coulombs per pulse, 10 second burst
12} 1010 shot lifetime

{3} Consecutive 100 second burst

Table 2. State-of-the-art in high power thyratron technology.
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CONCLUSIONS

We have reviewed just a few of the
technologies in the area of high power
switching. Choosing the proper switch is a
complex quandary of lifetime, performance,
cost, system interaction, power, myths, and
superstitions. But, with the wide variety of
technologies available, there is most likely a
switch to fill most every need. The graphs in
Figures 5 and 6 are a compilation of switch
performance of documented systems [7,8].
These plots display both peak current and charge
per pulse versus pulse repetition rate for spark
gaps, SCR/thyristors , and thyratrons. This
data does not take into account the lifetime or
mean-time-to-failure of the switch in question
rather, only successful operational experience.
All of these cases are from modulators programs
that meet the design goal whether it be burst
mode of coniinuous operation, These two
graphs are not intended to state the ultimate

performance or limits of the technologies but
where particular devices have completing the
required mission. As one examines Figures 5
and 6 it becomes clear that the operation of a
switch can be manipulated to show advantage in
one or more particular parameters, a trick often
used 10 promote one particular technology of
interest. Because of the wide variety of
electrical parameters, a fair comparison of
competing switch technologies is difficult at
best. One of the better comparisons for "pulse
power” switches, is shown in Figure 6. This
graph defines the general areas with regard to
energy transfer per pulse versus times
(pulsewidths) at which the energy is delivered.
This data holds true for all cases as fong as the
average power of the device (and other thermal
limitations) are considered. Figure 6 is based on
actual commercial available "off-the-shelf"
devices for thyratrons and solid state, and the
actual performance of custom built spark gaps
[94].
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The most effective approach in selecting the
swiich for vour particular application is to
contact the manufacturer (contrary to popular
belief). It is not in the best interest of the
manufacturer to sell a potential customer the
wrong technology. Most cveryone in the high
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Prime Power Systems and Charging Circuits

W. C. Nunnally
Applied Physical Electronics Research Center
The University of Texas at Arlington

Introduction

Magnetic switches' in pulse compression circuits can be used
to obtain peak power gain and provide load voltages, load currents,
and load pulse rates not obtainable with other technologies.
However, magnetic switches will not sustain dc voltages and thus
an input pulse to the magnetlcally switched pulse compr9551on

system must be prov1ded using conventional means. The two major
methods of generating the input pulse to a magnetic pulse
compre551on system are 1) capacitor discharge, inductor circuits
using conventional switches such as thyratrons, BLT's, spark gaps,
etc. or 2) repetitive sinusoidal and quasi-sinusoidal generators
such as the common alternator and the compulsator, respectively.

The average power delivered to the load plus the average power
dissipated in losses in the system must be provided by the prime
power source through the charging system. This paper discusses the
methods used to provide the average power required in repetitive
pulse, magnetic pulse compression systems.

II. Switched Pulse Generation T 2
Circuits T.=-—=7

(2)

The generation of an input pulse
for a magnetic pulse compression and L 1s the inductance of the
circuit is dependent wupon the series inductor. In this common
capabilities of the switch and the circuit, the value of C; is chosen
resonant circuit response. The most
common method of generating an input
pulse is to discharge a capacitor
through an inductor to charge the Pri Switch
first capacitor section of the pulse rimary owile
compression network as illustrated |/~ """ Sy
in Fig. 1. Note that the procedure

| i
I |
is the same if a series or parallel f f
pulse compression system is used. ||+ i
once the system vcltage and the | li#.c
stored energy are specified, the || ve 10 !
‘output capacitance, Cp, is |1~
determined. The voltage on the |[! i
output capacitor is given by | |
v.-C R i PS Filter Magnelic
Vo (t) = Yottv (1 - coset) (1) Power Capacitor fom}t)ressor
C, + C Supply PpY

where the charge time, T., is edqual
to one half the resonant period or Figure 1. Basic Resonant Charge
Circuit




in light of the following
considerations. Usually, the value
of Cy; is chosen to be much larger

than the value of C; such that the
peak voltage on capacitor C; is
equal to twice the charge voltage on
C;. In this case, capacitor C; is
the filter capacitor of the power
supply and charging ¢C; from ¢
removes only a portion of the =nergy
stored in C; and the load voltage
has been increased by a factor of
two. ©Note that the value of C; can
be chosen equal to C; such that the
peak voltage on C; will be equal to
the charge voltage on C; and all of
the energy stored in C; will be
transferred to C,. This arrangement
is used when faults are perceived to
be a problem, but results in another

charging stage to recharge ¢,
between pulses.

The next component of
concern 1is <the inductor through
which the energy must be
transferred. In the case that C; is

much larger than C,, the inductance
can be related to the charge time

and the energy transferred, E;,
through
VoeT. |21
L = |e=m=——- —— (3)
217 ET

The switch current, and the inductor
current, is given by

c, 172

Is(t) = V- (4)

l + sinwt
L

where C; is the series combination
of C; and C, and the resistance in
the circuit, Ry, is such that

(5)

The input current pulse to the
magnetic pulse compression circuit
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[
TI‘
Figure 2. Resonant Pulse Charge

Waveforms

is sinusoidal as shown in Fig. 2.
In a resonant pulse charge system,
the switch illustrated in Fig. 1, is
not used such that the capacitor C;
is connected directly to the power
supply filter capacitor, ¢. In
this case, capacitor ¢, begins to
recharge immediately after the pulse
has pbeen injected into the magnetic
pulse compression 1line. For a
repetitive system, this arrangement
produces a constant pulse rate. A
second alternative is to add a
charge switch, S., between the power
supply filter capacitor, C; and load
capacitor, C, such that the pulse
rate can be varied on command. This
use of a charging switch arrangement
is termed a command charge system.
The charging inductor, L, shown
in Fig. 1, is assumed to be a linear
inductor without magnetic material.
However, the use of a magnetic
switch in this 1location has the
following specific advantages: 1)
the rise of the switch current is
delayed until the switch voltage has
dropped to a small value which
reduces switching losses, and 2) the



voltage applied to the switch after
switching is reduced because of the
large, unsaturated switch
inductance.

If the pulse 1is repeated
with a pulse separation of T,, the
average and rms values of the
charging current, in the absence of
resistance are given by

l Cr 1/2 Tp
Iavg = Vg |-~ s (6)
| L TeT,

and

CT.TP /2
Irmg = Voo | —-—-- (7)

2:L-T,
The average and rms values are
important in determining the
specifications for the switching
devices, the energy dissipated in
the inductor resistance, and the
power supplied by the power supply.
The average power of an pulse

generation system is dependent upon
the average power capabilities of
the primary switches used

Magnetic pulse compressors
require extreme repeatability in the
time integral of the input voltage
pulse. Since the saturation time of
the first wmagnetic switch is
dependent upon the time integral of
the input voltage pulse, the pulse
to pulse regulation of the capacitor
charge voltage is of prime
importance. Conventional power
supplies voltage regulation can be

specified as 0.1 percent while
maintaining reasonable costs.

However, magnetic pulse
compression systems can require

pulse to pulse voltage regulation or
consistencies of up to “0.01 percent
or one part in 107, This
requirement can be met using the
common de-Q circuit approach,
1llustrated in Fig. 3, in which the
voltage across the capacitor is
monitored during the resonant charge
process. A second winding on the
charging inductor and a "De-Q"

switch are added to
pulse charge system,

the resonant
as illustrated

in Fig. 3. When the voltage on
capacitor C, reaches the desired
value, the "De-Q" switch is closed

and the remaining energy stored in
the charging inductor is diverted to
the resistor. Oother circuit
arrangements can be used to reroute
the excess energy back to the power

supply filter capacitor. This
arrangement is termed a "De-Q"
circuit because closing the "De-Q"

switch places the De-Q resistor,
effectively, in series with the

charging circuit and thus reduces
the circuit Q.

The second method of
generating an input pulse for a
magnetic pulse compression system is
through the use of a transformer.
Specifically, this paper discusses
1) a common pulse transformer with
a high coupling coefficient (k
0.99) and 2) a dual resonant pulse
transformer with a relatively low
coupling coefficient (k = 0.6).

The advantages of using a pulse
transformer are dc 1isolation of
primary and secondary, voltage or
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Figure 3. Resonant Charging De-Q
Circuit
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current scaling, and in the case of
the resonant transformer, unique
switch and voltage characteristics.

Two arrangements using a high
coupling coefficient transformer
pulse generation circuit are shown
in Fig. 4. The capacitor to be

| ]+

Figure 4. Transformer Pulse

Generation Circuit

discharged through the transformer
primary is first pulse charged as
previously discussed. The choice of
circuit arrangement of the capacitor
and switch relative to the
transformer determines the systenm
